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Preface

This volume contains the proceedings of the workshops associated with the 32nd

International Conference on Conceptual Modeling (ER 2013) and the papers
associated with the PhD Symposium of ER 2013. For the first time, the pro-
ceedings are published as a post-conference volume, enabling authors to submit
revised versions of papers that take into account feedback from the workshops.

Continuing the ER tradition, the ER 2013 workshops provided researchers,
students, and industry professionals with a forum to present and discuss emerg-
ing, cutting-edge topics related to conceptual modeling and its applications.
After a call for workshop proposals, the following eight workshops and symposia
were selected and organized from the submissions made:

– DaSeM, Data Mining and Semantic Computing for Object Modeling
– LSAWM, Legal and Social Aspects in Web Modeling
– MoBiD, Modeling and Management of Big Data
– RIGiM, 5th International Workshop on Requirements, Intentions and Goals

in Conceptual Modeling
– SeCoGIS, 7th International Workshop on Semantic and Conceptual Issues

in Geographic Information Systems
– WISM, 10th International Workshop on Web Information Systems Modeling
– SCME, Symposium on Conceptual Modeling Education
– PhD Symposium

The workshops cover different conceptual modeling topics, as indicated in
the titles above. The workshops received a total of 57 submissions. Following
the rule of the ER workshops, the respective workshop Program Committees
carried out peer reviews and accepted a total of 25 papers with an acceptance
rate of 44%. Several wporkshops also invited speakers who significantly enhanced
the perspectives and quality of the workshop program.

Setting up workshops required a lot of effort and involved many people. We
would like to thank the workshop organizers, for their invaluable collaboration
and their significant effort to provide a successful workshop edition, and the
workshops Program Committees and external reviewers for their professional
contribution to the paper review that ensured such a high-quality program.

We also thank the conference co-chairs, Valeria De Antonellis and Stefano
Rizzi, for their continuous support and the help in setting up the final program.
A very special thanks to Jaison Kuriakose for his hard work in editing this
volume.



VI Preface

Finally, we would like to express our sincere appreciation to the authors of
all the submitted papers for the high-quality contributions. We rely on their
continuous support to keep up the high quality of the ER conference.

August 2014 Dickson Chiu
Jeffrey Parsons
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Pnina Soffer University of Haifa, Israel
Sam Supakkul Keane, USA
Angelo Susi FBK - Fondazione Bruno Kessler, Italy
Juan Trujillo University of Alicante, Spain
Roel Wieringa University of Twente, The Netherlands
Carson Woo University of British Columbia, Canada

SeCoGIS 2013 Workshop Committee

Mir Abolfazl Mostafavi Université de Laval, Canada
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Thérèse Libourel Université de Montpellier II, France
Jugurta Lisboa Filho Universidade Federal de Viçosa, Brazil
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Ricardo Wagner, José Antonio Fernandes de Macedo,
Alessandra Raffaetà, Chiara Renso, Alessandro Roncato,
and Roberto Trasarti

WISM 2013- 10th International Workshop
on Web Information Systems Modeling

Preface to WISM 2013 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Flavius Frasincar, Geert-Jan Houben, and Philippe Thiran



Table of Contents XV

Situation-Aware Smart Environment Modeling . . . . . . . . . . . . . . . . . . . . . . . 139
Alencar Machado, Ana Marilza Pernas, Leandro Krug Wives,
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Glocal News: An Attempt to Visualize the Discovery  
of Localized Top Local News, Globally  

Dimitris Spathis, Theofilos Mouratidis, Spyros Sioutas, and Athanasios Tsakalidis 

Department of Informatics, Ionian University, Corfu, Greece 
Department of Computer Engineering and Informatics, University of Patras, Patras, Greece 

{p11spat,p11mour,sioutas}@ionio.gr, tsak@ceid.upatras.gr 

Abstract. Glocal News is a web app, a mashup of Google News and Google 
Maps, which attempts to visualize top local news, globally, in 70 languages. 
The news headlines, which are displayed on an infowindow, are provided by the 
public Google News RSS. The algorithm, built in JavaScript, uses geocoding in 
order to extract the toponym from a given location and the local storage tech-
nique in order to store the news temporary on the user’s browser. 

Keywords: Data visualization, Location, News, Localization, Google News, 
Google Maps, Geocoding, Local Storage, HTML, CSS, Javascript. 

1 Introduction 

Current information landscape enables people to have access to huge amounts of in-
formation, frequently in semi-structured data, which cannot be processed by humans 
as it is, leading to a phenomenon commonly named as “information overload”.  

Users discover news of interest in two ways: searching and browsing. If they have 
something specific in mind, they type usually relevant keywords on search engines. 
On the other hand, when they don’t have something to look for, they just browse for 
stuff that arouses their curiosity. 

We tried to combine the above “methods”, satisfying the searching “needs” with 
specific local news and the browsing “needs” making it pleasant and playful to drag 
and drop the pin in order to discover more news.  
Until now, news are presented usually in a timeline or divided in categories such as 
Politics, Sports, and International. However, many news portals are gradually embrac-
ing the crowd-sourced web (e.g. CNN iReport), providing news discovery per loca-
tion or neighborhood. That trend was our main inspiration. 

Our project, www.glocalne.ws, is a web application described as a mashup 
[1,2] of Google News built on top of Google Maps. A mashup, is a web page, or web 
application, that uses and combines data, from two or more sources to create new 
services. The term implies easy, fast integration, frequently using open application 
programming interfaces (API) [3] and data sources to produce enriched results. 

The field of mashups started to grow the last 5 years following the establishment of 
Web 2.0. Currently, there are several similar implementations out there, but they are 
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getQuery:: 
//Swaps strings and numbers making a valid array derived 
from searchTypes 
var temp_types = ObjToArray(searchTypes); 
//Detects available administrative levels (coun-
try,region,city etc...) 
for (var i in results.reverse()) { 
 for (var j in temp_types) { 
  if (results[i].types[0] == temp_types[j]) { 
                 temp_types.splice(j, 1); 
   var bounds = get-
Bounds(results[i].geometry.viewport); 
   query_results.push({/*Data for names, administra-
tion levels and bounds*/}); 
  } 
 } 
} 
//Orders the results as seen in seachTypes variables 
query_results.sort(function (a, b) { return sear-
chTypes[a.type] - searchTypes[b.type] }); 
//Gets the right name according to zoom level 
query = encodeURI(getName(query_results)); 

Of course, in order to form the query rightly, we have to take map viewports and ad-
ministration levels into account: 

getName:: 
//We get the map's viewport and then check for each ad-
ministrative level’s viewport(written in "data" varia-
ble). 
 //If it fits, we return that result to search for it at 
Google news. 
var s = size(map.getBounds().toSpan()); 
var i = 0; 
while (size(data[i].bounds.toSpan()) > s && i + 1 < da-
ta.length) i++; 
query_title = data[i].name; 

Here you can see the way our code chooses the administration levels (mentioned in 2.1): 

var searchTypes = { 
    "country": 0, "administrative_area_level_1": 1, "ad-
ministrative_area_level_2": 2,  
    "administrative_area_level_3": 3, "political": 4, 
"locality": 5, "sublocality": 6 
}; 
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Finally, the results are presented on an infowindow, ready to be consumed by the end 
user’s eyeballs: 

displayFeed:: 
//Every query is kept in localstorage and it is accessed 
with [set/get]Data() functions 
var f = getData().filter(function (v) { return v.q == 
query })[0]; 
if (f == null || /*Expired*/) { 
 var s = getData(); 
 
 feed = new google.feeds.Feed(_url()); 
 feed.setNumEntries(5); 
 feed.load(function (result) { 
 if (!result.error) { 
  /*Load rss contents*/ 
 } 
 else { 
  infowindow.setContent("This location provides no news 
currently"); 
 } 
 var d = { /*Data*/ }; 
 /*Update data according to d*/ 
 setData(s); 
 infowindow.open(marker.get('map'), marker); 

2.5 Known Issues 

At the core of geoparsing’s difficulty are the many ambiguities present in natural lan-
guage, including ambiguities related to toponyms. The type of ambiguity most relevant 
for geoparsing is termed geo/non-geo ambiguity [9]. For example, “Paris” can refer to 
“Paris, France”, “Paris, Texas” but might also refer to the person “Paris Hilton”.   

We tried to overcome this ambiguity by forming the search query as follows: [City, 
County], but the displayed results were reduced. Understandable, due to the fact that 
e.g. an article can just refer to “Athens” instead of “Athens, Attica”, or “Athens, 
Greece”, reducing the redundancy. The above problem could be addressed with su-
pervised machine learning methods. 

3 Further Work 

In order to improve the user experience, we are thinking of presenting the results into 
subsections such as: Entertainment, Sports, Technology, Politics etc. using probably a 
SOM [10,11] technique helping us clustering the relevant articles, keeping in mind the 
visualization [12] principles to avoid information overload. Also, the idea of solving 
the issue described on section 2.5, is on the roadmap. Another interesting area is the 
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personalized news [13]. Google News provides that option to its users but since there is 
not an available API, we are still puzzled how we can integrate this extra feature. 
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Abstract. In this paper we present a novel algorithm for forming com-
munities in a graph representing social relations as they emerge from the
use of services like Twitter. The main idea centers in the careful use of
features to characterize the members in the community, and in the hy-
pothesis that well formed communities are those that designate diversity
in the features of the participating members.

1 Introduction

The topic of the paper is to present a novel methodology in order to characterize
interesting communities as they arise in social networks, such as those that are
formed in Twitter. The novelty of our approach lies in the fact that we are looking
for emerging communities, according to the diversity among the characters of
the involved users.

Until now, most practices on message transmission are based on finding the
influential users and try to use them to transmit a message. Moreover, recent
work on data flow on social networks deals with the problem of predicting the
information current. Our approach is different in the sense that we examine ways
to ”drive” the information within the network. We look for sub-networks that
demonstrate a high degree of information flow and as a second step; we aim at
using these networks for increasing information continuance.

There is a lot of work from different areas for creating communities from
graphs. For a thorough survey, we propose [5]. In our approach we argue that
communities in social media, e.g. Twitter, are more probable to contact informa-
tion easily if they are not ”biased” with respect to user personality. A balanced
community can handle information flow quicker and deeper. Hence, here we di-
vide the Twitter graph related to the personality of users which is extracted
based on their behavior.

2 Related Work

Analysis in social networks has a long history, which is related to graph cluster-
ing algorithms, web searching algorithms, as well as bibliometrics; for a complete
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review of this area one should consult [4], [5], [10], [12], [14] and [17]. The field
is related to link analysis in the web with cornerstone the analysis of the si-
gnificance of web pages in Google using the PageRank citation metric [3], the
HITS algorithm proposed by Kleinberg [9] as well as their numerous variants
proposed in [11]. PageRank employs a simple metric based on the importance of
the incoming links while HITS uses two metrics emphasizing the dual role of a
web page as a hub and as an authority for information. Both metrics have been
improved in various forms and a related review can be found in [11].

Concerning community detection, various algorithms in literature have been
proposed. It should be noted that HITS by itself if exploring non principal eigen-
vectors, can be used in order to compute communities. Concerning communities,
the problem with which one can come across in bibliography, is related to graph
partitioning. A breakthrough in the area is the algorithm proposed in [6], for iden-
tifying the edges lying between communities and their successive removal; a pro-
cedure that after some iterations leads to the isolation of the communities [6]. The
majority of the algorithms proposed in the area are related to spectral partitioning
techniques. Those are techniques that partition objects by using the eigenvectors
of matrices, which form themselves in the specific set [8], [15], [18] and [19]. One
should also mention techniques that use modularity, a metric that designates the
density of links inside communities against the density outside communities [5],
[13], with the most popular being the algorithm proposed by [2].

Besides finding emerging communities, estimating authorities has also at-
tracted attention. In [1], they extracted several graph features such as the users’
degree distribution, hubs and authority scores in order to model a user’s relative
importance. Other works in this area include Expertise Ranking [7] and [21],
where they identified authorities using link analysis by considering the induced
graph from interactions between users.

Interesting is the work presented in [20], which employs Latent Dirichlet Allo-
cation and a variant of the PageRank algorithm that clusters according to topics
and finds the authorities of each topic; the proposed metric is called Twitter-
Rank. A method proposed in [16], though similar to TwitterRank, differs in the
use of additional features, in the employment of clustering, and in its applica-
bility in real-time scenarios since it can be easily implemented.

3 A Methodology for Identifying Personality-Based
Communities in Social Networks

In our work we address the problem of identifying networks that can potential
exhibit maximum flow of information regarding a subject matter. As already
mentioned in most cases in literature authors deal with the problem of finding
influential nodes, and there are several metrics developed to address this issue.
Our approach is different in two aspects; first we identify influential networks
and not individuals ones. Then we extract the networks related to a specific
subject, and compute the influence based on user personality as extracted and
computed by quantitative metrics retrieved by Social Networks.
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Social Networks provide metrics to measure different aspects of user behavior.
In this paper, we will use Twitter as a case study but our approach can be easily
extended to any Social Network.

3.1 Basic Twitter Metrics

In this section we examine the basic metrics that we have exported from Twitter
so as to extract users personality. Primarily, we can categorize users’ tweets into
two categories: direct tweets and indirect tweets:

– Direct tweets (D): Here we can find tweets that are produced by an author.
This category comes from the option Compose new Tweet and by this, a
user can potentially start a new conversation.

– Indirect tweets (I1, I2): In this category, tweets come from another user
and can take place with one of two following ways: when a user copies or
forwards a specific tweet so as to spread it in his network (retweets) or in
the second possible way, a user makes a comment to another tweet and as a
matter of fact, a possible conversation may be started (conversations). More
specifically, I1 represents the number of retweets of a user for a specific time
interval and in contrast, I2 represents the number of times there actually
was a conversation upon a tweet.

Other metrics we look into are:

– Number of followers (F ): The number of users that follow a specific user.
– Frequency (FR): It calculates the frequency of users tweets. Hence this me-

tric indicates how often an author posts tweets. The way to calculate the
frequency is given as a set of time e.g. half an hour, how many times the
user tweeted.

– Number Hashtag keywords (HK): These keywords arewords starting with the
symbol #. Under this symbol, anyone can put a specific tweet into a certain
thematic category. These metrics count the number of hashtags a user has
used upon a set of tweets that have occurred for a specific set of time.

Table 1. Twitter basic metrics

Metric Sense/Meaning

F Number of followers
D Number of direct tweets
I1 Number of indirect tweets (retweets)
I2 Number of indirect tweets (conversations)
FR Frequency of user’s tweets
HK Number of hashtag keywords
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3.2 Using Metrics to Extract User Personality

Related to the above metrics, we identify users personality as it appears in Twit-
ter. We have classified users in four basic categories based on their personality as
perceived by their peers and as reflected by their behavior.We call them personal-
ity traits. A personality trait is a type of behavior exhibited by a Twitter user and
can get one of the following values:

1. Popular: when a user is followed by many other users (e.g. followers).
2. Energetic: when a user posts tweets frequently. This means that this specific

user is energetic and enjoys talking hence he/she tweets on a regular basis.
3. Conversational: when a user takes part in conversations either by com-

menting other people’s posts or republishing them.
4. Multi-systemic: where a user has a high number of interests and likes to

state his opinion in a variety of subjects.

Given the above basic behavioral characteristics that a user can show in any
social network, we associate features in each one of them so as to have a quali-
tative insight.

An atomic personality trait for a user x, is a tuple (F1, F2, F3, F4) where
each Fi is defined as follows:

1. Atomic Popular (F1): the number of followers computed as F .
2. Atomic Energetic (F2): the number of direct tweets divided by time interval,

computed as FR.
3. Atomic Conversational (F3): the number of retweets plus the number of

conversations computed as I1 + I2.
4. Atomic Multi-systemic (F4): the number of hashtags found in a given set of

tweets that occurs in a specific time interval, computed as HK.

Related to the above definitions, given a user of the Twitter xi, the atomic
personality trait is a tuple (F1, F2, F3, F4) where each Fi, 1 ≤ i ≤ 4, holds the
degree that a user’s personality is associated with each one of the personality
traits. As a next step, we need to identify the dominant characteristics for each
user. As a result, for each metric, we set a range of values such that for the chara-
cteristic Fi if the atomic values of Fi are within the given range, we characterize
the user as having the corresponding behavior. For example, let us assume that
we have the user Helen14,3,2,1 and that the range for each Fi is set to (10-14,
1-5, 3-7,0-4); then Helen is Popular, Energetic as well as Multi-systemic.

Let P ={Popular (p1), Energetic (p2), Conversational (p3), Multi-systemic
(p4)} be the set of personality traits and xF1,F2,F3,F4 the atomic personality
trait for the user x. Moreover, we define with RR1,R2,R3,R4, a set of values that
determine the dominance of personalities; then color(x) is a tuple (c1, c2, c3, c4)
(personality tuple) such that ci has the value pi if Fi ≤ Ri, for 1 ≤ i ≤ 4.

3.3 The Community Extraction Algorithm

Based on the above we can now derive the personality traits of each user of the
Twitter. We conceptualize Twitter as a graph where users are the nodes and we
color each node of the graph related to user personality.
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We map Twitter as a graph where each node is a user and there is an edge
between two users if there is a relation between them i.e. one user follows the
other or vice versa. We then associate each node with one of the 15 possible
personality traits. Based on the above description of personality there are 4
possible personality traits and each user can have any of the 24 − 1 possible
values as his personality tuple. We use a breadth first approach to traverse the
graph and for each node we use the definition of color(x) to decide upon the
color of each node/user.

After having decided upon the color/personality of each user, we define ”per-
sonality balanced networks”. A personality balances network is a network that
contains at least one node of every possible personality tuple. Related to ob-
servations regarding the flow of information in human networks, we notice that
balanced networks which are composed by users with different personality traits
tend to demonstrate higher degrees of information flow. In our approach we
create sub-graphs based on the coloring of the nodes. Given the initial Twitter
graph, we traverse the graph using BFS until we find nodes from each one of the
15 personality tuples. The algorithm then extracts that sub-graph.

4 Experimental Evaluation and Results

We examined the validity of our approach through experiments. We then imple-
mented the Twitter graph using Twitter4J, and have colored our graph according
to our methodology and finally have extracted the personality-based community
graph. Twitter4J is a Java library for the Twitter API, with which one can easily
integrate a Java application with the Twitter service.

Firstly, we created a Twitter graph as follows: we made a query on Twitter
on the subject of #SocialNetworks and we retrieved all the associated infor-
mation regarding users and tweets for a time interval of 7 days (01/07/2013−
08/07/2013).

We also defined the dominance of personality ranges as follows. Initially, we
specified ranges of a user that has all the personality trait as follows; (15%, 35%,
35%, 25%). Consequently, we identified the users that satisfy the above ranges.
As a next step, for the following more similar personality traits, we increased
each particular range by (33%, 25%, 25%, 33%) respectively.

For example, suppose that the initial user has (500, 2, 3, 6) and is characterized
as Popular, Energetic, Conversational as well as Multi-systemic. Then a user in
order to be characterized as Popular, Energetic, Conversational, he/she has to
demonstrate this tuple (750, 3, 4, < 8).

We use this approach to set ranges in order to incorporate the concept that
these personality traits are inter-related. For example, a user with 1000 tweets
is characterized as Popular, but also a user with 500 tweets and a number of
retweets plus conversations is also characterized as Popular.

Our results show that the selected nodes are approximately the 3% of our
graph for the time interval we use. Furthermore, the percentage of the number
of all tweets that the users of this graph exchange divided by the total number of
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tweets for the given time is approximately 10%. Tweets consist of direct tweets,
retweets, as well as conversational tweets.

5 Conclusions and Future Work

Our conclusions are that although the community graph was the 3% of the
whole graph (number of community nodes divided by the number of total nodes
in the graph), we had in this network almost 10% of tweets (direct, retweets,
conversations) of the whole Twitter traffic. Hence we can conclude that our
assumption of the personality based communities playing a dominant role in
data traffic, has been verified.

This is a preliminary work. Further work is necessary to identify other per-
sonality traits, different clusters of networks and different ranges for dominant
personalities. Moreover, this work could be extended to other Social Networks
as well.
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Abstract. Staying tuned to the trends in a certain domain has extremely dynam-
ic and potential applications in many areas. For example, business analysts need 
to know the current solutions used for attracting customers in order to decide on 
the most appropriate marketing strategy. Meanwhile, a respectable number of 
organizations today exploit their online presence to boost their profits. Particu-
larly, they utilize Content Management Systems (CMS) as the core system to 
support their Web Applications (WAs) thanks to their efficiency for managing 
digital content. In this context, having the ability to discover commonly reusa-
ble patterns can be a valuable tool in the domain-specific development process. 
To this end, we propose a model-driven approach for modeling WAs developed 
using the Joomla! CMS utilizing reverse engineering (RE) and clustering tech-
niques. When applied to a large number of applications, it enables hypertext 
architects to identify patterns and discover design solutions for WAs frame-
works per topic. 

Keywords: Data mining, conceptual modeling, content management system, 
Joomla!, clustering algorithm, document clustering. 

1 Introduction 

The worldwide expansion of the World Wide Web has led to a radical change in the 
way organizations offer information to the public. In an effort to adjust to the new 
challenges, an increasing number of businesses obtain an online presence. The use of 
CMS as the base platform for the development of their WA is rapidly increasing 
thanks to their efficiency to manage and publish digital content. Indeed, most CMS-
based WAs can be realized with merely configuration of the CMS instead of software 
engineering from scratch enhancing this way WA’s reusability and efficiency. Due to 
the traditional source-code-oriented development process of CMS, the configuration 
of a CMS for data-intensive WAs still remains complex and time consuming. 

Simultaneously, Model-Driven Engineering (MDE) is a promising approach to 
software development and maintenance advocating the use of models as first-class 
citizens throughout the engineering lifecycle. Additionally, the integration of MDE 



 Towards a Domain-Specific Conceptual Modeling Approach of Open Source CMS 15 

 

approaches with RE techniques can lead to high maintainability of the underlying 
system enabling developers to focus on the overall system architecture without paying 
attention on the implementation details [1,2,3]. 

Under this point of view, we propose a model-driven RE approach for the automatic 
extraction of the conceptual model of existing WAs developed using the widely used 
CMS, Joomla! [4], by applying mining techniques. The recovered models are specified 
by referring to the Web Modeling Language (WebML) [5]. By obtaining the concep-
tual model of a large number of Joomla!-based WAs related to a specific domain, we 
aim to identify commonly reusable patterns and discover potential design solutions per 
topic by utilizing mining techniques, as a next step. The remainder of this paper is 
organized as follows: Section 2 presents the Conceptual Modeling Approach in detail, 
while Section 3 provides concluding remarks and discusses future steps. 

2 Conceptual Modeling Approach 

In the context of this work, we refer to the conceptual model with the notion of the 
WebML Hypertext model [5], composed by the composition and the navigation mod-
el. The composition model specifies which pages compose the hypertext, and which 
content units make up a page. The key ingredients of WebML are pages, units, and 
links, organized into modularization constructs called areas and site views. Units are 
the atomic pieces of publishable content used to publish the information described in 
the data model and they are the building blocks of pages. Each unit is associated to 
one underlying entity, from which the content of the unit is computed. Pages are typi-
cally built by assembling several units of various kinds, and they are the actual inter-
face elements delivered to the users. Page and units do not stand alone, but are linked 
to form a hypertext structure. Links express the possibility of navigating from one 
point to another one in the hypertext, and the passage of parameters from one unit to 
another unit required for the proper computation of the content of a page. The naviga-
tion model expresses how pages and content units are linked to form the hypertext. 

In order to model Joomla! elements in WebML notation, we defined a set of 
WebML representations for pages and page components. Based on the fact that pages 
have a fixed structure composed by the central part, containing the main content spe-
cified by the particular component, and the peripheral parts displaying the content of 
the published modules, we defined the WebML representation of a Joomla! WA’s 
page. It consists of two conjunctive nested pages (AND subpages), namely the Mod-
ules subpage, containing all the modules that lie within the page, and the Layout sub-
page, modeling the way the content is displayed to the users. We also define WebML 
representations for the Components and the Modules extensions. Components pro-
duce the major content of WAs and have one or more "views" that control how the 
content is displayed in the page’s central part. Based on the way they publish content, 
we resulted in WebML representations consisting of a combination of content units, 
for every type of the available components. Modules are small blocks of content that 
can be displayed in various positions on the peripheral parts of a page. Again, we 
defined proper WebML representations for every module reflecting the module’s 
functionality and the way it delivers the content to the user. Some typical examples 
are shown in Figures 1 (Fig.1). 
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Fig. 1. Featured blog and single article WebML representations 

2.1 The Reverse Engineering Process 

The approach is oriented towards the recovery of the constitution and navigation 
models which in turn synthesize the WA’s hypertext model. The composition model 
can be recovered by identifying specific structural elements (particular types of Joom-
la! extensions) in the HTML source code of a page followed by the mapping of these 
elements to their corresponding WebML representations. These elements are the 
components and modules indicative of the HTML page’s layout structure. In the same 
spirit, the navigation model can be extracted by identifying the hyperlinks between 
HTML pages as well as the possible navigation flows between the structural compo-
nents of the WA created by the navigation modules such as menus and breadcrumbs, 
followed by the mapping of the identified links to the corresponding WebML repre-
sentations. 

As a first step, HTML pages are captured by a web crawler in order to perform 
source code parsing. The parsing aims to identify such items in the source code that 
strongly imply the presence of specific Joomla! elements in that particular page. 
These items are the values of the class attribute of an HTML page which characterize 
the various structural elements, facilitating this way the identification of the published 
components and modules. We refer to these values as keywords. As a result, by pars-
ing the HTML code of a page, we can identify the keywords it contains and this way 
to find out the included component and modules. For instance, the keyword describ-
ing a single article is the word “item-page” and the keyword for a login module is the 
word “userdata”. Another aspect of WAs that must be considered is the modeling of 
the implying functionalities performed as a result of potential navigational flows. In 
WebML, this is modeled as operation units [5]. For this reason, we have examined the 
possible navigation “scenarios” that could imply a potential operation and model them 
as WebML operation units. For the identification of those scenarios, we searched 
again for specific keywords in the source code of webpages. For example, when a 
page contains an email icon, it is modeled as a page having a link to a sendmail unit. 
As a result, given the HTML code of a page, based on these keywords, we can mine 
the component used and all the displayed modules abstracting a view of the page’s 
layout structure and behavior. In the following diagram, the RE process for mining of 
the composition and navigation model is presented. 
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Fig. 2. The Reverse Engineering methodology for mining the WA’s Hypertext model 

2.2 Data Distribution 

Regarding the recovery of the Data model, we could not obtain a representation of the 
WA’s database schema since most WAs do not allow access to the underlying data-
base. Nevertheless, we manage to capture the data distribution by applying an effec-
tive data mining technique on the content published by the HTML pages. More spe-
cifically, we have created a document containing the content published on a page for 
each page of the WA. These documents are given as input to a clustering tool consist-
ing of a combination of two different clustering techniques, the Hierarchical Algo-
rithm and the spherical k-means algorithm. The basic steps of the algorithm are [6]: 
Preprocessing of document collection in order to represent them in a more processa-
ble structure, Latent Semantic Indexing and Coarse Clustering in an attempt to gener-
ate an initial partition of documents, Agglomerative Hierarchical Clustering in order 
to reduce the number of the initial clusters (in case that the number is relatively large) 
and finally spherical k-means algorithm in order to enhance the quality of the pro-
duced clustering. 
 
Preprocessing of the Text Collection 
According to the bag-of-words model, each document is represented as a sequence of 
terms/words. To this end, each document is divided into a set of lexical units that 
cannot be further divided, called tokens. After document parsing, usually two kinds of 
feature reduction (or term pruning) are performed. The first one removes the stop-
words while the second one involves Part-Of-Speech Tagging and lemmatization. 
Finally, only the unique lemmas of noun words are retained. Subsequently, according 
to the vector space model, each document is represented as a vector of m dimensions, 
where m is the number of unique lemmas. For each document the contribution of each 
lemma in its content representation is computed by using the TF-IDF weighting 
scheme. As a product of this representation, a matrix A of dimension m×n is pro-
duced, where m is the number of unique lemmas and n is the number of documents. 
 
Latent Semantic Indexing 
LSI is a well-established indexing and retrieval method for extracting hidden relation-
ships between terms and concepts contained in large, unstructured collections of doc-
uments. The basic idea of the method lies in the projection of the documents vectors 
in a new, low-dimensional space obtained by the Singular Value Decomposition of 
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the term-document matrix A. The SVD of an m×n matrix A of rank r expresses A as a 
product of three simpler matrices, A=USV. LSI omits all but the k largest singular 
values in the above decomposition, for some appropriate k which will be the dimen-
sion of the low-dimensional space referred to in the description above. It should be 
small enough to enable fast retrieval and large enough to adequately capture the struc-
ture of the corpus. Then, A=UkSkVk. 
 

Coarse (initial) Clustering 
In our clustering approach, we interpret the results of the LSI transformation of the 
initial A matrix as a form of fuzzy clustering and then we transform the fuzzy cluster-
ing to a hard-crisp clustering by assigning each document to exactly one cluster, the 
cluster where the document has the highest degree of participation. In this way, we 
produce an initial rough clustering of documents. Later these initial clusters are going 
to be reduced and furthermore re-organized in order to enhance their quality. In par-
ticular, based on the n×k matrix VkSk, produced by SVD, we interpret the k columns 
of the VkSk matrix as a set of k clusters and the n rows as the documents. Each ele-
ment (i, j) of the VkSk matrix, defines the document i degree of participation to the 
cluster j. This fuzzy clustering is transformed to a crisp clustering by assigning each 
document to exactly one cluster, where the document has the highest degree of partic-
ipation according to the values of the VkSk matrix. 
 

Hierarchical Clustering 
In the proposed clustering method, an agglomerative hierarchical clustering algorithm 
is employed in an attempt to reduce the number of the initial clusters produced by the 
LSI and Fuzzy Clustering in the previous steps. To this end, the agglomerative hierar-
chical clustering algorithm starts assuming as initial clusters, the set of k clusters, 
where k is equal to the LSI dimension. At each step, the algorithm merges the two 
most similar clusters based on the UPGMA scheme. These steps need to be repeated 
until the desired number of clusters is obtained. 
 

Spherical k-means Algorithm 
The spherical k-means algorithm is a well-studied variant of classical k-means algo-
rithm with cosine similarity as the selected distance measure. The motivation for ap-
plying the spherical k-means algorithm as the final step of our clustering approach is 
in order to enhance the quality and the precision of the clustering produced by the 
previous steps. Specifically, we utilize a refinement algorithm that uses local search in 
order to refine the clusters generated by spherical k-means. 
 

Significant Terms 
For the purpose of discovering significant terms from all the generated document 
clusters, we employ the cluster centroids that can be used in order to summarize the 
content of a cluster. Specifically, we extract as significant terms, the highly weighted 
terms of the document cluster centroids, i.e. all the terms having a weight above a 
given threshold.  

In the end of the clustering phase, there is a predefined set of clusters and a set  
of significant terms representative of the concept of each cluster. We consider that  
the pages lying in the same cluster are referring to the same theme and we use the 
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cluster’s significant terms as the source attribute (the origin of a unit’s content) in the 
WebML units representations. 

2.3 Creation of the XML File 

Based on the above, we compose the hypertext model of the target WA in its textual 
Extensible Markup Language (XML) syntax. The Joomla!-based WA is represented 
as a siteview containing a set of pages and operation units. Each page is comprised 
from two subjunctives nested pages, the Modules and the Layout pages modeling the 
modules and the component respectively identified in the specific page. Links con-
necting pages or content units model the WA navigation behavior. 

3 Conclusions and Future Steps 

In conclusion, we present an efficient RE approach for the automatic extraction of  
the conceptual models from existing WAs developed by Joomla! referring to the 
WebML notation. Having the source code as a starting point, we extract the composi-
tion and navigation model which eventually are combined to form the WA’s  
hypertext model. For capturing the data distribution of the WA, we utilize a novel 
clustering method. A tool supporting the proposed methodology can be accessed at 
http://alkistis.ceid.upatras.gr/research/modeling. Obtaining the conceptual model of 
Joomla!-based WA, the next logical question that arises is the following: in which 
ways it can be utilized. This work is the first part of a larger project towards the iden-
tification of design patterns or potential recurrent design solutions that lie in the re-
covered hypertext model of Joomla!-based WAs within a specific domain [7]. We are 
now working on developing mining algorithms that can be efficiently applied in a 
large number of abstracted models in order to identify potential model clones.   
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Due to the enormous amount of data present and growing in the Web, there has
been an increasing interest in incorporating the huge amount of external and
unstructured data, normally referred as ”Big Data”, into traditional applications.
This necessity has made that traditional database systems and processing need to
evolve and accommodate them to this new situation. Two main ideas underneath
this evolution are that new external and internal data (i) need to be stored in
the cloud and (ii) offer a set of services to allow us to access, abstract, analyze,
and visualize the data.

Therefore, this new conceptualization of cloud applications incorporating both
internal and external Big Data requires new models and methods to accomplish
their conceptual modeling phase. Thus, the objective of the First International
Workshop on Modeling for Data-Intensive Computing (MoBiD’13) is to be an
international forum for exchanging ideas on the latest and best proposals for
the conceptual modeling issues surrounding this new data-driven paradigm with
Big Data. Papers focusing on the application and the use of conceptual modeling
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approaches for the development of this next generation of applications based on
these Big Data.

The workshop has been announced in the main announcement venues in order
to attract papers from different countries that are distributed all over the world.
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Abstract. The Data Web refers to the vast and rapidly increasing quantity of 
scientific, corporate, government and crowd-sourced data published in the form 
of Linked Open Data (LOD), encouraging the uniform representation of hetero-
geneous data items on the web and the creation of interlinks between them. The 
growing availability of open linked datasets has brought forth significant new 
challenges regarding their proper preservation and the management of evolving 
information within linked datasets. In this paper, we focus on the evolution and 
preservation challenges related to publishing and maintaining evolving linked 
data. We present several insights regarding their proper modelling and querying 
and provide an overview of our current efforts towards a framework for manag-
ing the preservation of LOD. 

Keywords: Data Web Evolution, Linked Data Preservation. 

1 Introduction  

Data Web refers to the vast and rapidly increasing quantity of scientific, corporate, 
government and crowd-sourced data published in the form of Linked Open Data 
(LOD). The Linked Data paradigm[1] provides the way for publishing and interlink-
ing structured data on the web by offering appropriate standards and recommenda-
tions (e.g. SPARQL, RDF). At the core lies that data entities are published as web 
resources, which are uniquely identified with the use of URIs and interlinked in mea-
ningful ways using typed links i.e., terms drawn from ontologies and vocabularies. In 
this regard, publication and consumption of information are actions that become fede-
rated and non-uniquely controlled within their environment. The most noteworthy 
advantage of the Data Web is that it records facts rather than documents. These facts 
become the basis for the discovery of new knowledge, which is not derivable from 
any individual data source, and thus help solving information needs that were not 
originally anticipated by their creators.  

Given that data-aware practices have a huge potential to create additional value 
across several sectors, little attention has been devoted to the long-term accessibility 
and usability of the datasets comprising the Data Web. Linked datasets are subject to 
frequent changes in the encoded facts, in their structure or the data collection process 
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itself. Most changes are performed and managed under no centralized administration, 
eventually inducing several inconsistencies across interlinked datasets. Traditional 
web archiving and preservation practices handle individual datasets as digital objects, 
similarly to documents and multimedia, that are time stamped and “locked away” for 
future use. In contrast, we argue that LOD should be preserved by keeping them con-
stantly accessible and integrated into a well-designed framework for evolving datasets 
that offers functionality for versioning, provenance tracking, change detection and 
quality control while at the same time provides efficient ways for querying the data 
both statically and across time. In this paper, we highlight the problems and the chal-
lenges related to the evolution of information published on the Data Web and present 
some prominent research directions and insights for the management of evolving 
LOD. We advocate the need of novel solutions for these challenges and present our 
current ongoing work towards a framework for the management of LOD evolution.  

2 Challenges in the Management of Evolution in the Data Web 

Most of the challenges related to the management of LOD evolution stem from the 
decentralized nature of publishing, curating and evolving interdependent datasets, 
with rich semantics and structural constraints, across multiple disparate sites. Tradi-
tional database versioning settings impose that data management and evolution are 
performed within a well-defined controlled environment where change operations and 
dependencies on data can be easily monitored and handled. On the other hand, web 
and digital preservation techniques assume that preservation subjects, such as web 
pages, are plain digital assets that are collected (usually via a crawling mechanism) 
and individually archived for future reference. In contrast with these two approaches, 
the Data Web poses new requirements for the management of evolution. 

LOD Evolution Modeling: Unlike documents, LOD datasets are not only individual 
facts but represent real-world evolving entities with a certain structure for which addi-
tional constraints (e.g., name uniqueness) may hold. In addition, LOD come from 
different domains and use heterogeneous data models, including standard and/or ad 
hoc or proprietary formats. This calls for appropriate methods for preserving across 
time a multitude of dimensions related to the internal structure of a dataset, its  
content and the semantics it carries as well as the context (e.g., authorship and 
provenance information, time validity, licencing information, etc.) under which it is 
published and the specific constraints holding. Preservation should exhibit format-
independence, data traceability and reproducibility and an overall common denomina-
tion for data that originate from different models. Reference schemes (URIs) must be 
properly designed such that unique identification is achieved not only across different 
sites but also across time taking into account different temporal and versioning as-
pects. Moreover, LOD may be interconnected through typed links when they refer to 
the same or related real-world entities. This calls for effective entity recognition and 
co-reference methods to rank LOD datasets according to their quality for guiding 
crawling and appraisal. It also stresses the need for preserving an entire network of 
interconnected LOD datasets, rather than individual ones, that may prove to be useful 
for future use and analysis. 
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LOD Change governance. Changes in linked datasets can occur at different granu-
larity levels. At the dataset level, datasets are added, republished, renamed, or even 
disappear, without versioning or preservation control; at the schema level, ontologies 
and vocabularies may change and existing datasets must be repaired and validated to 
the new versions; finally, at the instance level data resources and properties are added, 
deleted or updated, while broken links between them decrease the quality of the pub-
lished data. Discovering LOD differences (deltas)[5] and representing them as first 
class citizens with structural, semantic, temporal and provenance information is vital 
in various tasks such as the synchronization of autonomously developed LOD ver-
sions, or visualizing the evolution history of a particular LOD dataset. Building upon 
that, the ability of combining lower-level changes in order to describe higher-level 
complex ones is an essential requirement for providing rich semantics to any evolu-
tion management process. The higher the level of changes, the more context-
dependent the issue becomes, as it is tied with factors such as the domain at hand, the 
design decisions, the underlying data, volume, dataset dynamicity and so on. These 
parameters come in combinations that create the need to study changes at different 
granularity levels. In order for changes to be detected and materialized on many lev-
els, a formal and hierarchical representation model is required that allows for defining 
axiomatic, mathematically complete low-level LOD changes and at the same time 
provides a flexible mechanism for defining complex changes based on these [4]. 

LOD Synchronization. Unlike closed settings in which data changes are communi-
cated via notification mechanisms, LOD evolution in the Data Web can be intermit-
tently observed through crawling. In this respect, high-level tools are required to 
detect the changes of evolving LOD datasets and repair their potential inconsistencies 
as new real world entities are described or old ones are proven to be erroneous or 
even become obsolete. As the average change frequency in linked datasets is less than 
a week [2], synchronization operations, i.e., detection, propagation and repairing, 
across datasets cannot be manually performed but rather it requires a (semi-) automat-
ic reaction that efficiently copes with the vast number, variety and frequency of 
changes. A prominent direction is the availability of a decentralized scalable publish-
subscribe mechanism that can operate on parts or the global LOD space and offer 
monitoring and notification functionality enabling LOD synchronization across sites 
[6]. This mechanism can guarantee that emerging changes are modeled according to 
a common vocabulary and propagated to all possibly affected datasets. 

LOD Uncertainty. As LOD usage is generalized, their quality may be compro-
mised by various data imperfections (e.g., impreciseness, unreliability incomplete-
ness) due to fundamental limitations of the underlying data acquisition infrastructures, 
the inherent ambiguity in the domain of interest, or even when privacy-preserving 
applications modify data by adding perturbations to it. Similarly, when LOD are  
produced by extracting structured information from text, or by entity resolution  
algorithms in sensor and social data, the results are approximate and uncertain. Uncer-
tainty is a state of limited knowledge, where we cannot discern which alternative 
statements are true. In this respect, representing declaratively uncertainly and answer-
ing queries over probabilistic facts is a challenging problem not yet related to long-
term LOD interpretability. 
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LOD Sustainability: Today, cloud technologies and infrastructures offer reasonable 
methods for protecting LOD archives from physical destruction, but this is no guaran-
tee against the economic collapse of the organization that maintains the data. There 
has been a proliferation of data centres over the past years — many dedicated to the 
storage of research data gathered at public expense — but one wonders whether, by 
analogy with early libraries in human history, we are endangering our data by placing 
it in such centres without replication. The remote sites depend on continued public 
funding and there are signs that such centres are no more sustainable than early librar-
ies. For this reason, distributed replication of LOD enhanced with temporal and 
provenance annotations can enable the long-term availability and minimize the risks 
of data loss. 

LOD long term accessibility. LOD preservation mechanisms must enable the long-
term accessibility of datasets and their meaningful exploration over time. As stated 
before, datasets with different time and schema constraints coexist and must be un-
iformly accessed, retrieved and combined. Longitudinal query capabilities across time 
must be offered such that data consumers can answer several types of queries, within 
a version or across sets of versions. Some typical examples of queries include: 
• Dataset versions: Retrieve a list of all available versions of a given dataset. The 

list can either be exhaustive or filtered based on temporal, provenance or other 
metadata criteria. 

• Snapshot queries: Retrieve a specific version(s) of a dataset or parts of it, filtered 
accordingly (e.g. specific version identifier, temporal criteria, etc.). 

• Longitudinal queries: As above but with the complete timeline of the data. Tem-
poral criteria can be applied to limit the timeline (specific versions or time peri-
ods), or successive versions. 

• Queries on Changes: Retrieve changes between two concurrent versions of an 
entity (dataset, resource etc.). Limit results for specific type of changes, or for a 
specific part of the data (see partial dataset queries). 

• Join Queries on Changes and Data: Retrieve datasets / parts of datasets that are 
affected by specific types of changes. 

Considering the above, the benefits of evolution management can mainly be placed 
into two categories. The first one is concerned with quality control and maintenance. 
For instance, mishaps such as broken links or URI changes create inconsistencies and 
failures that are hardly feasible to overcome with no knowledge concerning the re-
sources affected, their state of interconnectedness and the types of changes affecting 
them. The second one is concerned with data exploitation, as the evolution of data 
itself can provide valuable insights and shed light on the dynamics of the data, their 
domains and the operational aspects of the communities they are found in. 

3 A Framework for Diachronic Linked Data 

Current LOD lifecycle can be simplified into the following processes and stakeholders 
(Fig 1), i.e., data producers create and publish datasets, the curators aim at matchmak-
ing and integrating data from multiple sources making it available as new added-value 
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Longitudinal query capabilities. Questions are efficiently answered with complex 
conditions on the provenance and evolution of information objects. It will be possible 
to express snapshot queries on previous instances of the data and their relationships, 
and also pose longitudinal queries that cut across snapshots to give insight about the 
hows and whys of the current state of information. 

Provenance support. Provenance information is recorded and captures the relation-
ship among source and derived data along with any operations (e.g. SPARQL the 
query) that were involved in the derivations. This information enables or comple-
ments trust issues, interoperability between different sources, version control and 
licensing. Provenance metadata can capture dataset lineage and this way provide 
added value to the data themselves.  

Adaptive focused crawling. Linked data are crawled and gathered from the Data 
Web regarding a specific domain (e.g., biological linked data), together with relevant 
background information that is required to put the data in context. The crawler will 
take into account the “preservation policies” provided by the data producers, will 
make decisions on which links to follow first, and will dynamically adapt its frontier 
accordingly. 

4 Conclusions 

In this paper, we have presented the challenges and requirements for the preservation 
and evolution management of datasets published in the form of LOD on the web. The 
growing availability of open linked datasets has brought forth significant new prob-
lems related to the distributed nature and decentralized evolution of LOD and has 
posed the need for novel efficient solutions for dealing with these problems. In this 
respect, we have highlighted some possible directions and presented our efforts to-
wards a framework that captures several dimensions regarding the management of 
evolving information resources on the Data Web. 
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Abstract. The continuous increase in the number of open online courses
has radically changed the traditional sectors of education during the last
years. These new learning approaches are just impossible to being man-
aged by using the traditional management methods. This is one of the
main reasons to the failure of a big part of those courses. In this term
article, we propose a big data modeling approach, considering informa-
tion from a Big Data analysis perspective, finding out the most relevant
indicators in order to guarantee the success of the course. This novel ap-
proach is driven along the paper using a case study of a course offered at
our university. We describe the learning lesson in this work with the ob-
jective of providing general tools and indicator for courses overall. This
will enable a better analysis and enhanced management of the courses
in order to guarantee the success of them.

Keywords: business intelligence, analytics, MOOC, text mining.

1 Introduction

In recent years, the effect of the globalization along with the proliferation of
open online courses has radically changed the traditional sectors of education.
New technologies symbolise a big opportunity, although it is also required to
face significant challenges to take full advantages of them [1].

More recently, a new kind of online course has appeared: the massive open
online course (MOOC). A MOOC is an online course with the objective of inter-
acting and promoting participation and open access via the web. Apart from the
traditional resources such as books or texts, MOOCs provide video lectures, both
off-line and on-line, and user forums that help to build an expert/professional
community for the students and professors. These advantages have made that
MOOCs quickly gain popularity, and thus they have been increasing their num-
ber of students exponentially during the last years.

MOOC courses can cover from simple courses which have between a few hun-
dred and thousands of students and all the activities undertaken by them, to
the most popular ones with more than 100,000 students (for instance, Game
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Theory course 1 from Coursera 2 website and offered by Stanford university has
reached 108,371 students enrolled a few days the start of the course). Some of the
amazing numbers of one of the most popular websites in this new approach for
education are 62 partners institutions, 313 total courses, 5 Languages, 4 Conti-
nents and it is now seeing around 1.4 million course enrollments each month. In
addition, the quality of the data, not only at the level of the teachers but also the
information provided by students is a new requirement in this new framework.

Besides the benefits of these new learning approaches, they also include new
challenges and difficulties that render traditional course management methods
inadequate for MOOC management. This needs novel approaches of inclusive
delivery and it has to be tested with real students [2]. Among these new chal-
lenges, MOOC management faces a significant problem when trying to analyze
the information of the interaction between students and the course. The dra-
matic number of simultaneous students interacting with the course creates a
flood of data. For example, it is challenging to analyze if any subgroup of stu-
dents coming from different parts of the world is struggling with certain course
materials. Furthermore, the quality of the data provided, not only at the level
of the teachers, but also the information provided by students, such as in their
profile or at the user forums, is no longer guaranteed. This can lead to erroneous
analysis and difficult course management.

This is the motivation that leads us to present this work not from an education
perspective, but from a big data modeling approach. Big Data is characterized
by 3 classical V’s (or 4 if we consider the Veracity / quality of data). The classical
3 V’s are volume, velocity and variety. Volume is the most common; especially
in most popular courses where the interaction of students with their resources
produces a huge volume of data. Velocity, in the sense of the growth and activity
of the course, which can vary dramatically from one moment to the other, as
students enroll from any part of the world as well as new courses appear. Finally,
Variety is presented through the various demands required by each particular
course (i.e. it could be required different amount of practical content, more or
less media material, case studies to reinforce theoretical parts and the differences
from the number of students enrolled in any course). In any case, it must exist
common patterns.

Therefore, the main goal of this term article is to model MOOC information
from a Big Data analysis perspective, finding out the most relevant indicators
in order to guarantee the success of the course, and describing an analysis ap-
proach that can be applied to MOOCs in general. To this aim, we show the
application of our approach to a case study from a MOOC taught and managed
by the University of Alicante. Furthermore, we discuss our implementation and
its particularities as well as its generalisability.

The remaining part of the paper is organized as follows. In Section 5, we
provide a description of our approach to model the information required to

1 https://class.coursera.org/gametheory-2012-002/class/index
2 Coursera is an education company that partners with the top universities and orga-
nizations in the world to offer courses online for anyone to take, for free.

https://class.coursera.org/gametheory-2012-002/class/index
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manage and analyze the course. Section 3 describes the characteristics of the data
sources as well as the steps carried out to process and analyze the data. Next, in
Section 4, we discuss the lessons learned as a result of our case study. Afterwards,
in Section 5 we briefly describe the related work in the area of MOOCs. Finally,
in Section 6 we draw the relevant conclusions and sketch future works.

2 MOOC Analysis and Modeling Process

In this section, we present the process followed to elicit and model the critical
information from the MOOC named UniMOOC3, as well as the results of such
procedure. UniMOOC is a MOOC that currently has over unique 20000 students
registered and focuses on entrepreneurship. The course includes several units and
modules as well as a social network for students to interchange opinions. The
overall process followed can be seen in Figure 1. First, user requirements are
analyzed. Then, an initial multidimensional model is obtained. Finally, data is
collected and analyzed, updating the multidimensional model on each iteration
until the final model is obtained.

Our first step to tackle the analytical challenges of UniMOOC at the Univer-
sity of Alicante was to carry out several interviews with the organizers of this
course. This provided us some abstract and high level information to about the
goals and objectives of course managers, thus being able to derive a first set of
indicators and create an initial version of the multidimensional model for analy-
sis. The indicators obtained, which may be applicable to other online courses
are as follows:

1. Increment in number of students
2. Dropout ratio
3. Recovery ratio of students
4. % Of active students
5. % Of students who fail the course
6. % Of students passing the exams without seeing the corresponding lessons
7. % Of students taking the course on a continuous or sequential pattern

According to these indicators, we created a multidimensional model to sup-
port their calculus and provide additional analysis capacities. The model allows
the mapping from the indicators to DW elements making possible to gener-
ate the DW schema automatically. Our multidimensional model is composed of
two analysis cubes: “Enrollment” and “Activity”. The first one, “Enrollment”,
allows us to analyze if the characteristics of the students, such as country, in-
terests and expectations present certain patterns. This multidimensional model4

can be seen in Figure 2. The data sources available to populate this cube with
data were composed by natural language answers gathered in an online form, to
be crossed with student information from the server. The second cube, “Activ-
ity”, allows us to analyze the interactions of the students with the course, thus

3 UniMOOC can be accessed at http://unimooc.com/landing/ .
4 Attributes have been omitted due to lack of space.

http://unimooc.com/landing/
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Fig. 1. Steps followed in the procedure of analysing data from a MOOC course

identifying abandonment points, materials which are mostly skipped by the stu-
dents, or evaluating if altering the order of materials is obtaining better results
than the previous order. The data sources to populate this cube were composed
by server logs, database tables gathered in csv files, and data from an internal
social network included within the course.

This multidimensional model was created by using the conceptual modeling
proposal described in [3], where the information is organized according to Facts
(center of analysis) and Dimensions (context of analysis) as shown in Figure 2.

In this Figure, we can see the center of the analysis (Fact) which is the “En-
rollment” process. According to our data as well as our user analysis needs, there
are several concepts related to enrollment that are relevant, and represent the
context of analysis (Dimensions). First, we have the “Known from” dimension.
This dimension gathers information about how a student knew about the course
existence. According to the categorization process performed, we can differen-
tiate between “Subtype” and “Type” aggregation levels. “Subtype” contains
categories such as “newspaper” or “online”, which can be further grouped into
“Type”, such as “news”. Next, we have “Students”. This dimension gathers the
information regarding the different students who enroll in the course. As we
were not interested in analyzing the personal data of individual students, we
have grouped them by “Country”.

Afterwards, we have “Interests” and “Expectations”. The “Interests” dimen-
sion gathers the interests of the students when joining the course, whereas the
“Expectations” dimension contains what the students expect to learn from the
course. Finally, in order to be able to perform a time series analysis, we have
the “Time” dimension, containing a standard hierarchy composed of “Day” that
can be grouped into “Week”, and then further into “Month” and “Year”.

In addition to this cube, we created another cube to analyze the “Activity”
of the students. This second cube shares some dimensions with the first one, i.e.
“Student” and “Time”. However, the information required is different, as know-
ing the country of the student suffices to analyze student preferences, but not for
analyzing their interactions with the course. Furthermore, other dimensions had
to be added. More specifically, the second cube includes the dimensions “Les-
son”, “Question”, and “OrderUML”. “Lesson” includes information about the
lessons, modules and units that comprise the course. “Question” keeps track of
the questions that compose self-evaluation activities and assessments. Finally,
“OrderUML” is a special dimension included to satisfy the requirement of ana-
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Fig. 2. MOOC Multidimensional modeling for the enrollment analysis

lyzing the order of “Unit/Module/Lesson” followed by the students when inter-
acting with the course as opposed to the order proposed by the course itself.

These cube models allowed us to have a basis over which we could answer
the questions posed by the MOOC decision makers for monitoring the MOOC.
Furthermore, they were also used as patterns to automatically derive the data
warehouse schema and provided the necessary scaffolding to perform more ad-
vanced analytics, such as data mining. However, the necessary data to populate
these cubes was dispersed between several kinds of data sources, including un-
structed data and inaccurate data. Thus, we had to analyze the data in detail,
in order to obtain the information that we needed and also identifying potential
changes in the analysis structure.

3 Data Analysis

In order to populate the initial multidimensional models, it was necessary to
create a detailed list and analysis of the data sources available. As each source
had its own characteristics, we had to evaluate its format and the quality of the
data before loading it into the data warehouse. For these tasks, we used Pentaho
Data Integration5, which is an Extraction/Transformation/Loading (ETL) tool.

The first data source were the server logs that monitored the activity of the
students. These server logs were saved in JSON6 format, which is a list of pairs
containing variables and values. These logs had to be parsed and integrated
with the course information. As we focused strictly on gathering the answers of

5 http://www.pentaho.com/explore/pentaho-data-integration/
6 For more information see: http://www.json.org/.

http://www.pentaho.com/explore/pentaho-data-integration/
http://www.json.org/
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the students, we linked each entry them with the corresponding elements in the
multidimensional model.

Our second data source was in the form of structured server tables. These
server tables were integrated within NoSQL database included in Google App
Engine that supports the MOOC. Since we did not have direct access to the
tables to query them, we got a copy of their contents in the form of csv files.
Each of this csv files contained information about a certain element involved
in the course, such as “Lessons”, “Modules” or “Assessments’, and required
to be adequately integrated in order to obtain basic information, i.e. “Which
Assessment corresponds to each Module?” or “What is the order of the Lessons
in the course?”.

It is noteworthy that, although it may be expected that server tables would be
the easiest source to integrate, it was quite the opposite. First, when analyzing
the information provided by students, we found out that even the information
selected from predefined lists contained several errors. For example, some stu-
dents selected their country but did not specify their city. Others, specified their
city but did not select a country. Thus, we ended up with “Madrid” being in
“Abjasia” according to the data available. In order to solve this problem, we
included an additional external source to validate each pair city-country, and
correct the inaccurate ones. Second, the information stored in server tables did
not accurately reflect the state of the course when some interactions registered in
server logs took place. For example, there were students who had interacted with
lessons which were marked as not available, or that had followed a different les-
son order than the currently established. In order to deal with these situations,
we modified our multidimensional models, including an additional dimension,
“OrderUML” which was presented in Section 2, as well as several attributes to
include the missing information.

Finally, the third data source were course forms. Course forms were included
in the course to gather students’ expectations, interests and identifying where
students heard about the course. The information was mostly gathered in the
form of natural language answers. However, we found out that, in addition to
being highly variable, the information stored was also highly inaccurate. For
example, questions such as “Where did you know about the course?” could refer
to a certain source by name or be as general as “Internet”. Therefore, in order
to solve this problem, we performed a text mining and categorization process,
which is described throughout Sections 3.1 and 3.2.

An example of the ETL processes designed for cleaning and extracting in-
formation from these data sources can be seen in Figure 3. In this Figure, the
relevant dates from activities and assessments captured in server logs are inte-
grated into the analysis model. In order to perform this process, date data are
extracted from the sources and then listed removing duplicates. Finally, addi-
tional data, such as month names, days of the year and so on are added to the
flow before loading it into the analysis model.

The load of the initial data, and especially the analysis and processing of
the different data sources, led us to the emergence of new elements that altered
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Fig. 3. Excerpt of the relevant date list extraction

the structure of the analysis, thus requiring to repeteadly adapt and update the
data modeling scheme. As it is common to discover new elements and relevant
information as highly heterogeneous sources are explored, we adopted an itera-
tive procedure to tackle this problem. This procedure can be seen in Figure 1.
Initially, data are gathered from each data source. Then they are preprocessed
according to its corresponding set of rules, i.e. regular expressions that ensure
that data format is correct, null values filtered out, etc. Finally, data are visu-
alized either directly, in a stand-alone way, to evaluate its quality or provide
further understanding, or it is integrated within the multidimensional model,
leading to a new version. Then, the new multidimensonal model is visualized in
order to evaluate the result of the integration step. Afterwards, the cycle starts
again, using the newly gained understanding to perform modifications on the
procedure steps, i.e. ETL processes and natural language processes.

In the case of unstructured data, a categorization step is performed in order
to provide some basic structure, and allow the integration with the rest of the
data available. Most of the unstructured data involved in our analysis came from
course forms. Although this source contained valuable information gathered from
over 10200 students, it was necessary to understand its contents and manage its
variability in order to obtain meaningful information. The processing of this
unstructured data led to the iterative addition of the dimensions previously
shown in Figure 2, and it is detailed in the following subsections.

3.1 Preprocessing and Text Mining

The information stored in the different fields within course forms was mainly
textual and needed to be preprocessed in order to be evaluated. In this regard,
we extracted the words most frequently used in each field. For this task, we
transformed each string into a vector, by using “StringToWordVector” which is
a filter that is built into Weka [4]. Weka is an open source toolbox containing a
collection of machine learning algorithms developed at the University of Waikato.

As a result of the application of the “StringtoWordVector”, we obtained a set
of word occurrence frequencies, which described the words most commonly used
by the students when filling the form. Using this information, we proceeded to
the creation of categories.
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Fig. 4. Categorization of word occurrence for expectations and interests

3.2 Categories Creation

As we can appreciate in Figure 1 that represents the iterative schema followed
in this work, once the procedure of word occurrence frequencies (preprocessing
box according to the text mining) was finished, we evaluated the information
obtained. As a result, we decided to categorize words according to the dimen-
sions indicated in the model shown in Figure 2. Specifically, the “Known from”
dimension presented a classification within different levels of abstraction. There-
fore, we added an analysis hierarchy including types and subtypes. Afterwards,
we modified the steps to automatically classify the information according to the
semantical meaning of the different word occurrence (tokens) that appeared in
the unstructured textual data gathered in course forms.

An example of this procedure showing the process for the expectations and
interests dimensions of the enrollment modeling can be seen in Figure 4. We can
appreciate on the left side the procedure where the tokens are extracted from the
text. On the right side the categorization is done by grouping similar semantic
meaning in natural language.

4 Lessons Learned

In this term article we have described the process followed to provide multidi-
mensional analysis support in the case study of a MOOC at the University of
Alicante. Initially, the project started with the creation of static models and
direct data analysis. However, this approach was quickly dismissed due to sev-
eral reasons. First, the lack of a clear direction had a dramatic effect, since
we had to choose between a number of different data processing and analysis
techniques without knowing beforehand if we would obtain any significant re-
sult, thus making time and effort futile in most cases. Second, the evaluation of
results was challenging itself, since only clearly marked patterns could be iden-
tified as noteworthy. Third, the static models were continually being scrapped,
as whenever the point of view on the data changed, the models did no longer fit.

Therefore, we scrapped this approach and started over again focusing on an
iterative process. Having a clear point of view on the data, thanks to including
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domain knowledge and gathering a list of indicators, helped to determine which
was the best way to integrate the variety of data sources that comprised all
the information related to the course. Furthermore, this domain knowledge also
allowed us to highlight the problem related to managing information uploaded
by users, as even in the case of predefined lists it can be highly inaccurate.

In addition, since the course makes use of the Google App Engine platform
employed by many online courses, we think that the set of indicators identified,
as well as our approach, can be applied to online courses in general, thus enabling
better analysis and better management of the courses.

Furthermore, we have also confirmed that traditional management and tra-
ditional basic analysis approaches are not applicable to MOOCs. The volume
of the interactions between students and the course, as well as the amount of
different sources and unstructured data dramatically increases the complexity
of a traditional analysis, while at the same time limiting the knowledge that
can be obtained from such analysis. Therefore, we consider that following an
iterative process (customizable, adaptable and updateable), including early in-
dicators that provide guidance about what to analyze and how to integrate the
data, is compulsory. Otherwise, a lot of effort and time will be wasted, leading
to a high probability of failure.

Finally, thanks to the analysis we have identified what modules are more
popular, the presence of bots who repeat tests constantly, and the what tests
are too complex for the students, among others.

5 Related Work

In this section we briefly cover the related work in the area of MOOC analyt-
ics and Big Data. Most of the works until now have been focused on analyzing
the challenges and opportunities related to approaching MOOC analysis from a
Big Data perspective. In [1] the authors express that this new situation poses a
revolution in education, while the recent EdX initiative[5] by Harvard and MIT
state “with an Internet connection, anyone anywhere in the world, can have
(free) access to video lessons, online laboratories, quizzes”. Next, [6] explains
the challenges as well as the changes in higher education and international rank-
ings of universities. In [7], the authors addressed similar targets as we do in this
work. However none of these works cover the experimentation and implemen-
tation aspects. Finally, [8] presents a report of Big Data for Student Learning
indicating new forms of assessment as well as the need of interconnected feed-
back loops among the diverse parts of the whole process (students, teachers,
administrators and developers). They propose a Learning Registry open-source
community for sharing social metadata, and have experimented with a number
of organizations representing their social metadata using that schema. To the
best of our knowledge all these previous work have not used a novel and dynamic
architecture to face the Big Data analytics in education. This is the reason that
lead us to go a further step to propose this novel approach to tackle the analysis
problem for MOOCs.
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6 Conclusions

In this term article we have presented a novel approach to model MOOC data
from a big data perspective. As we discussed, the particularities of MOOCs
compared with classical courses render traditional management and analysis ap-
proaches ineffective and, therefore, they require the application of more dynamic
paradigms in order to be managed adequately. We have shown how applying a
big data perspective can aid in the analysis of the variety of data available,
ranging from server logs to student inputs, and in some cases including social
network data. Furthermore, we have elicited a set of indicators that may be ap-
plied for managing other online courses and we have highlighted the key factors
found while implementing the case study. There still are several challenges for
MOOC management, since the amount of requirements can vary from one course
to another. The compliance of those requirements and the capability to analyze
the data according to them will be crucial to the success of the courses.

Our future work includes integrating the social network information, which
was left outside the initial iteration, as well as consider additional sources of
information outside the course.
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Abstract.  Traditionally, data warehouse requirements engineering is oriented 
towards determining the information contents of the warehouse To Be. This has 
resulted in de-emphasized functional perspective of data warehouses. Conse-
quently, it is difficult to specify functions needed for computing business  
indicators. Our approach aims to elicit needed business indicators from organi-
zational decision makers. Thereafter, indicator hierarchies are built. Finally, we 
specify functionality using sequence diagrams and extended use case diagrams. 
Our use case diagrams allow for actor aggregation in addition to actor speciali-
zation. Further, we need to introduce the ‘estimated from’ relationship between 
use cases in addition to the extend and include relationships of UML. We illu-
strate our proposals with an example. 

Keywords: Functionality, target, business indicator, indicator hierarchy, BI  
use case. 

1 Introduction  

In recent years, data warehouse requirements engineering has emphasized the deter-
mination of the information contents of the warehouse To Be. Indeed, all work in data 
warehouse requirements engineering known to the authors consider this aspect only. 
Consider the three life cycles described in [18]. The main task in the data base driven 
[9] and ER driven [10] life cycles is to restructure data bases and ER diagrams respec-
tively to determine the required facts and dimensions. Goal oriented approaches [2, 3, 
9, 17, 18] explore system/organizational goals and determine star schemas. [19] has 
introduced the notion of a target. Targets participate in two hierarchies, the relevance 
and fulfillment hierarchies. It has been shown that these hierarchies lead to determina-
tion of the information to be kept in the data warehouse To Be. In [19] the process of 
arriving at star schemas has been split into two parts (i) an ‘early information’ part 
where the information relevant to decision making is discovered and (ii) a ‘late’ part 
where the discovered information is structured as facts and dimensions. 

Now, in concentrating on information discovery and structuring, data warehouse 
requirements engineering de-emphasizes an investigation into its functional aspect: 
what functions should be built for different stakeholders. We propose that one source 
of data warehouse functionality is business indicators. Computation of indicators in 
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the absence of well-defined mathematical functions was considered in [1] but no 
attempt was made to elicit the set of functions needed in a data warehouse. Even 
though performance indicator systems like Performance Pyramid [15] and Balanced 
Scorecard [11] for developing performance indicators exist, defining the right indica-
tors remains a major issue [5, 7, 21]. 

Work on requirements engineering for data warehouse functionality starts once in-
dicators are finalized by business people. The first step in the requirements engineer-
ing task is to elicit these. However, business indicators are dispersed [21] in an organ-
ization and involve many people. Thus, a method for discovering stakeholders and 
their indicators is crucial for elicitation. 

In this paper, we propose an elicitation mechanism for business indicators and then 
consider the needed functionality. For this purpose, we use the notion of a target hie-
rarchy defined in [19]. A target is an association of a set of indicators with an aspect. 
An aspect is a work unit or a work area. Targets are nodes in the target hierarchy and 
edges are estimated from relationship between nodes.  

Our approach is in three steps, (a) elicitation of business indicators from positions 
occupied in organizational units, (b) determining sub-indicators needed to compute an 
indicator, and (c) identifying functional requirements for computing indicators from 
interaction and use case diagrams. Our use case diagrams include two features in 
addition to those found in UML use case diagrams. These are (a) actor aggregation 
and (b) the estimated from relationship between use cases. 

In the next section we present our Indicator model and use it for eliciting indica-
tors.  Section 3 deals with functionality required to compute business indicators. Sec-
tion 4 contains an example to illustrate our proposal. Section 5 contains related work 
and positions our work in the literature.  

2 Eliciting estimated from Relationship 

In this section, we define our Indicator Exchange Model and use this model as the 
basis for eliciting indicators and the indicator-sub indicator hierarchy. 

2.1 The Indicator Exchange Model 

Our model borrows the notions of people and position as well as the m:n relationship 
between these, from Organization Structure Metamodel, OSM [16]. This provides to 
us a basic set of stakeholders, from whom we will elicit indicators. The model is 
shown in Fig. 1. People are assigned positions which are held in aspects. Although 
there is an m:n relationship between people and position, we consider 1:1 in our pa-
per, for reasons of simplicity. One aspect can have more than one position, as shown 
by the m:1 relationship shown in the figure. An aspect reflects the structural and be-
havioral properties of an organization. The work unit of Fig. 1 is a recognized associa-
tion of positions, reflecting the organization structure. Thus work unit ISA aspect. It 
can be seen that work unit corresponds to the OSM notion of organization unit. Work 
area is a recognized association of positions charged with a certain organization task. 
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Accounts Department is an example of a work unit: it is a set of positions and defines 
a structural organization unit. Example of work area is Taxation: it is a set of posi-
tions associated to perform the task of tax computation and deduction.  

Fig. 1 shows that there is an m:n relationship interacts between aspects; this mod-
els that an aspect interacts with another aspect. 

 

  

Fig. 1. The Indicator exchange model 

Fig. 1 shows position as having two self loops, Informs and Reports to.  The in-
forms relationship says that a position keeps another position informed about the 
values of indicators. Informs enables us to focus on positions as sources of indicators. 
Reports to captures the formal lines of management. We assume that when a position 
reports to another, then there is a high probability of indicator exchange between 
them. As we will see, this provides us a good starting point for indicator exchange 
elicitation.  

Both of these relationships have an associative class, work. Work has three 
attributes, responsibility, activity and indicator. Through this associative class, we 
model the fact that a position reports to or informs respectively indicator while per-
forming a task.  

The attribute Responsibility of work refers to the major categories of activities, car-
ried out. We postulate these as Plan, Co-ordinate and Monitor. Activities are the tasks 
carried out. Thus, we can have a pair, Plan Production.  

Let us represent an instance of informs as a triple, <Di, Iij, Dj>, where position Di 
informs Dj about the set of indicators Iij.  Since Dj receives indicators from several 
sources, we can represent its information by the pair <Dj, {I1j, I2j, … Inj }>. Now, if we 
traverse informs in the reverse direction, then we get the receiver’s view of indicators: 
what indicators is the receiving position expecting from its informers. The position Dj 
may expect indicator EI1j, EI2j, …  EInj from its informers, D1, D2, … Dn respectively. 
Now, we can formulate a basic consistency check: the received information must be 
equal to the expected information. In other words, for Dj 

 
{I1j, I2j, … Inj } = {EI1j, EI2j, …  EInj} 
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This equality does not guarantee completeness of informed indicators. This is be-
cause it is possible to miss an indicator from both the sender and the receiver points of 
view. However, it does guarantee that there is an agreement between both parties on 
the needed indicators. Further, it helps in elicitation when one party recognizes a 
missing indicator that the other party has omitted. 

2.2 The Elicitation Process 

We propose to start elicitation from the reports to relationship. Organizations often 
have a formal reports to relationship that is represented as an organization chart. The 
organization chart corresponds to work units interacting with other work units,  shown 
in Fig. 1. This chart presents a starting set of our aspects and positions and is used to 
identify the dispersed informs amongst the different stakeholders. Elicitation consists 
of a number of steps as follows: 

1. Obtain the positions and the reports to relationship between them from the or-
ganization chart, in a top-down left to right manner. 

2. For each position, elicit its informs relationships. 
3. For each <position1 – ‘reports to’ position2> and<position1 –’informs’ posi-

tion2> , identify the indicators that position1 sends to position2.  
The third step exploits the <responsibility, activity> attributes of work of Fig.1. For a 
position looking after a responsibility type, the activities and indicators reported for 
them are obtained, using the screen of Fig. 2.  

 

 

Fig. 2. Responsibility-Activity Details 
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Whereas the foregoing elicits those indicators that a position sends to others, our 
consistency check of section 2.1 needs indicators that a position expects from others. 
This is done by suitably modifying steps 1 to 3 and the screen of Fig. 2. For reasons 
of space, this is omitted. Indicator consistency check is performed for each position 
by partitioning the indicator set into received indicator set and expected indicator set 
and comparing these two sets.  

In the final step we construct the indicator hierarchy. For every position, we dis-
play the indicators received and the indicators sent for each responsibility-activity. 
This position knows what is to be computed from what and builds the indicator sub-
hierarchy. The total hierarchy is built by considering all positions. We have defined a 
number of validation checks that are the subject of another paper. 

In real contexts, no common understanding of indicator name is likely. They may 
be referred to by different names; different people may use the same name to mean 
different indicators and so on. Therefore, we expect to have an enterprise-wide shared 
glossary or thesaurus. 

3 Indicator Functionality 

Let us now consider building use case and sequence diagrams for business indicator 
functionality. Since we introduce some additions in UML use case diagrams, we refer 
our diagrams as Business Indicator (BI) Use Case diagrams. First notice that positions 
become actors of our use case diagrams, and each position has its own use case. There 
are two additional properties as follows: 

a. Actor aggregation: If an indicator goes into estimating the value of another, 
then the actor of the former is in the hierarchy of the latter. Thus, an actor ‘is 
part of’ another actor and we introduce the notion of aggregate actors in BI 
Use Case diagrams. Notice that UML provides for actor specializa-
tion/generalization and not for actor aggregation. 

b. Estimated from relationship between use cases: Since an indicator is esti-
mated from another sub indicator, the BI use case diagram must contain one 
use case for the composite indicator and another for the sub indicator. We 
now need to introduce a new relationship, estimated from, between use cases. 

To understand the need for (b) above, consider the two UML relationships, extend 
and include:  

a) extend - specifies that a use case extends the base use case. The base use case 
may stand alone, but under certain conditions, its behaviour may be extended 
by the other. 

b) include - Specifies that the base use case explicitly incorporates the beha-
viour of another use case at a location specified by the base. The included 
use case never stands alone, but is only instantiated as part of some larger 
base that includes it. 

The estimated from is a relationship between a base use case and an estimated from 
use case. Both use cases are capable of independent existence and have actors asso-
ciated with them. The actor of the base use case interacts with the system and so does 
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the actor of the estimated from use case. In this sense, the estimated from is different 
from UML’s include relationship. It is also different from extend in that there is no 
extension of any behaviour. The indicator produced by the estimated from use case is 
used by the base use case. 

There is no change in sequence diagrams and UML applies for us as well. There-
fore, these diagrams are not elaborated here. 

4 Example 

We have applied the proposed technique to development of a data warehouse in our 
Institute. This warehouse was needed to make decisions about changes in the academ-
ic structure and teaching-learning processes. An organization chart of the Institute is 
available. It is in four levels and shows the Director, the Deans and various executive 
offices, the Heads of Departments, and the faculty members. Through various notifi-
cations of the Institute, we could determine the current incumbents of these positions.  

Since the number of individuals and positions is rather large, for reasons of space 
we show a small part of the work. We started with the root of the hierarchy, namely, 
the Director. The Director was reporting to the Chairman, Board of Governors and 
informing to VP(PPC) and SVP. For the first ‘informs’ authority, namely, VP(PPC), 
the screen of Fig. 2 was proposed. The Director identified eight activities for Monitor-
ing, five activities for Planning, as well as four Coordination activities. For reasons of 
brevity, the indicators identified under one Planning activity and two Monitoring 
activities are shown in Table 1. 

 

Table 1. Indicators for Director-VP(PPC) 

Responsibility Activity Indicator 

Plan Finance 
Expenditure  
Receipts  

Monitor 
 

Admissions Percentage of filled seats 

Results  
Success Index 
Academic Performance Index 

 
Thereafter, we moved in a left to right manner to the next level in the organization 

chart. We present below the result of interaction of the system with Dean Undergra-
duate Studies. The information is shown in Table 2. 

Table 2. Dean UG Relationships 

Name Position Reports to Informs 
Mamta Dean Under Graduate Director  
 Professor  HOD-Physics 
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A sampling of the indicators that the Dean reports to the Director is shown in Table 3.  

Table 3. Indicators of Dean UG - Director 

Respon-
sibility  

Activity Indicator 

Plan Faculty Load allocation Adequacy of faculty members 

Monitor Results  

Engg. Success index, Science success 
index  
Engg. Academic Performance Index, 
Science Academic performance Index 

Monitor Admissions Engg. Filled seats, Science filled seats 
 
Now we moved to the next level of decision making, i.e the departments. We 

present in Table 4 the interaction done with Head of the Mechanical Engineering de-
partment. The Head reported six activities during her interaction with Director and ten 
activities during her interaction with Dean Undergraduate. Table 5 and 6 show Head - 
Director indicator exchange and Head - Dean UG indicator exchange respectively. 

Table 4. Head’s ‘reports to’/’informs’ relationships 

Name Position Reports To Informs  

Smita 
Head, Mech. Engg. Director 

Dean Undergraduate 
Dean Post Graduate 
Dean Industry Interaction 
Dean Students 

Professor  Self (HOD-ME) 
 
Let us now illustrate the last step, construction of indicator hierarchy. For the root 

position Director, the first responsibility-activity ‘Plan Finance’ was picked up. The 
indicators ‘Expenditure’ and ‘Receipts were displayed. This responsibility activity is 
absent in Table 3, and the corresponding indicators in Table 5 are displayed. The 
Director then establishes the indicator hierarchy, see Table 7. Now the next two re-
sponsibility-activities of Table 2 are picked up, their corresponding indicators are 
obtained and the hierarchy is built. 

Table 5. Indicators of Head – Director 

Responsi-
bility Activity Indicator 

Plan Finance 

Departmental Salary Expenditure, Student Training 
& Welfare Expenditure, Faculty & staff develop-
ment Expenditure, Repair and maintenance Expendi-
ture, Library Expenditure, 
Machinery & equipment Expenditure 
Departmental Fees Receipts, Sponsorship receipts, 
Consultancy receipts, Extension receipts 
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The foregoing builds only one level of the hierarchy. The full hierarchy is an as-
sembly of many such. For example consider responsibility activity ‘Monitor Results’ 
of Dean UG, as in second row of Table 3. Following the procedure, we get sub indica-
tors a) Departmental Success index, and b) Departmental Academic Performance 
Index, shown in Table 6. 

Table 6. Indicators of Head – Dean UG 

Responsi-
bility Activity Indicator 

Monitor Results  
Departmental Success index  
Departmental Academic Performance Index 

 
A multi-level hierarchy is built by exploiting commonality of child and parent in-

dicators. Thus we get, for example, Root : Success index; Level 1 : Engg. Success 
Index; Level 2 : Departmental Success Index.  

We have found two interesting observations in our example study. These are as  
follows: 

1. The use of the organization chart facilitates the discovery of informs relation-
ship. When we tried not to use the organization chart then people and posi-
tions identification became completely ad-hoc. The organization chart pro-
vided to us a very good guide to initiate our work. 

2. The responsibility-activity pair a) provides a guideline to elicit indicators. 
Our experience is that without this, it was difficult to provide guidance on 
where to look for indicators, b) while forming the indicator hierarchy, it pro-
vided a means to cut down on the search space of indicators to be considered 
as candidates for sub indicators. 

Table 7. Indicator Hierarchy 

Indicator Sub Indicator 

Expenditure 

Departmental Salary Expenditure, Student Train-
ing & Welfare Expenditure, Faculty & staff 
development Expenditure, Repair and mainten-
ance Expenditure, Library Expenditure, 
Machinery & equipment Expenditure 

Receipts 
Departmental Fees Receipts, Sponsorship re-
ceipts, Consultancy receipts, Extension receipts 

Percentage of filled seats Engg. Filled seats, Science filled seats 
Success Index Engg. Success index, Science success index 

Academic Performance 
Index 

Engg. Academic Performance Index, Science 
Academic performance Index 

5 Related Work 

In [1], business indicators have been divided into composite-component ones. The 
concern was to find ways by which composite indicators could be computed from 
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their components. Our problem is that of eliciting indicators and finding suitable func-
tions to be built in the proposed data warehouse. The manner of computation of [1] is 
then subsumed within the defined functions. 

Elicitation of indicators is related to work on early requirement engineering. In [8] 
the approach of TROPOS [4] was used to model goal dependencies between stake-
holders/actors. [8] used this to lay down goals and then associated decisions with 
goals. [12] model stakeholders as actors and these may be internal or external to the 
organization. Stakeholders have goals as their objectives and “delegate” goal 
achievement to one another. 

In contrast, our proposal uses the reports to/informs relationship that is rather more 
general than the “supports goal achievement” dependency of TROPOS and [12]. 
Whereas our model allows us to define stakeholders, [8, 12] leave open the question 
of who are their stakeholders.  

A number of UML based proposals exist for data warehouses. Prat et al [20] 
represent decision-maker information in a UML class diagram, thereby reusing trans-
actional systems analysis methods. [6,14] extended UML using stereotypes, con-
straints and tagged values for representing security properties of multi dimensional 
structures. Our proposal is to extend UML use case diagrams with a view to 
representing the functionality to be provided. 

[13] proposes UML use case for data warehouse design in an Analyst System dia-
gram. They introduce a “uses” relationship between use cases that builds aggregates 
of use cases. A use case itself represents business process components. The differenc-
es between this approach and ours are 

a) we define use case diagrams for identifying the business indicator functional 
capacity whereas use cases of Analyst system are for representing business 
processes,  

b) our estimated from relationship forms an aggregation but for computing busi-
ness indicator whereas the “uses” relationship forms process aggregation.  

c) our actors are decision makers, real users of the data warehouse, who have 
business indicator needs whereas in [13] use cases are associated to analysts. 

d) our actors enter into actor aggregation relationships which is not the case 
with [13]. 

6 Conclusion 

Seeing the crucial role played by business indicators in decision making, our proposal 
is to consider these for data warehouse requirements engineering. On the one hand, this 
identifies the key indicators and on the other, the packaged functionality to be built. 

Our proposal is to elicit indicators of different stakeholders in an organization through 
our indicator exchange model. Our elicitation technique exploits the organization chart of 
an organization as a starting point. Taking into account the hierarchical structure of  
indicators, we introduce the notion of actor aggregation and estimated from in use case 
diagrams. 

In future, we wish to explore our process further. In particular, we examine issues 
in construction of the indicator hierarchy and also handling the m:n relationship be-
tween people and position.  
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Abstract. Considering Requirements Engineering (RE) in business analytics, 
involving market oriented management, computer science and statistics, may be 
valuable for managing innovation in Product Lifecycle Management (PLM). 
RE and business analytics can help maximize the value of corporate product in-
formation throughout the value chain starting with innovation management. In-
novation and PLM must address 1) big data, 2) development of well-defined 
business goals and principles, 3) cost/benefit analysis, 4) continuous change 
management, and 5) statistical and report science. This paper is a positioning 
note that addresses some business case considerations for analytics project in-
volving PLM data, patents, and innovations. We describe a number of research 
challenges in RE that addresses business analytics when high PLM data should 
be turned into a successful market oriented innovation management strategy. 
We provide a draft on how to address these research challenges. 

1 Introduction 

PLM is “the process of managing the entire lifecycle of a product from its conception, 
through design and manufacture, to service and disposal. PLM integrates people, data, 
processes and business systems and provides a product information backbone for com-
panies and their extended enterprise.” [23]. Product Lifecycle Management (PLM) 
generally employs an integrated set of business tools to streamline the mission-critical 
processes across a product’s lifecycle, maximizing the value of information for the 
product information throughout the value chain. This lifecycle starts with ideation – the 
solicitation, incubation, filtering and selection of an idea as shown in Fig. 1. 

 

 

 

Fig. 1. Process of innovation management within PLM 
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Throughout this process (see Fig. 1), and on into commercialization or institutiona-
lization, a huge amount of information (often referred to as intellectual property) must 
be captured and managed with respect to the content and as they relate to the decision 
making processes. PLM world is driven by the utilization of vast amount of data 
called big data and processes to guide decision-making. 

 

 

Fig. 2. Relevant PLM data for business analytics 

While many departments interact with each other to solidify innovation manage-
ment by manufacturing new products, they have to face the challenge of synthesizing 
and analyzing the amount of market oriented information and data (Fig.  2) [18]: pa-
tents, market survey, competitors data, substitute products, laws, norms, ecological, 
quality, user/customer and technical requirements and specifications, CAD (computer 
aided design) data, bill of material, CAE data (computer aided engineering), CAM 
(computer aided manufacturing) data, test, prototypes, sales and marketing informa-
tion, etc. Enterprise servers processed about 9.57 zettabytes of data globally in 2008, 
of which PLM data was a substantial part [22]. Industrial organizations recognize the 
importance of using this data as a strategic asset. Some organizations include analyt-
ics to improve the quality of customer experience by linking various divisions and 
business units that customers intends to connect with. Others analyze data to “predict 
customers’ behavior, make recommendations for future purchases or offer discounts 
to promote long term loyalty.” [2]. It is therefore worthwhile discuss how business 
analytics and data mining research community could help make the PLM vast 
amounts of data more useful in business contexts. This note is organized as follows: 
(1) context of PLM and its characteristics, (2) need for considering RE in innovation 
and the wish to enrich the SIEMENS PLM Tool by RE oriented innovation enablers, 
(3) assumption that RE helps PLM in innovation issues, (4) research challenges and 
first draft of research plan.  



RE in Business Analytics for Innovation and PLM 53 

2 The Context: Product Lifecycle Management (PLM) 

PLM requires dealing with big data (lifecycle data of products). We base on our in-
dustrial experience and consider the product structure of a car, specifically a limou-
sine, which has approximately 120.000 occurrences. Almost each occurrence has 
CAD models, drawings, manufacturing information, specific metadata and ERP re-
lated information (business data such as supplier, cost, etc.). Revisions and variants of 
that car will increase the amount of data exponentially. PLM data are heterogeneous: 
In the field of innovation and PLM, the granularity of the data among heteroge-neous sources also varies widely. Most of time, the sources are multi-site, multip-latform and at an aggregate level. Most of the data are available online. PLM 
processes are very complex. These include idea generation through filtering and selection. Complexity arises from ideas originating throughout the business and from many external sources, and people interacting and communicating with each other and sharing information to pursue these ideas. The process complexi-ty is due to high levels of data and complicated production processes and sys-tems involved, as well as a large number of decision makers. There are a number of people from various departments, handling data from diverse software sys-tems, applied in different workflow types (manual, automated, serial, parallel) from multiple product development stages. 
3 The Need for Innovation: Innovate or Perish and the Wish to 

Enrich Teamcenter© PLM with Innovation Enablers 

Innovation is at the top of the executive agendas today across many industries, espe-
cially in the consumer and packaged goods industries. With tens of thousands of 
products launched annually, and the competition now being on a truly global scale, 
companies must differentiate their products by more than just price and promotional 
activities if they are to gain a share of the consumer’s wallet. They must create prod-
ucts that offer unique and novel consumer value. A lack of innovation will result in 
the inability to differentiate their products from their competitors and will ultimately 
lead to market commoditization, declining margins and reduced product profitability. 
Till now, SIEMENS SISW’s module named Teamcenter Reporting and Analytics© 
measures and visualizes the quality and efficiency of PLM processes. There is no re-
quirements engineering and predictive action associated with this tool for innovation 
management. Teamcenter Reporting and Analytics© enable user to navigate a hie-
rarchy of information, display information about selected objects, open an editor, or 
display properties. The module guaranteed user to reuse and repeat most processes 
and operations. The supported Teamcenter© application is to design reports from ana-
lytics to extract specific types of data from the Teamcenter© database. We wish to 
enrich Teamcenter© with innovation enablers. Our research results should show how 
to put the innovation process of taking an original idea and converting it into measur-
able business value to an organization within PLM. This should be achieved by the 
commercialization of the idea into a product or service that can be taken to market.  
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In addition, it could be achieved by the institutionalization of an idea, like a method or 
process that enables the company to achieve higher productivity and quality at lower 
total cost. 

4 Assumption that RE in Business Analytics Can Contribute  
to Innovation Management within PLM 

The tendency is that the decision makers of PLM fields are more networked (linked) 
in order to achieve higher efficiency and effectiveness that leads to an accelerated 
level of innovation for the company. While innovation is advantageous for compa-
nies, decision makers have to make use of the vast amount of data and information 
generated through an innovation process. Automation of collection and processing of 
this data can lead to more effective utilization of it. The effectiveness of automation 
of collection and processing of the innovation data would benefit innovations in  
automotive industry as well. For example, during the design of a new limousine  
mentioned in section 2, the innovation embedded into the design involves not only 
creativity from the design department, but also data and feedback from the product 
development, marketing and sales departments. The sales department who is able to 
collect data directly from the customer is able to provide valuable input during the  
design of the new (and innovative) limousine. Fig. 3 shows where RE in business  
analytics should be applied in Innovation and PLM. Organizations include analytics 
to improve the quality of customer experience by linking various divisions and busi-
ness units that customers intends to connect with [2]. Others analyze data to predict 
customers ‘behavior, make recommendations for future purchases or offer discounts 
to promote long term loyalty. According to [3] [4], data is analyzed in order to pro-
vide companies with analytical insights used to refine internal processes, promote 
safety, and highlight operational issues and feedback through controlling on strategy. 
But few researchers have reported strategies for the use of big data for innovation  
and PLM. 

 

 

Fig. 3. RE in Business Analytics for Innovation and PLM 
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5 Some RE Research Challenges and Objectives 

The first challenge is to perform RE in business analytics with big PLM data for in-
novation management. [5] reported forensics practices where they covered irregulari-
ties in financial data, including errors, duplicates and omissions, and investigated 
them via analytics. We cannot apply the forensics approach to the PLM and innova-
tion management domains as the business analytics in the forensics have different 
goals. In PLM, the goal is not to identify irregularities and to find the source of the 
anomalies but rather to capture new opportunities for innovation management. The 
second challenge is to manage RE in business Analytics on Online PLM Data. The 
third challenge is that RE in business analytics has to be done with heterogeneous 
PLM Data Sources. The fourth challenge is that RE in business analytics will have to 
deal with very complex PLM processes for innovation management. 

6 Draft of a Research Plan 

The way how we want to address the research challenges is as follows: we will per-
form our research using analytical modeling methodologies and aim to provide valida-
tion of our research work examining industrial projects in the automotive field using 
SIEMENS Licenses (PLM Teamcenter©). We intend to perform research in this area 
in cooperation with researchers from Clemson University as well as University Paris 1 
Pantheon Sorbonne. The collaborators that will work on this research together are with 
the following organizations and institutions: SIEMENS SISW, Nuremberg, Germany, 
RTT AG, Munich, Germany, Automotive Project Jaguar, University of Applied 
Sciences Constance, Germany, Centre de Recherche en Informatique of University 
Paris 1 – Panthéon – Sorbonne, France, Clemson University, South Carolina, USA. 

Research objectives: Our focus is to explain how RE in business analytics can be 
applied to the field of PLM and how business analytics impacts PLM innovation va-
riants. Through having an understanding of this impact we will explain how RE in 
system business analytics can be modeled and expressed to the PLM customer for in-
novation management.  

Methodology: We will use a business analytics model for PLM to achieve effective 
results on the innovation embedded into a new product. We will express RE in busi-
ness analytics through a model that supports the user to select and to visualize the re-
levant PLM data for innovation. We will investigate how the current goal oriented re-
quirements (GORE) representation models can be used for our objectives. We should 
first consider the functional as well as the non-functional requirements for an ade-
quate innovation. Some researches [1], [6], [7], [11], [10], [12], [25], [26] provide re-
presentation models that address functional and non-functional requirements. We will 
investigate if and how intentional oriented requirements representation, used to 
represent the PLM variants requirements on an intentional level [14, 15, 16, 17, 18, 
19, 20. 21], could be completed and extended by business analytics concepts for in-
novation management. Additionally, the legal framework is very important for inno-
vation issues. Our approach should not only consider current research approaches for 
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ISO [8] and Quality Standards integration [18] [10] but also the patent laws [24]. Pa-
tenting is one of the most important ways to protect company's core business concepts 
and intellectual proprietary technologies. Analyzing large volume of patent data is 
needed to innovate products in adequacy with the market and to develop strategies for 
intellectual property (IP), R&D, and marketing.  Cost prioritization issues [13] will al-
so be considered.  

Learning from business analytics for RE: Based on our model to be developed, we 
aim at developing a product innovation process that considers the business analytics 
results inside RE for a final innovation product. The method and results from our ap-
proach should be generalizable to all PLM systems. Therefore, our objectives are to 
develop a solution that helps decision makers to: 
• visualize, quantify and evaluate business analytics data, 
• select the relevant business analytics data and apply business analytics mining, 
• show the impact of business analytics on innovation variants,  
• use this business analytics information to build the right innovation product, 
• save time and effort in building and validating derived innovation products, and 
• provide a business analytics quality control to improve adequacy between market 

requirements and innovation product 
After describing this PLM analytics model we will provide an overview of current 

results, their applied experiences, and future research work related to the currents results. 

7 Conclusion 

In this paper, we emphasize the need to consider RE in business analytics role in 
PLM. There is a need to utilize the PLM data strategically in maximizing the value of 
corporate product information throughout the value chain starting with innovation 
management. We reported the challenge of performing RE in business analytics on 
innovation and PLM field because of the characteristics of this field, e.g. big data, de-
finition of business goals and principles like cost/benefit analysis combined with con-
tinuous change management in order to nurture the portfolio management with inno-
vation management. Our paper addresses some business cases for analytics project 
involving PLM data and patent data and aim to outline the requirements with business 
analytics when high volume of data should be turned into successful products through 
effective innovation management strategies. The data mining research community 
provides the business analytics area with tools and methodologies needed to ap-
proach. We need to include this in RE and PLM innovation data in a scientific, prac-
tical, and economic manner. RE in Business analytics applied on innovation and 
product lifecycle steps that involve statistical analysis of the information embedded 
data to achieve practical interpretations, understanding of the marginal business value 
of the information, and economic considerations such as costs of storing, cleansing, 
visualizing, and analyzing increasingly big data sets aims to increase the effectiveness 
of PLM decisions. RE in business analytics on PLM data is expected to drive higher 
efficiency, profitability, and competitiveness and result in successful and market 
oriented positioning strategy. 
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Abstract. To develop quality software and systems, both functional and non-
functional requirements need to be taken into account at the same level of  
abstraction; and must be traced throughout the development cycle. The concept 
of goal has been widely used and adopted to represent functional and non-
functional requirements. However the issue of the impact of non-functional  
requirements on functional requirements has been rarely addressed. The aim of 
this paper is to propose a first contribution to this issue.  

Keywords: Non-Functional Requirements, Goal-oriented requirements model-
ling, dependencies FR-NFR. 

1 Introduction 

A system is determined by both its functional and non-functional requirements. Non-
Functional Requirements (NFRs) express qualities of the system to be developed such 
as efficiency, accuracy, security and so on [1], [4], [6], [9]. Modelling techniques of 
Functional Requirements (FRs) are significantly more developed than those used for 
NFRs [4], [7], [11], [13]. However, several works in NFR domain have tried to ad-
dress interesting issues such as elicitation, expression, dependency, and prioritization 
[16]. Issues around NFR dependencies are many and varied; but the important works 
have focused on relationships between NFRs and software architectures or software 
designs [2,], [5], [10]. 

In this paper, we investigate the relationship between non-functional requirements 
and functional requirements. We believe that non-functional requirements must be 
integrated much earlier, at the same level of abstraction than functional requirements.  
In particular, we think that emphasizing the impact of non-functional requirements on 
functional requirements would be beneficial for the evaluation of alternatives and 
conflicts. Functional requirements are represented with concepts of the KAOS goal 
model and non-functional are represented with concepts inspired and adapted from 
NFR Framework. In particular, we have adapted the concept of contribution and add-
ed concepts related to the impact aspects. 
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The rest of the paper is organized as follows. Section 2 presents the related work 
Section 3 presents the proposed approach. Section 4 concludes with some remarks 
about the results and future works. 

2 Related Work 

Among many requirements engineering methods, two goal oriented approaches were 
the first to deal with NFRs in more depth: the KAOS approach and the NFR framework. 

KAOS addresses both functional and non functional requirements as goals [6], 
[13], [14]. It identifies two types of goals: behavioural and soft goals. Goals are for-
malized in terms of operators such as Achieve, Maintain and Avoid and some tempo-
ral operators. The graphical language makes the differentiation between functional 
and non-functional goals. The operationalized goals can be described in terms of con-
straints. Other works on the KAOS approach treat the non-functional requirements at 
the design level or when building the system architecture [10], [15]. 

The NFR framework emphasises on Non-Functional Requirements (NFRs) [3], 
NFRs are represented in terms of very abstract goals called Softgoals. A softgoal is 
refined into other softgoals. When softgoals have been sufficiently refined, opera-
tionalizing softgoals representing design techniques for achieving them are identified 
and implemented in the target system. The NFR framework proposed several types of 
interdependencies to make explicit the influences (positive or negative) between non-
functional goals.  

The works published by Chung and Supakkul extended the NFR framework for 
representing and integrating NFRs in the UML use case model. Details about this 
framework named ‘the goal-oriented and Use Case Driven Analysis and Design Proc-
ess’ are clearly presented in [12]. 

The approach proposed by Cysneiros in [5] is also based on the NFR framework. It 
provides a very interesting and complete process to elicit non functional goals, ana-
lyze their interdependencies and trace them to functional conceptual models. NFRs 
are analyzed using the NFR Framework and operationalizing softgoals are expressed 
into class and interaction diagrams.  

Similar to the NFR framework and the Cysneiros approach, we claim the idea to 
define non-functional requirements at the highest level of abstraction. However, in 
those two approaches, the non-functional requirements are integrated in conceptual 
models and design models. Thus, the main difference between our proposal and the 
two approaches is that we attempt to explicitly define how non-functional require-
ments can impact functional requirements. In other words, we propose to model non-
functional and functional requirements in parallel during the early requirements engi-
neering phase so impact from the former ones on the latter ones can be evaluated.  

3 The Proposed Approach 

The proposed approach is based on KAOS and the NFR Framework, two approaches 
largely recognized and used in requirements engineering over the past decade. As shown 
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in Figure 1, this approach provides three main steps. In the first step, functional and non-
functional requirements are specified in two separate goal models. Then, the impact of 
the non functional requirements on functional ones are analyzed and described. In the last 
step, a final integrated goal model is obtained. It describes the impact of non-functional 
requirements on functional ones.  

Functional requirements are represented with concepts of the KAOS goal model 
and non-functional are represented with concepts inspired and adapted from NFR 
Framework. In particular, we have adapted the concept of contribution and added 
some concepts related to the impact aspects. 

 

 

Fig. 1. Overview of the proposed approach 

We will illustrate the approach in the next section using an extract of the Cycab 
case study, the Cycab localization component. A Cycab is a new mode of transport 
designed for restricted access zones: historic, city center, airport, etc. It has fully 
automated driving capabilities and is controlled by embedded electronics [17]. 

3.1 Abstract Goal Concept 

Figure 2 gives an overview of the concepts for building hierarchies of functional and 
non-functional goals. 

Functional and non-functional requirements are represented as abstract goals, 
which are recursively refined into sub-goals, thanks to the AND/OR refinement 
mechanism. Figure 2 focuses on the non-functional concepts. A non-functional goal 
that cannot be further refined is called an elementary non-functional goal (meta-class 
Elementary NFG). Thus, when all the abstract non-functional goals are refined into a 
set of elementary goals, we need to find and express solutions that satisfied them. 
These solutions will be presented in the following sub-section. 

3.2 The Concept of ‘Contribution’ 

The concept of contribution is used to describe the alternative solutions to satisfy 
elementary non-functional goals. Unlike in the NFR Framework, this concept is used 
exclusively for elementary non-functional requirements.  
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Fig. 2. Functional Goal and non-functional goal meta-model 

Thus, a contribution (meta-class Contribution) captures a possible solution to sat-
isfy an elementary non-functional goal. It expresses the way by which an elementary 
non-functional goal could be achieved. 

For example, the sub-goal Availability [Localization Data] in Figure 3 can be con-
sidered as an elementary goal. In order to achieve it, two alternative solutions can be 
considered: to use a redundant localization component or to combine GPS with in-
door positioning system. 

The characteristics of a contribution are captured in Figure 2 by the association 
class ContributionFeature which provides three properties: ContributionType, Con-
tributionLevel and ContributionNature  

The property ContributionType specifies whether the contribution is positive or 
negative. A positive (or negative) contribution helps (or prevents) to the satisfaction 
of an elementary non functional goal.  

As we said, several solutions can contribute to the same elementary goal, but at 
different levels. For example, use large storage space may better contribute (posi-
tively) to the goal GoodStorageSpace [Localization Data] than use a compressed 
format. The level of contribution is captured thanks to the property Contribu-
tionLevel, which allows us to associate to the type of contribution (positive or nega-
tive), a level that can range from very high to low. Basically, this property can take 
four values: very high, high, moderate and low. This concept is closed to the concepts 
make, help, break and hurt, which are used in the NFR Framework, but with two 
main differences. First, we use the same values for positive and negative contribution 
while the NFR Framework uses make and help for positive contribution and break 
and hurt for negative. Secondly, we have a larger range of values which allows for a 
more nuanced. We think that this would facilitate the choice between several conflict-
ing solutions. For example, we could neglect the contributions that have a low level, 
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or in case of a negative contribution, we could quickly identify areas of conflict or 
obstacles. 

The property ContributionNature specifies whether the contribution is explicit or 
induced.  

For example, Using a compressed format is a positive and explicit contribution to 
the elementary goal GoodStorageSpace [localization data] because it is explicitly 
stated and considered to be helpful. However, compressing localization data would 
prevent the satisfaction of the non-functional elementary goal GoodResponseTime 
[localization data] by slowing down access to localization data. Thus, this contribu-
tion which is explicitly stated to satisfy the GoodStorageSpace, induce a negative 
contribution to GoodResponseTime. It is important to note that a contribution must at 
least once positively help to the satisfaction of a non-functional goal. If this is not the 
case, its presence in the model cannot be justified. 

An explicit contribution is graphically represented by a solid line and an induced 
contribution is graphically represented by dashes. The type of the contribution is 
represented together with its level by a “+ (level)” or “– (level)“  sign on the link. 

3.3 The Concept of ‘Impact’  

Recall that the specificity of our approach is to consider non-functional goals together 
with functional goals from the early requirements engineering phase. After analysing 
and describing all the potential impacts in the step 2 of our process (see Figure 1), 
they are evaluated in step 3 and decisions are made in order to choose from among the 
possible solutions, the best one for the target system. As a result, we obtain a new 
goal model (the integrated goal model) that integrates functional and non-functional 
requirements.  

Thus, we introduce the concept of Impact, which is represented in the meta-model 
as an association class between a contribution and a functional goal. It is character-
ized by two main properties: impactType and impactArgument.  

The impacType property may have two possible values: positive or negative.  A 
positive impact means that the contribution may positively impact the achievement of 
the related functional goal. In other words, the choice of this contribution can guaran-
tee, that the target system perform the corresponding function with the expected qual-
ity. A negative impact means that the contribution may have a negative impact on the 
achievement of the related functional goal. The choice of this contribution does not 
guarantee that the target system will provide the service with all the qualities ex-
pected. In some case, it will be necessary to find the best compromise. 

The impactArgument property is intended to capture some arguments or ration-
ales. It is generally used to argue for or against some decisions. 

In order to illustrate the concept of impact, let us come back to the example of  
Figure 3. The hierarchy of functional goals is represented on the left and the hierarchy 
of non-functional goals is represented on the right (see step 1 of the process). 
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Fig. 3. Impacts between non functional goals and functional goals 

According to the functional goals hierarchy, the localization of the Cycab is per-
formed by capturing data giving its position, checking these data and merging them in 
order to obtain the Cycab position. The root goal Localize the Cycab is then refined 
into three sub-goals: Capture Localization Data, Check Localization Data and Merge 
Localization Data. 

In parallel, we develop a hierarchy of non functional goals in order to specify the 
quality properties related to this case.  

Thus, the goal Security [Localization Data] is refined into three sub-goals (accord-
ing to the AND refinement): Availability [Localization Data], Integrity [Localization 
Data], and Confidentiality [Localization Data]. In order to guarantee the availability 
of localization data, two solutions can be considered: to use a redundant localization 
component or to combine GPS with indoor positioning system. These two contribu-
tions contribute positively and explicitly, but in addition, they have an impact on the 
functional goal Capture localization data.  

An argument (impactArgument) for the impact of the first contribution on the cap-
ture of localization data could be the increase of the resilience of the target system, 
while for the second; we could say that it ensures reliable and accurate position out-
door and indoor, even if GPS signal is lost.   

Finally, the example also shows a negative impact between the contribution to 
combine GPS with indoor positioning system and the functional sub-goal Merge lo-
calization data. An argument against this impact is that this contribution may increase 
the complexity of the merge algorithm and therefore degrade the performance of the 
system. 

From now, we can consider that all the possible solutions to satisfy the non-
functional goals are identified and expressed and the impact of those solutions on 
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functional goals are described (see step1 and step2 of the process). The hierarchy of 
non-functional goals thus represents a set of competing alternative solutions, which 
may affect positively or negatively the functional goals.  

Remember that, due to the nature of non-functional goals, we are not always able 
to guarantee their total satisfaction. Therefore, the next step (step 3 of the process) is 
to select among the competing solutions, those that are most optimal for the system to 
be developed. This selection process is based on the analysis of interactions between 
contributions, the analysis of impacts on functional goals and also on the stake-
holders’ constraints. For example, having identified and expressed two possible con-
tributions to satisfy the availability of localization data (see Figure 3), we have to 
discuss and choose the most optimal contribution for the target system. In this case, 
we think that the contribution Combine GPS with indoor positioning system is the 
most solution for two main reasons. First, it also induces positive contribution to the 
non-functional goals Accuracy [Localization data] and Completeness [Localization 
data]. Secondly, it has a positive impact on the functional goal Capture Localization 
Data because it ensures overall position even if GPS signal is lost. This positive im-
pact should be reflected in the functional goals model and thereby needs some 
changes in the hierarchy of goals. The implication here is a constraint on the three 
refinement links of the sub-goal Capture Localization Data. Indeed, the sub-goal 
Capture Data by GPS is mandatory and must be combined with at least one of the 
other two, which are considered as indoor positioning systems. At the end, we obtain 
a new functional goal hierarchy that is shown in Figure 4.  

The analysis and treatment of impact relationships could be related to aspects of 
variability discussed in some works. 

 

 

Fig. 4. The integrated goal model 
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Moreover, analysing non-functional goals can lead to the identification of new 
functional goals. To illustrate this, consider the contribution Authenticate access to 
localization data in Figure 3, which contributes positively to the non-function goal 
Confidentiality [Localization Data]. As this contribution specifies something the 
system should do, it is considered as a functional goal that must be integrated with the 
existing functional goals. 

Finally, some contributions do not directly have impact on functional goals but 
generate constraints on the target system components. This is the case for example of 
the contribution Using a compressed format, which requires a constraint on the format 
of the localization data. This constraint must be taken into account when implement-
ing the localization component. Requirements traceability is not discussed in this 
paper; it is the subject of another ongoing work. 

To summarize, we argue that non-functional goals may have impact on functional 
goals, which can be expressed in different manners. Indeed, in the present state of our 
work, we have shown that non-functional goals may have an impact on the choices 
and decisions that are taken when refining functional goals and when transforming 
them into target systems. In addition, analyzing non-functional goals can lead to the 
identification of new functional goals, which must be integrated with the existing 
functional goal hierarchy. Finally, some contributions do not directly have impact on 
functional goals but generate constraints on the system components, which must be 
taken into account later, for instance during the implementation phase.   

4 Conclusion 

In this paper, we have presented an approach that allows analysing and expressing the 
impact of non functional requirements on functional requirements. This work there-
fore represents a first step towards this objective. While it introduces and demon-
strates the approach, a number of works are ongoing. First, we are improving and 
completing the current result. Second, we are working on the bridge between re-
quirements models and specification models and also on traceability aspects. Finally, 
we plan to combine requirements models with formal ones in order to check consis-
tency properties. 
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Abstract. The subject of business rules is complex. We propose a 4-dimensional 
framework to better understand, communicate, and realize such rules in organi-
zations and application systems. Our 4-dimensions are domain, that considers 
the role of business rules in business; system for properties of business rule 
management systems; application platform to understand support for business 
rules applications; and representation for expressing business rules. We derive 
these from work of the Business Rules Group, namely, the Business Rules Mani-
festo, Business Motivation Model, and Semantics of Business Vocabulary and 
business Rules, SBVR. We characterize our research position in terms of this 
framework. 

Keywords: Business rules, BRG Manifesto, Business Motivation Model, Seman-
tics of Business Vocabulary and business Rules, business rule management. 

1 Introduction 

Business rules have been have been the subject of intense investigation in the past. It 
was shown that business rules can be obtained by forward and reverse engineering. In 
the former case, business rules are requirements [7] [11] that systems must embody 
and therefore obtaining business rules falls under the ambit of requirements engineer-
ing. In the latter case, researchers have argued that existing operational systems are 
the best sources [5] of business rules because these systems reflect the latest business 
rules. 

The business-oriented view of business rules was reflected in the Business Rule 
Manifesto [1] of the Business Rules Group, BRG. This manifesto promotes the notion 
of a business rule as a first class concept. The basic idea is that business rules are 
primary requirements, independent of processes and procedures, represent deliberate 
knowledge, and are declarative in nature. Business rules should arise from knowled-
geable business people and there is need for tools to help in formulation, validation, 
and management of business rules. 
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BRG has also put in the public domain additional reports like the Business Motiva-
tion Model BMM [9], Semantics of Business Vocabulary and Business Rules, SBVR 
[8]. These use the central notions of the Manifesto.  

It seems to us that Business Rules is a complex subject and it would be helpful to 
deal with it from different dimensions to better understand, communicate and realize 
such rules in organizations or systems. Towards this end, we propose a 4-dimensional 
framework derived largely from the Business Rules Manifesto. Some aspects of our 
framework are derived from BMM and SBVR as well. 

The business dimension deals with the role of business rules in organizations. 
This is in accordance with BRG view that business rules belong to businesses and not 
to system/technical people. Business rules are considered as directives to govern and 
guide courses of actions of business [9], as statements that [1][14]define and constrain 
various aspects of business, assert business structure[13] and influence and control the 
behavior of a business [8]. The business rules management system or system dimen-
sion for brevity, deals with to the formulation, elicitation, validation, storage and 
evolution of business rules. Thus, it provides support for business people to develop 
their business rules. This corresponds to the ‘tools’ of the Manifesto (see sub article 
9.2).  The application platform or application dimension for short, deals with support 
for business rules applications. An application is a subset of the business that is cap-
tured in software systems. Thus, we are concerned here with characteristics of plat-
forms that deal with enactment of business rules in functions and process models. 
Lastly, the representation dimension deals with the expression of business rules in 
various forms. A representation is a means of expressing business rules used in the 
system and application dimensions for rules formulation and execution respectively. 

We see that the four dimensions taken together provide a view of a business rule in 
terms of its origins (business), its formulation and definition (system), its expression 
(representation) and its deployment (application). In this sense, these dimensions 
constitute a framework for understanding business rules. 

In Table 1, we show which article and sub-article the Business Rules Manifesto 
maps to which dimension of our framework. 

Table 1. The Dimensions and BR Manifesto 

Dimension Article/sub article of BR Manifesto 
Business 4.7, 7.1 to 7.3, 8.1 to 8.3 
System 4.1, 6.1, 8.1, 10.3 

Representation 4.1, 4.5, 5.1 to 5.3 
Application 6.2 to 6.4, 10.3,10.4 

 
Notice that some articles of the Manifesto are missing. These are of a general ex-

planatory nature, for example, sub article 1.1 that says, “Rules are first class citizens 
of the requirements world”; sub  article 4.2 that states “if something cannot be ex-
pressed, then it is not a rule”; and sub article 4.3 which says “a set of statements is 
declarative only if the set has no implicit sequencing”.  

We now consider each dimension of the framework in turn. 
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2 The Business Dimension 

The Business Rules Manifesto when combined with the Business Motivation Model, 
BMM, of BRG gives us additional information about the business dimension. Whe-
reas the Manifesto gives us “Principles of Rule Independence” [1], in BMM [9], the 
idea is to propose concepts for business governance and their inter relationships. 

BMM organizes businesses in terms of Ends and Means. Ends are Vision, Goals 
and Objectives. For Means, BMM introduces three broad concepts, Mission, Courses 
of Action and Directives. Missions are means to achieve visions, courses of actions 
achieve goals, and directives achieve objectives. Directives govern courses of action 
and there are two kinds of Directives namely, business policy and business rules. 
Following this, we get two attributes along the business dimension, namely, Guides 
and Contributes. Guides takes on values from Courses of Action. It is multi valued 
and contains one or more courses of action that it guides. Similarly, Contributes con-
tains one or more objectives to which it contributes. The first two rows of Table 2 
show these attributes. The table contains two additional attributes, Role and Cost 
directly obtained from the Manifesto. Role identifies whether the business rule is a 
main rule or an exception. It is single valued. Cost contains one or more business 
opportunities that are lost due to the rule. 

Table 2. Attributes of the Business Dimension 

S. No. Attribute Value Manifesto Reference 
1. Guides SET{Course of action} 8.1 
2. Contributes SET{Objective} 8.1 

3. Role {Main, Exception} 4.7, 7.1, 7.2, 7.3 
4. Cost SET{Lost opportunity} 8.2, 8.3 

 
As an example of a business rule along the business dimension consider the rule of 

a library of an Institute that “It is necessary that a student or staff member is regis-
tered as a borrower”.  This guides the courses of action, register borrower and issue 
book; contributes to the objective, Easy availability to Institute members; the role is as 
a main rule; and the lost opportunity is that our library cannot participate in a network 
of libraries. 

3 Application Dimension 

The application dimension, see Table 3, tells us the properties of the application plat-
forms on which business rule applications run. The first issue is about the manner in 
which business rules are executed. This can be through a rule engine[2], as a ser-
vice,[3,4] or as a procedure[12]. 

If the application system supports traceability then the result of every rule is trace-
able to the objective it contributes to or the course of action it guides. 
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Table 3. Attributes of the Application Platform Dimension 

Attribute Value Manifesto Reference 
Execution {Rule engine, Service, Procedure} 6.2, 6.4 
Traceability {Total, Objective, Course of action, 

None} 
6.3 

Evolution Boolean 10.4 
Portable Boolean 10.3, 10.4 

 
Traceability is total when it considers both objective and course of action; objective 
traces back to objectives; course of action traces back to courses of action; and tra-
ceability has the value none otherwise. The attribute, evolution, specifies whether the 
business rules management system allows changes in legacy rules or not. Lastly, por-
tability refers to the ability to move the application from one hardware/software plat-
form to another.  

4 The Representation Dimension 

This dimension tells us the audience of the representation system, its form and the 
nature of business rule enforcement available. The attributes of this dimension are in 
Table 4.  

The first attribute is the nature of the audience. Broadly speaking, there are two of 
these, business and technical people respectively. For business people the essential 
requirement is that rules should be declarative whereas for technical people, the repre-
sentation should provide ‘main’ rule and all ‘coping’ mechanisms like errors, and 
compensations. Further, technical people may like to associate the role responsible for 
rule enforcement with a rule. 

Table 4. Attributes of the Representation Dimension 

Attribute Value Manifesto 
Reference 

Audience {Business, Technical} 4.1 
Form {Graphical, Logic based, Natural Language, Implica-

tion, Event} 
4.1 
5.1,5.2,5.3 

Guidance SET (Necessity, Obligation) 4.5 
Practicability SET(Automated, Manual) None 

 
The second attribute is the form of the representation. This attribute is single  

valued. Perhaps only the last two values of the second column need explanation.  
Implication refers to the IF-THEN [2,8] form of rules whereas event refers to the 
WHEN-IF-THEN form and its variants [6] . The attribute, guidance, is multi valued. 
For obligation, six enforcement levels exist in SBVR, ranging from strict to guideline. 
The last attribute, practicability, follows from SBVR. P-type may be automated or 
manual. We did not find any article in the Manifesto that relates to this. 
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5 The System Dimension 

In the system dimension, we specify the nature of systems needed to support the man-
agement of business rules. The first row of Table 5 specifies the type of business rules 
management support: 

1. Decisional: In [10], business rules management takes the form of a data 
warehouse system that maintains information needed to decide whether a 
business rules is appropriate or not. That is, the initial formulation and sub-
sequent management of business rules is a decision-making problem. 

2. Elicitation: If one assumes that business rules definition is external to a sys-
tem, then the major task is to elicit rules and check for consistency. It is ne-
cessary her to maintain a repository of rules so that rule evolution is handled.  

This aspect is not considered by the Manifesto (also not by BMM or SBVR).   
The second row of the table specifies the user of the rules management system, 

business people or technical ones. It is multi-valued. The third row is about whether 
the rules management system supports rules evolution or not. If the system supports 
this then it is adaptable otherwise it is fixed. 

Table 5. Attributes of the System Dimension 

Attribute Value Manifesto Article 
Type {Decisional, Elicitation} None 
User SET{Business , Technical} 4.1 

Evolution {Fixed, adaptable} 6.1 
Traceability {Total, Objective, Course of action, 

None} 
8.1 

Portable Boolean 10.3 
 

The fourth attribute is traceability. If the system supports traceability then every rule 
is traced back to the objective it contributes to or the course of action it guides. Tracea-
bility is total when it considers both objective and course of action; objective rules 
trace back to objectives; course of action when it traces back to courses of action; and 
it is none otherwise. Lastly, portability refers to the ability to organize and store rules 
independent of the underlying hardware or software systems. It is Boolean valued. 

The rules management system described in [10] has attributes < Type = Decisional;  
User = Technical; Evolution = Adaptable, Traceable = False>. 

6 Conclusion 

We have proposed a 4-dimensional framework for understanding business rules based 
on our study of Business Rules Manifesto, Business Motivation Model and SBVR. 
The four dimensions capture business rules from the perspective of the business 
where they originate; system that formulates, manages and stores rules; representation 
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that expresses rules; and application that deals with the characteristics of the applica-
tion platform.   

We are developing a business rules management system and our interest is devel-
oping an approach to capture, represent, and manage business rules for business 
people. Our work addresses the Business, Representation and System Dimensions of 
our framework. The representation dimension is < Audience = Business, Form = im-
plication, Guidance = {necessity, obligation}, Practicability = {Automated, Ma-
nual}>. The system dimension is < Type = elicitation, User = business, Evolution = 
Fixed, Traceability = {Courses of action}, Portability = False}> 
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Preface to SeCoGIS 2013 

Recent advances in information technology have changed the way geographical data 
were originally produced and made available. Nowadays, the use of Geographic In-
formation Systems (GIS) is not reserved anymore to the specialized user. GISs are 
emerging as a common information infrastructure, which penetrates into more and 
more aspects of our society. The technological drift implies a profound change in 
mentality, with a deep impact on the way geographical data needs to be conceptual-
ized. New methodological and data engineering challenges must be confronted by 
GIS researchers in the near future in order to accommodate new users’ requirements 
for new applications.  

The SeCoGIS workshop intends to bring together researchers, developers, users, 
and practitioners with an interest in all semantic and conceptual issues in GISs. The 
aim is to stimulate discussions on the integration of conceptual modeling and seman-
tics into various web applications dealing with spatio-temporally referenced data and 
how this benefits end-users. The workshop provides a forum for original research 
contributions and practical experiences of conceptual modeling and semantic web 
technologies for GIS, fostering interdisciplinary discussions in all aspects of these two 
fields and highlighting future trends in this area. The workshop is organized in a way 
to stimulate interaction amongst the participants.  

This edition of the workshop received 15 submissions, from which the Program 
Committee selected 6 high quality papers, corresponding to an acceptance rate of 
40%. The authors of the accepted papers are world-wide distributed, making 
SeCoGIS a truly international workshop. The accepted papers were organized in three 
sessions. The first one contains a keynote speaker. The next ones contain three papers 
each. The second session is about semantic issues of geographic data modeling. The 
third one is about conceptual modeling of geographic applications.  

We would like to express our gratitude to the Program Committee members for 
their qualified work in reviewing papers, the authors for considering SeCoGIS as a 
forum to publish their research, and the ER 2013 organizers for all their support.  

July 2013                                                                                    Mir Abolfazl Mostafavi  
                                                                                                               Esteban Zimanyi  
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Abstract. The response phase in a disaster case is often considered to
be the most critical in terms of saving lives and dealing with irreversible
damage. The timely provision of geospatial information is crucial in the
decision-making process. Thus, there is a need for the integration of het-
erogeneous spatial databases which are inherently distributed and cre-
ated under different projects by various organizations. The integration of
all relevant data for timely decision making is a challenging task due to
syntactic, schematic and semantic heterogeneity. This paper aims to pro-
pose a framework for the integration of heterogeneous spatial databases
using novel approaches, such as web services and ontologies. We focus on
providing solutions for the three levels of heterogeneity, in order to be
able to interrogate the content of the different databases conveniently.
Based on the proposed framework, we implemented a use case using
heterogeneous data belonging to La Rochelle city in France.

Keywords: Heterogeneous Spatial Databases, Data Integration, Disas-
ter Management, Ontologies.

1 Introduction

Disaster management is a scope of great relevance as it aims to reduce the neg-
ative impact and consequences of a disaster and to provide a timely and clear
rescue plan. Proposing powerful tools to generate efficient strategies for the deci-
sion makers gives rise to the delivery of disaster relief in the right moment. Two
types of disasters are of interest natural and man-made. Natural disasters often
strike without warning, such as earthquakes, tsunamis and tornados. Man-made
disasters include every action due to technological hazards, sociological hazards
or transportation hazards among others. Despite the difference between these
two categories in specifics and complexity, both instances can cause irreversible
damage if the rescue plan is not executed at time. In order to effectively manage
such disasters, it is important to coordinate between the police, Red Cross, and
other first responders to work together and extract the needed information to
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maintain a rescue plan. However, the data stored in these distinct heterogeneous
sources located in different departments, are maintained under heterogeneous
formats, structures and are not semantically rich enough to express the emer-
gency responders ’ needs. Experience suggests that the bottlenecks of emergency
responses are, in most cases, the difficulties in making intelligent search and inte-
gration of heterogeneous geospatial information stocked in different departments
[1]. This paper has been working on the heterogeneity levels that can block emer-
gency responders to automate the search of geospatial data stored in different
spatial databases. Although there were many works that all address important
pieces of the major challenge to automatically search geospatial information from
heterogeneous spatial databases, many issues still remain to be solved to fully
realize this goal. This paper is structured as follows: In section 2, we describe
the three heterogeneity levels. In section 3, we present briefly the recent progress
made on the integration of heterogeneous spatial databases, Section 4 proposes
a new solution represented in a framework dealing with the three heterogeneity
levels. In section 5, we describe the different interoperability modules designed
in our framework. Afterward, we analyze the evaluation results related to the
framework in Section 6. Finally, we present our conclusions in section 7.

2 Spatial Databases Heterogeneity Levels

Each emergency response community has developed its own database using its
personalized infrastructure and its own requirements. Hence, in order to maintain
a rescue plan, emergency responders have to interrogate at the same time the
overall data stored in heterogeneous databases through complex queries. This
gives rise to the problem of access to the required information in a critical time.
As mentioned in [2,3] that illustrate databases heterogeneity through three levels,
i.e., semantic schematic and syntactic.

Syntactic heterogeneity refers to data format differences and problems
related to the implementation of databases in different storage paradigms: rela-
tional or object orientated, and the geometric representation of objects: raster
or vector. Many organizations contributing in a disaster case rely on a range of
storage solutions. However, some organizations are motivated to make their data
accessible through Open Geospatial Consortium (OGC) formats that provide
syntactically unified formats and services such as Geography Markup Language
(GML) [4] and Web Feature Service (WFS) [5].

Schematic heterogeneity regards the differences in data models between
emergency communities. Each spatial database schema reflects an abstracted
view of data related to one community. Therefore, different hierarchical and
classification structures are used by each community to refer to identical or sim-
ilar objects. Schematic heterogeneity can be classified into three main schemes:

– • Entity versus Entity, i.e., the same entity can exist in two different databases
with different name or structure;

– • Attribute versus Attribute, i.e., an attribute related to a class in one
database can exist in another class related to another database;
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– • Entity versus Attribute, i.e., a class in one database can be designed as an
attribute in another database.

Semantic heterogeneity can be divided into two types: the naming hetero-
geneity and the cognitive heterogeneity. The naming heterogeneity arises when
the same data objects are named in a different manner or when different seman-
tic data objects are named identically. The cognitive heterogeneity refers to the
different domains assigned to each organization. Each community has different
cognitive views of a word, which means that they describe similar real word
objects from different perspectives.

It is against these complex backdrops that our paper applies. Hence, we offer
a comprehensive approach providing an access to the whole information consis-
tently and quickly.

3 Related Works

The integration of heterogeneous databases constitutes an old challenge for com-
puter information systems communities; it has been extensively studied in the
literature. Therefore, various approaches have been proposed that we divide into
two broad categories; traditional approaches and novel approaches. For the first
category, two main approaches can be cited: the virtualized approaches that
include the Federated Databases approach [6] and the Mediator / Wrapper ap-
proach [7], and the Data Warehouse (or materialized ) approach [8,9]. Novel
approaches deal with interoperability issues, and include Web Services [10], On-
tologies [11,12] and Semantic Web approaches [13]. Due to the large volumes of
spatial data, the complexity of handling and analysing data and its importance
in various domains, different researchers working on geographical information
systems all over the world have focused on the adaption of the existing inte-
gration solutions to spatial databases. Thus, by using different techniques that
integrate the spatial component, new solutions have been proposed, such as
Spatial Data Warehouse, Federated Spatial Databases, Geo-web services, Spatial
Data Infrastructure (SDI) [14] among others.

Table 1. The interoperability position of the different integration approaches

Approaches Syntactic Schematic Semantic

Spatial datawarehouses X
Federated Spatial Databases X X
Mediation systems X X
Spatial Data Infrastructure X
Geo-Web Services X
Ontologies X X
Semantic Web X X
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Traditional and innovative approaches presented in Table 1 provide partial
solutions for the integration of heterogeneous spatial databases; they only afford
one or two interoperability levels and most of them do not support the specica-
tion of the data semantics. However, the area related to heterogeneous databases
and disaster management is still asking for new solutions and approaches.
Currently, there exist some software packages, such as ArcGIS1 and Sahana2,
that are used in real disaster scenarios in order to help emergency actors. How-
ever, they do not take into account the semantic interoperability and the entities
and naming conventions in different databases are duplicated, ambiguous and
imprecise. Hence, urgent solutions are required in order to solve these ambi-
guities that result from the heterogeneous spatial databases stored in diverse
organizations.

4 A Hybrid Approach for Providing Intelligent Search in
a Disaster Framework

The previous sections have introduced the different heterogeneity levels that
could block emergency responders when they query various heterogeneous spatial
databases. In response to these difficulties, we design a conceptual framework
using Geo-web services and ontology based data integration approach to support
the three heterogeneity levels. This framework is based on SOA (Service-Oriented
Architecture), which is composed of a service provider, a service broker, and a
client service as shown in Figure 1.

Fig. 1. The framework architecture

1 http://www.esri.com
2 http://sahanafoundation.org

http://www.esri.com
http://sahanafoundation.org
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Service Provider affords the syntactic interoperability, the data models are
conceptualized in UML3 (Unified Modeling Language) and converted afterward
into GML (Geographic Markup Language) for sharing data. OGC WFSs (Web
Feature Services) were used for publishing feature-level data from heterogeneous
databases. For the schematic and semantic interoperability, two types of map-
pings are required: information source to local ontology mapping and local on-
tologies to global ontology mapping. Information source to local ontology map-
ping is obtained by translating GML data to RDF (Resource Description Frame-
work) using an automatic conversion system. Local ontologies to global ontology
mapping is used for merging the different local ontologies built into one global
ontology.

Service Broker is the main component of the architecture that contains the
global ontology, a mapping directory, and a binding technique to apply the ontol-
ogy hybrid approach by connecting the local ontology to the global ontology. The
global ontology is used to create mappings of equivalent classes and attributes
in the local ontologies. Hence, it describes the global model that represents local
ontologies. Client Service employs the RDF SPARQL query language to query
the global ontology that contains all the properties defined in the different local
ones. The results of SPARQL queries will be presented in a map using Google
Visualization API and SPARQL (SPARQL Protocol and RDF Query Language)
proxy.

5 The Framework Modules

In this section, we explain the two modules developed in our framework in or-
der to ensure the three interoperability levels. Firstly, we describe the syntactic
interoperability module that includes the conversion of the UML models into
GML and the integration of these GML models into web feature services. Then,
we analyze the schematic and semantic module used to build the different local
ontologies and to merge them into a global one.

5.1 Syntactic Interoperability Module

This module deals with the syntactic heterogeneity problems. it contains an
automatic converter from UML application schema to a common GML format.
The application schema is expressed in UML, and the chosen exchange format is
GML. A set of conversion rules have been identified and implemented in a tool
named Shapechange that reads UML class diagrams and writes corresponding
GML code. Therefore, in order to ensure the GML conversion, we have firstly
to conceptualize the different UML models for each spatial database. Then, the
UML application schemas have to be converted into XMI representations. Once
the XMI documents have been designed using UML, conversion to GML schema
specified by the OGC can be done easily by defining some conversion rules.

3 http://www.uml.org

http://www.uml.org
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The UML to GML Application Schema mapping tool supports this conversion
automatically. After standardizing the different databases into GML files, they
are published and integrated in WFS.

5.2 Schematic and Semantic Interoperability Module

In our framework, we opt to use the hybrid ontology approach for its various
advantages [12]. In order to apply this approach, two types of mappings are
required: information source to local ontology mapping and local ontologies to
global ontology mapping.

Information Source to Local Ontology Mapping. The local ontologies
corresponding to each database are built using two languages, RDF (Resource
Description Framework) and OWL (Web Ontology Language) for representing
triples and modeling the relations between them. Such a representation is ob-
tained by using the GML2RDF automated conversion system [15]. Each entity
in the database is represented by its own configuration which contains a list of
all the attributes. The following steps present briefly the building of the different
local ontologies:

– • Each spatial database is separately converted into its local ontology.
– • Each entity in the database is converted to the class name of the local

ontology. Each component related to a class is described using a set of triples.
This triple comprises three parts: subject, predicate, and object.

– • The subject is the result of the conversion of each class instance in the
dataset.

– • The predicate is the conversion result of each non-prime attribute. It ex-
presses a relationship between the subject and the object.

– • The object is obtained by converting each attribute value corresponding
to an attribute.

– • If two classes C1 and C2 take part in formal corresponding relationships,
then class C2 will be declared as the subclass of class C1. The foreign key
relationship between the classes is shown as the predicate where C2 will be
the domain.

Local Ontologies to Global Ontology Mapping. After building the differ-
ent local ontologies, we have to map them in order to determine the semantic
and schematic correspondences between the concepts of two ontologies. If two
concepts correspond, then they mean the same thing or closely related things.
The mapping process proposed in our research is based on the two approaches
presented below.

N-Grams match [16] is a method used to compute lexical similarity between
two words. Generally, the N-Grams algorithm takes as input two strings and
computes the number of common substrings between them. An n-gram is a
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sequence of n characters; for each string, the set of all possible n-grams, are
computed. Then, a pre-processing step is executed to normalize both strings.
The third step is to extract the n-grams from each string. Finally, the algorithm
counts the matching percentange of the two strings.

Synonym match [17] is a technique for detecting semantic similarity between
two words. In many cases, two strings may appear as different words but may
represent the same meaning in a particular domain. To identify such semantically
related words, we use the ontology and lexical database Wordnet.

Ontology Matching Steps. To map the local ontologies and merge them into
a global one, all the possible combinations of local ontologies should be detected
and mentioned in a list. Then, we extract and match the different classes in each
local ontology.

Class Name matching. The different classes are represented in prefixes.
Hence, we extract all the names of classes from there without considering the
predifined prefixes list. Then, we apply the class name match, each class in the
first local ontology is paired with all other entities in the second one. The N-
Grams and the Synonym match scores are used to validate each step. So, the
N-Grams score should be greater than a threshold and the Synonym match
returns a boolean result synonym (1) or not synonym (0). If the matching result
is validated by the N-Grams or the Synonym match, then we can proceed to
next matching steps using the same approaches and techniques.

Attribute Type matching. This step is executed only if the previous one
was validated by one matching approach. At this stage, the attribute type of the
matching class is extracted from the list created for each class name containing
the attributes name and their corresponding types. This list is obtained by the
extraction of the attributes name from the predicate. The data type attribute is
paired in such a way that one data type attribute related to a class in one local
ontology is matched with all the data types of the second class in the other local
ontology. If two types of attributes related to one pair are detected as similar
then we proceed to the next step to compare their related names.

Attribute Name matching. This phase could be employed only if the pair
of attribute names that will be matched have the same data types. In this case,
the attributes of the matching entity names are executed.

Attribute Value matching. Until now, this approach is relatively suscep-
tible to homonym-like pairs of strings: although syntactically very similar, they
could mean entirely different things, N-Grams and Synonym match will give
them a high similarity score. To deal with this problem, we apply an attribute
value match. This matching is executed only if the attribute name matching
of one pair was validated, then three instances related to each attribute are
matched to detect if the two classes are similar or not. Moreover, this solution
is extensible and we could make an attribute-class matching, relations matching
and many others using the same principle.

Local Ontologies Merging. To merge the different local ontologies, we an-
alyze the matching results using algorithm 1. If two classes are matched as
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similar, then one of these classes will be added to the global ontology. Else, the
two classes are saved in the global ontology. The same method is applied for the
couple attribute-class and attribute- attribute merging.

Algorithm 1. Merging local ontologies

Require: ListOntologieN3 listOnt;
for (int i = 0; i < listOnt.size-1 ; i=i+2) do

ListClassMatching = matching(listOnt[i],listOnt[i+1])
for (int j = 0; j < ListClassMatching.size-1 ; j++) do

if classmatching[j][2] = true then
if (!GlobalOntology.contains(classmatching[j][0])) then

GlobalOntology.add(classmatching[j][0])
end if

else
if (!GlobalOntology.contains(classmatching[j][0])) then

GlobalOntology.add(classmatching[j][0])
end if
if (!GlobalOntology.contains(classmatching[j][1])) then

GlobalOntology.add(classmatching[j][1])
end if

end if
end for

end for
return GlobalOntology

After constructing our global ontology, we need to store it in an ontology
server to be able to query it. Therefore, we stored the resulting global ontology
in the joseki4 ontology server.

6 Experiments and Results

Based on the proposed framework, we have implemented a prototype for provid-
ing automatic search from heterogeneous datasets in a disaster case. Therefore,
we have used three heterogeneous datasets belonging to La Rochelle city in
France. The first one represents the office of mayor data stored in KML files, the
second one contains the emergency service data stored in MIF files and the third
dataset belongs to the police service data stored in Shapefiles. Then, we designed
the different UML models conceptualized for each dataset using Rational Rose
Software.

The Unisys XMI tool is used to store the different UML models in a single XMI
document. At that time, conversion to GML schema specified by the OGC can
be done easily using the UML to GML mapping tool Shapechange5. To integrate

4 http://www.joseki.org
5 http://www.shapechange.net/

http://www.joseki.org
http://www.shapechange.net/
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the different GML files, we use OGC web services specially WFS. Thus, we use
Geoserver 2.2.1 and the GML plugin to publish the generated GML datasets. To
build the local ontologies for eachdataset, a conversionprogramnamedGML2RDF
is used which makes use of two predeveloped open source APIs for parsing GML
files and handling the creation of the RDF models. The GeoTools API is used for
reading the data fromGMLfiles, and the JenaAPI is used to contain the converted
RDF data in a memory model and eventually write the data into a N3 file. Sim-
ilarly, the Jena semantic web framework for java is integrated in our application
to access ontology definitions, analyze the WordNet thesaurus and to realize the
different necessary mappings. To evaluate the mapping approaches applied in our
framework, we visualize the different results provided by the mapping algorithm.
Hence, these different results are analyzedusing our three datasets and 90%of them
are matched correctly. A spatial ontology server was developed based on Joseki to
support the global ontologyN3 file and to interrogate it using SPARQL forms. The
query results are displayed into a satellite image using Google Maps API. Our ex-
periments yield to promising results and show that, with the implemented proto-
type, it is possible to directly search geospatial information from heterogeneous
sources using our framework. Therefore, to deliver the needed information in a
short time, we only have to interogate our global ontology using a simple query
that returns the response as a map.

7 Conclusion and Future Work

In this paper, we propose a framework for the integration of heterogeneous spatial
databases that enables emergency responders to easily query spatial heteroge-
neous databases and facilitates the automatic search of geospatial information in
order to make quick and correct decisions and prompt actions. Our framework
uses novel techniques maintained under SOA architecture to deal with three ma-
jor tasks: Syntactic interoperability is analyzed by adopting GML as a common
language; Schematic (Structural) interoperability is construed by the ontology
mapping process and Semantic interoperability is assured by using the hybrid
ontology approach.

Furthermore, by the extensible and autonomy characters hidden behind the
ontology approach and OGC web services many interesting functionalities can
be added. We plan to treat information from texts and comments posted in
social networks. This will be helpful in the case of a lack of information.
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Abstract. A landform is a subjective individuation of a part of a terrain.
Landform recognition is a difficult task because its definition usually relies
on a qualitative and fuzzy description. Achieving automatic recognition
of landforms requires a formal definition of the landforms properties and
their modelling. In the maritime domain, the International Hydrographic
Organisation published a standard terminology of undersea feature names
which formalises a set of definition mainly for naming and communication
purpose. This terminology is here used as a starting point for the defini-
tion of an ontology of undersea features and their automatic classification
from a terrain model. First, an ontology of undersea features is built. The
ontology is composed of an application domain ontology describing the
main properties and relationships between features and a representation
ontology deals with representation on a chart where features are portrayed
by soundings and isobaths. A database model was generated from the on-
tology. Geometrical properties describing the feature shape are computed
from soundings and isobaths and are used for feature classification. An
example of automatic classification on a nautical chart is presented and
results and on-going research are discussed.

Keywords: Geographical domain ontology, Landform classification,
Nautical chart, Digital terrain modelling.

1 Introduction

On nautical charts, undersea features are portrayed by sets of soundings (depth
points) and isobaths (depth contours) from which the map reader can interpret
landforms. As defined by [1], “a landform is a part of the Earth’s surface that is
characteristically apprehended as a unitary thing or object because of its partic-
ular shape”. However describing its shape is a subjective task as a landform is
inherently vague. Shape and boundary are defined qualitatively and their appre-
ciation depends on the context or the cultural knowledge of people. Establishing
a list of landform types is therefore not a trivial task. Existing landform classi-
fications usually provide an end-user terminology for the need of a community.
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c© Springer International Publishing Switzerland 2014



88 J. Yan, E. Guilbert, and E. Saux

In the maritime domain, the International Hydrographic Organisation (IHO)
has published a nomenclature of undersea features which provides a standard
terminology for the naming of undersea features on charts and in publications
[2]. The objective of this research is to generate a submarine feature classification
so that features can be identified automatically from the seafloor representation.
Such tool can assist both the cartographer and the map reader in selecting or
visualising important features and evaluating the quality of a chart. An ontology
of undersea features is designed and an application implementing the concepts
is developed. The ontology is divided into two parts. The Application Domain
Ontology built directly from the IHO terminology, organises and describes the
properties of the features, forming a hierarchy of concepts. The Phenomenologi-
cal Domain Ontology describes the concepts for representing the seafloor on the
chart. Concepts from the ADO are translated so that each feature corresponds to
a set of soundings and isobaths and its properties are extracted from the terrain
model. A database model is then derived and is implemented in a triplestore
database.

This paper first reviews existing works on landform classification and ontolo-
gies. Section 3 presents the ADO and PDO detailing how features are classified
on the chart. Section 4 presents the database model and discusses classification
results obtained from bathymetric data. The last section presents conclusions
and directions for future work.

2 Ontologies of Landforms

2.1 Landform Classification

Landforms characteristics being by essence fuzzy and scale dependent [3], their
description can vary easily according to people’s perception and experience.
Landform classification in that case is rather a problem of defining formal specifi-
cations that correspond to verbal descriptions for the purpose of communication
within a community [4]. Existing work in this domain consists in the estab-
lishment of a core reference or a domain ontology collecting and formalising
knowledge gathered from experts. Major sources of landform taxonomy are pro-
vided by spatial data standards such as SDTS and by national mapping agencies
such as the IGN-E in Spain [5] and the Ordnance Survey in the UK1. Proposed
ontologies rely on several ontologies including a topographic ontology and a
hydrologic ontology. They provide formal qualitative properties and relations
between features. However classification requires the assessment of geometrical
properties such as height, length or area and so the definition of some quanti-
tative descriptors. Existing work in this direction mostly relates to identifying
specific landforms such as valley [6], bay [7] and reef [8].

In the maritime domain, the IHO is the international body engaged in defin-
ing standards in order to advance maritime safety. In order to build a common
frame for the naming of undersea features, the IHO defined a terminology of

1 http://www.ordnancesurvey.co.uk/oswebsite/ontology/

http://www.ordnancesurvey.co.uk/oswebsite/ontology/
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undersea feature names [2]. The purpose of the document is to set a standard
for communication (the terminology is available in several languages) and for the
denomination of undersea features (with a guideline for naming features). Al-
though this document is only a terminology with definitions in natural language,
it defines a standard, classifies more terms and provides more precise definitions
than the Geo-Wordnet2 database or USGS’s SDTS3. Therefore this document
provides a uniform view of undersea features solving most semantic difficulties
[9] and is used as a base for the definition of the ontology of submarine features.

2.2 The Geographical Ontology Framework

Conceptualising knowledge for a specific application is done by gathering specific
knowledge from a domain and by integrating concepts from higher level ontolo-
gies. In order to represent geographic objects from the real world to computer
language, [10] introduced a five-universe paradigm. The physical and cognitive
universes contain real world phenomena and their representation in the human
mind. The logical universe provides explicit ontologies formalising the cognitive
universe. The representation universe deals with the description of geographical
elements from the logical universe and contains ontologies conceptualising the
elements according to the type of representation (e.g. field or object model).
Finally, the implementation universe describes algorithms and data structures
as implemented in the application.

In order to organise information on geographic worlds into ontologies, [10]
considered a multiple-ontology approach where knowledge is shared between the
logical universe and the representation universe. [10] defined first the Applica-
tion Domain Ontology (ADO), concerned with describing specific subjects and
tasks, in the logical universe. It is composed of two kinds of ontology: a subject
ontology describing the vocabulary related to a generic domain, and a task on-
tology describing a task or application within a specialisation domain. Second,
the Phenomenological Domain Ontology (PDO) in the representation universe
manages different properties of the geographical phenomena in the GIS. It is
composed of method and measurement ontologies. A method ontology defines
a set of algorithms and data structures, and a measurement ontology describes
the physical process of recording a geographical phenomenon. Both universes are
defined separately. Different representations can be defined for one application
or one representation used for different applications. The connection between
both ontologies is made by semantic mediators.

3 An Ontology of Undersea Features

Following Fonseca’s framework, the undersea feature ontology can be divided
into two parts (Figure 1). Concepts that belong to the maritime domain are
part of the logical universe. The subject ontology conceptualises knowledge about

2 http://geowordnet.semanticmatching.org/
3 http://mcmcweb.er.usgs.gov/sdts/

http://geowordnet.semanticmatching.org/
http://mcmcweb.er.usgs.gov/sdts/
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submarine features and is mostly derived from the IHO terminology. The subject
ontology describes any activity that requires or analyses seafloor information. In
the context of this work, nautical charts being mainly designed for navigation
purpose, the task ontology would logically be related to navigation and route
planning.

The representation universe is concerned with the representation of undersea
features on the nautical chart. The method ontology focuses on terrain rep-
resentation techniques including objects on the chart (soundings, isobaths) and
operations handling these objects (isobath extraction, generalisation operations)
as well as operations matching features from the ADO to the PDO. The measure-
ment ontology refers to data collection techniques (e.g. echo sounding, LIDAR).

Phenomenological 
Domain Ontology 

Application 
Domain Ontology 

 

Representation 
Universe 

Logical 
Universe 

Semantic 
Mediator 

 
 
Cartographic Representation 

Ontology 
 

Generalisation Process 
Ontology 
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Submarine Relief 
Ontology 

Subject Ontology 

 
 
 

Hydrographic Surveying 

Measurement Ontology  
 
 

Navigation 

Task Ontology 

Fig. 1. Phenomenological and application domain ontologies of undersea features

This work focuses on the characterisation of undersea features and their rep-
resentation. Task and measurement ontologies require knowledge about data
acquisition or maritime navigation and so are not addressed. The next section
presents the subject ontology by defining the properties required to describe
undersea features. Section 3.2 describes the method ontology and presents how
features from the subject ontology are represented in the method ontology. On-
tologies also include information such as value restrictions (e.g. depth values
range) and specification of logical relationships between concepts (e.g. each mor-
phological feature must include at least one isobath or a sounding).

3.1 The Subject Ontology

Building the domain ontology is done in two steps. First, properties and re-
lationships characterising each of the 46 features are identified by analysing
the definitions and extracting keywords corresponding to feature characteristics.
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Second, these characteristics are organised into different concepts (composition,
shape) describing the feature properties and relationships (mereological, topo-
logical, taxonomic). At the end of the process, a hierarchy of features is defined.
IHO features correspond to the most specialised concepts and are at the bottom
of the hierarchy, inheriting from one or several more generalised concepts such
as depression (a feature which is lower than its surrounding) or prominence (a
feature which is higher than its surrounding). The hierarchical structure pro-
vides several levels of semantic precision which can be adjusted according to
the accuracy of the input data or to the required precision of the description.
For example, although a large number of features are part of the ocean floor, a
detailed description is not needed on an offshore navigation chart as they cannot
be portrayed precisely on a large scale map.

Figure 2 shows the structure of the subject ontology. A full description of
properties, relationships and concepts involved at top level and application level
is given in [11]. Properties describing the features are the composition (e.g. rock,
sand), the depth level and the shape properties. The depth level relates fea-
tures with parts of the seafloor at different range of depths and having different
geomorphological properties.

Fig. 2. Concepts describing undersea features

In order to describe the feature shape, the feature can be divided into three
parts: its body, tip and base. The body is described by the feature height, vertical
profile and relative spatial extent. The vertical profile defines the overall shape
(peak, ridge, plane area) which includes the morphometric class as well as the
type of slope (steep, gentle, horizontal). The relative spatial extent indicates if
a feature is relatively large or small. The tip concept applies to eminences and
depressions and describes the shape of the extremity. For example, a summit can
be sharp (like a pinnacle) or flat (like a plateau). Finally, the base is described
by the horizontal profile (e.g. elongated, circular).

3.2 The Method Ontology

The method ontology formalises the way submarine features are represented on
the chart. It includes concepts and rules defined by hydrographic offices [12,13].
Four main concepts (chart, isobath, sounding and feature) are defined together
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with their spatial relationships and properties (Figure 3). The chart concept
mostly includes metadata about the scale and the symbology. Isobaths and
soundings are the elements portraying the seafloor. A sounding is defined by a
depth and a position. Soundings are also classified into different classes accord-
ing to their importance in characterising features that are relevant to navigation
[11]. An isobath is defined by a line and its depth. Topological relationships
between soundings and isobaths are also recorded.

Fig. 3. Chart elements defined in the method ontology

The chart feature concept corresponds to the representation of an undersea
feature from the subject ontology. As mentioned in section 2.1, classification is
scale dependent and is based on fuzzy characteristics. In the context of repre-
sentation on a chart, a feature is portrayed by a set of soundings and isobaths
that the reader can interpret. For example, a reef feature is represented by a
sounding which is close to the sea level, representing a hazard and an isobath
containing the sounding. The method ontology also defines operations extracting
the isobaths from a set of soundings and cartographic generalisation operations
(e.g. selection, filtering) adapting the chart elements to the scale.

4 Implementation

4.1 System Design

Both ADO and PDO ontologies4 were built in the Protégé 4.2 platform and
exported into a RDF file. Figure 4 is an extract of the undersea feature ontology.
The ontological model was then integrated in Virtuoso. It can function as a web
application server as well as a host for data-driven web services. Virtuoso offers a
triplestore database that is a purpose-built database for the storage and retrieval
of triples in RDF terminology in the form of subject-predicate-object expressions.
Triplestore is in coherence with the current emphasis on development of native
stores since their performance are optimised for the storage and retrieval of
triples. Information or knowledge is accessible via SPARQL. The Jena API was
used to read from and write to the RDF graph. An example of such a RDF

4 www.dropbox.com/s/2hssg1cty1dvfji/undersea.owl

www.dropbox.com/s/2hssg1cty1dvfji/undersea.owl
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graph is proposed in figure 5. The Hill concept, defined in the IHO terminology,
inherits from the HillFeature and the PointFeature concepts and describes a
feature having a point tip. The HillFeature concept is a generalisation of different
concepts which differ by the type of tip and their possible location.

Fig. 4. Extract of the ADO in Protégé: the Hill concept

A triplestore is also built for the storage of the bathymetric data of a chart
(soundings, isobaths, undersea features). Its schema is generated by the ontolog-
ical triplestore. Predicates in this database connect data together (e.g. isobath
I belongs to feature F ) and data with concepts (e.g. isobath I is an instance of
the isobath concept). Finally, the ontological and data knowledge are connected
to the geographical information system. As our information system was initially
developed in C++ language, Java Native Interface (JNI) is used to connect Java
(i.e. Jena) and C++.

Fig. 5. Graph associated to the RDF/XML description of the Hill concept
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4.2 Results

The model was tested on a set of soundings provided by the French Hydrographic
Office for a large scale map (1:12500) of a coastal area. Isobaths were extracted
with a 1 metre vertical interval by interpolation. A first step before feature classi-
fication is their identification. On such a chart, cartographers and readers mostly
make use of isobaths to delineate hazards and navigation routes. Therefore, fea-
tures are characterised by one or several isobaths at the same depth marking
their boundary [14]. A current limitation of this approach is that only depres-
sions and prominences are considered. The method extracts features based on
depth variations between adjacent isobaths and yields a feature tree providing
topological relationships between features (adjacency and inclusion). Relation-
ships between isobaths and soundings are defined by a constrained Delaunay
triangulation.

Only features that inherit from the prominence and depression concepts are
classified as they are the only ones identified on the chart. Shape properties are
computed from the soundings and isobaths composing a feature. Base properties
are computed from the boundary contours. The tip is defined by starting from
the highest or deepest sounding and by adding neighbouring triangles to ex-
tract the largest possible horizontal surface. Figure 6 presents a set of classified
features. Figure 6A shows leaves of the feature tree, i.e. feature which do not
contain any other features. Figure 6B shows features at the top of the hierarchy.
The hierarchy of feature concepts defined in the ADO was used as a decision
tree to reach the highest level of precision. Seven types of feature (peak feature,
reef, bank, shoal, pit, channel and basin feature) were identified and charac-
terised (Table 1). The first four features are prominences and three of them are
defined in the IHO terminology. The last three are depressions and are not in
the terminology because in shallow areas, noticeable features are mainly features
which represent a danger for navigation. A channel corresponds to an elongated
depression. The largest one, shown on Figure 6B, indicates a navigation route.
Others are indeed contained by the first one.

Fig. 6. Results of undersea features characterization. The colour figure with more de-
tails of undersea features is accessible on line6.
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Table 1. Undersea features (features defined in the IHO terminology in bold)

Peak feature Reef Bank Shoal Pit Channel Basin feature Total

25 6 4 9 34 6 17 101

5 Conclusion

This paper introduced an ontology of undersea features for landform classifica-
tion. The concepts were implemented into a cartographic application to enrich
the bathymetric database for purpose of cartographic and model generalisation.
The ontology is divided into an application domain, defining the feature prop-
erties, and a phenomenological domain, addressing their representation on a
chart. On top of the IHO definitions, general concepts were added to provide
a description at different precisions. These general concepts are useful for the
representation because on one side, the bathymetric database usually does not
contain enough data for a full characterisation of all features and on the other
side, the amount of details is adapted to the scale and the purpose of the chart.

All concepts defined in the ontology have not been implemented yet. Only fea-
tures that are bounded by one or several isobaths are identified. Due to the inher-
ent vagueness of landforms, delineating undersea features with a crisp boundary
is subjective however it corresponds to the representation that is given on the
chart and provides a rigorous definition for shape properties. Further work can
be done by representing features by one or several soundings (e.g. a seamount
where only the summit is marked) or by dealing with plane features. In such
cases, features are not represented on the chart with a crisp boundary and there-
fore vagueness has to be taken into account in the position and computation of
geometric properties [15]. As the level of complexity would increase greatly with
the number of feature concepts involved, the decision tree may be pruned ac-
cording to the type of chart (large or small scale, coastal or offshore navigation)
to limit the number of features considered.

This work is part of a larger project on the cartographic and model general-
isation of the seafloor for nautical chart production. Therefore the next step is
the integration of cartographic rules and generalisation constraints and operators
in the method ontology. The feature ontology may also be extended by adding
more information about relevance to navigation: some prominences are already
marked as hazards, channels can also be marked as navigation routes to be pre-
served. Based on this knowledge, the application shall be able to infer plans for
automatic processing and to evaluate the quality of the generalised data.
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6 https://dl.dropboxusercontent.com/u/85206736/results-1.eps
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Abstract. With the advent of collaborative Web 2.0, spatial data cre-
ation is no more exclusively in the hands of professionals. For example,
linked open data (LOD) promotes a new paradigm for online and freely
accessible spatial information. Noteworthy initiatives in this direction
are Geonames and OpenStreetMap. Moreover, as cities are continuously
changing and growing, Points of Interest (POIs) are no more historical
and their descriptions have to be updated frequently. One appropriate
solution is to encourage participation of voluntary on-site experts to the
process of information gathering and updating. In this context, we pro-
pose a human-enhanced framework, based on linked data principles and
technologies, and devoted to collect, organize and rank user-generated
corrections and completions in order to improve the accuracy and com-
pleteness of Geo-spatial LOD. Metrics have been defined for both human
contributors and contents in order to estimate their reliability. The gen-
erated data introduces an additional linked data layer for hosting the
revised version of the original datasets.

Keywords: Geo-spatial Web, Linked Data, Location-based Applica-
tions, Model-driven Approach, Human Computation, Crowdsourcing.

1 Introduction

Current popularity of Location-Based Services (LBS) is fueling a growing inter-
est for Web geo-spatial data sources. Well known examples of very large geo-
spatial datasets are Foursquare, Google Places and OpenStreetMap. Recently,
some geo-spatial data sources have published their content as linked open data
(LOD). For example, the LinkedGeoData initiative is based on the content of
OpenStreetMap to make it available as RDF knowledge base according to the
linked data (LD) principles. Publishing geographical data as LD is motivated
by many advantages in terms of accessibility and interoperability of the sources,
such as: (i) making datasets accessible by non-proprietary languages and tools
(e.g., SPARQL, GeoSPARQL1, RDF Browsers, Geo LD Browser [3]); (ii) intro-
ducing formal semantics to make data machine processable; (iii) enriching data
with links to external resources (e.g., DBpedia) to set cooperating relationships

1 http://www.opengeo-spatial.org/standards/geosparql
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among data sources; (iv) allowing to query/browse multiple data sources in a
combined way. On the other hand, geo-spatial data suffer from two known draw-
backs: variable quality and description conflicts. The first one concerns updating,
completeness and data accuracy. The second one concerns possible inconsistent
descriptions for the same Points of Interest (POI) from different sources as cities
are growing and new POIs can appear or their features can change. With refer-
ence to quality, geographic data providers such as Geonames and OpenStreetMap
make available simple models for improving data from users’ feedbacks. Con-
cerning conflicts in descriptions, some techniques have been studied to catch
conflicting descriptions for the same POI and integrate them [10,14]. However,
these automatic techniques are not completely effective and are usually not help-
ful if the information is incorrect or missing in all sources. Feedbacks from users
that have knowledge or physical presence in the considered place are therefore
valuable contributions to the data quality. In general, we can say that pushing
the user in the life cycle of geographic data is fundamental for describing the
urban environments.

In this paper, we describe a provider independent framework to collect, orga-
nize and rank user-generated corrections and completions for improving accuracy
and completeness of geo-spatial Linked data that in a preliminary version has
been presented in [11]. Within such framework, the user has different roles as
contributor (on-site volunteer and paid expert). Metrics have been defined to
evaluate both contributors and the user-generated content. Moreover, validated
and ranked user-provided corrections and completions are published as LOD. A
repository for such data is maintained separately from the original data sources
and can be queried jointly with them [4]. The paper outline is the following. In
Section 2, the problem of conflicts is introduced by a simple, but real example.
In Section 3, some relevant literature and approaches about conflicts in Geo
data, data quality and users contribution are discussed; Section 4 presents the
requirements and the conceptual model of the framework; Section 5 introduces
how we assess the quality of the users’ contributions; Section 6 describes the
settings for some evaluation perspectives. Finally, in Section 7 we conclude with
some remarks and future directions.

2 Conflicts in POI Descriptions

The problems of data quality and specifically of conflicts in POI descriptions
may concern different aspects of the description as in the following example. Let
us consider a user’s request to find the nearest hotel to her current position,
submitted to two different geo-data providers (e.g., Google Maps and Microsoft
Bing). The answers obtained by the providers may present various conflicts,
as described in [10]. Different levels of heterogeneities (both in the underlying
data and in the representation), can be identified at cartographic, syntactic,
structural, semantic and geographic levels. For example, they provide slightly
different positions for it on the maps (e.g., approx. 100 meters). The hotel could
be named ”Hotel Maxim” in the first answer and ”Maxim” in the second one and
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there are other differences in the (semantic) details of the descriptions (e.g., web-
site, telephone number, menu, etc.). Besides, the hotel is represented with two
different cartographic symbols or icons on different base-maps (cartographic).
Another type of heterogeneity could concern differences in the positioning of
the same POI. Usually, these differences are related to the adopted positioning
technique that can have different levels of precision. As a consequence, this may
lead to imprecise results for the geo-coding function. Differences in POI names
can be related to spatial databases that lack of frequent updating. Details about
POIs can be different among providers due to lack of updates as well as miss-
ing some common agreements about representation formats for email addresses,
websites/URL, facilities, etc.

3 Related Work

Literature and approaches about conflict management in data integration, qual-
ity assessment of LOD and Volunteered Geographic Information (VGI) are rel-
evant to our discussion.
Conflict in geo-spatial data. Inspired by the works of [12] and [9], we pro-
posed a general solution in [10] to integrate POI descriptions with presence of
conflicts. The work in [13], classifies different types of conflicts (conspicuous/ in-
conspicuous) and presents some detection/resolution strategies to assist humans
for image annotation.
User contribution to data quality. As emphasized also in [5,8], LD prac-
tices give a contribution to the quality of data because of: (i) the adoption of
shared vocabularies which makes explicit the semantics of the data and therefore
increases the possibilities to understand and check it, and (ii) the presence of
links makes it possible to check the consistency of data across different sources.
Considering the domain of geo data, in order to obtain high quality links be-
tween POIs and photos retrieved by social media, the UrbanMatch application
is proposed in [5].
Quality evaluation in crowdsourcing. Crowdsourcing, for example Ama-
zon Mechanical Turk (https://www.mturk.com/) is an example such a type of
platforms, requires new strategies to evaluate involved workers as well as their
outputs. A main motivation for this, is the sparsity of contributions that have
a severe impact on the content quality which is assured, for example, by means
of aggregation and reputation evaluation. In crowdsourcing processes, quality
control has to be considered inorder to filter noisy or ambiguous information
and extract the high qualified reliable one. Some authors had studied the qual-
ity issue in crowdsourcing as cited in [16,15], where the quality control implies
users’ credibility weight based on their mobility patterns, past contributions
(trustworthiness/reputation score).
Quality evaluation in volunteered geographic information. The discus-
sion presented in [7] deals with the quality of volunteered geographic information
(VGI). In particular, this interesting work presents three alternative approaches
for assessing quality of VGI contributions with merits and limits: social, crowd-
sourcing and geographic. Actually, our work is based on the first and the second
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one. Other works, like [6] compare VGI data collections with professional one a
given territory to perform a comparative quality analysis. The authors in [2] had
surveyed many volunteered open geo-knowledge bases and discussed the issue of
their quality. This work had also inspired us to elaborate their point by: (i) in-
troducing two types of users as producers of spatial feedbacks (expert volunteers
and paid), and (ii) assessing users and their activities to have more reliable and
precise information based on the user reputation.

4 Design of the Human-Enhanced Framework

4.1 Requirements

The purpose of the proposed framework is tomaintain an organizeduser-generated
collection of feedbacks about geo-spatial linked data published by LOD sources.
The collection includes corrections generated and validated by users, complemen-
tary information and conflict resolutions. According to a conceptual perspective,
this data constitutes an additional linked corrections layer in the architecture of
geo-spatial linked data. The main motivations for the proposed framework are:
(i) introducing more sophisticated and provider-independent models for collect-
ing and evaluating user-generated feedbacks than the ones currently offered by
geo-spatial linked data providers and (ii) dealing with conflicts in descriptions of-
fered by different providers. Basic requirements of the framework consider that the
new data collection has to be complementary to the existing sources and compliant
to the LD practices as described below:

– The linked corrections layer is published as LOD like the original data.
This means that, each updated POI description includes as well the orig-
inal URI(s) that can be resolved to access the original POI descriptions.

– The linked corrections layer constitutes a mediation layer built over the orig-
inal sources and linked to them.

– Applications and users can browse this layer from any RDF data browser
and query it using SPARQL or GeoSPARQL languages.

Corrections, complementary information and conflict resolutions stored in the
data model as discussed in the following section, are generated and evaluated
based on the users activities (volunteers and paid ones). Conflicts in POIs de-
scriptions can be detected by automatic procedures [10], or they can be reported
by users, and in some cases can be solved automatically too. If this is not possi-
ble, they are submitted to users who are competent about the geographical area
of the relevant POI. Voluntary and paid users have different roles in the frame-
work. A voluntary contributor is a user that has a direct knowledge about the
POI or geo-entity she is providing information about (e.g., on-site expert), and
she acts to share her knowledge and improve the quality of the datasets (e.g.,
as for Tripadvisor users’ feedbacks). A paid user performs human computation
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Fig. 1. Data Model

tasks on the collected data, more precisely she verifies the consistency of infor-
mation uploaded by the voluntary users. The human computation tasks can be
performed through a game with a purpose (GWAP) engagement and rewarding
model [1] or a crowdsourcing platform where the user is rewarded monetarily.

4.2 Description of the Data Model

The data model of the framework is shown in Fig. 1. It describes the data
requirements to process the users’ submissions and evaluations. A User is spe-
cialized as VoluntaryUser and PaidUser. Both have a CompetencyArea that al-
lows to establish competency about POIs. The competency can also be declared
directly by a user (KnowsAbout association). A POI/Element has a URI and rep-
resents a POI or an Element that has received some feedback. A POI/Element

Description is the description of a POI/Element according to a given source.
It maintains the originalURI in the data source and is formed by the set of RDF
triples describing it in the source. A VoluntaryUser provides a Completion or a
Correction as RDF triple to complete/correct a POI Description. A Correction

can also be introduced to correct another Correction considered incorrect by a
peer user. The latter has an important role in evaluating any update or change as
positive or negative, (i.e., a Completion or a Correction) provided by another
user, through the Assesses associations. These evaluations are used to calculate
an overall evaluation of the change and of the voluntary users, as explained in
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Section 6. A change is also analyzed by a PaidUser who expressed its validity
or negates it by performing a CompletionAnalysis or a CorrectionAnalysis.
A ConflictAnalysis is performed by a PaidUser and concerns a conflict that
cannot be solved automatically among the descriptions of a given POI/Element.
The result of this analysis can provide a ConflictSolution in terms of a set of
RDF triples.

5 Estimating the Quality of the User Contributions

As user’ contributions are central in the proposed approach, both users and
their modifications have to be evaluated to filter spammers and biased correc-
tions thus improving their data quality. First of all, we evaluate each contributor
and her changes with appropriate scores. Secondly, we propose a simple mea-
sure of users’ agreement to estimate the overall quality of the output data. It
worths mentioning that quantitative metrics based on objective measurement
(e.g., Single Scoring Algorithm, etc.) and qualitative metrics based on subjective
measurement are essential to the quality control of geo-spatial data. The optimal
solution is to combine both assessments and make any measurement as a multi-
level effort. A plan for monitoring data quality must integrate both technology
and human experience.

5.1 Scoring of Activities and Users

A user’s score is stored in the userScore attribute of the User class (see Fig. 1).
The score calculation is based on: (i) the history of activities performed by
the user and (ii) the history of activities other users performed on these user’s
changes. The user’s score is used to evaluate her trustworthiness or reputation
and is consequently considered also for evaluating the changes she proposes. An
activity provides a positive or negative indication about a change, as shown in
Table 1. A weight is associated for each considered activity based on its relative
importance in the evaluation process. The default weights listed in the table
reflect the subjective measures we have assigned to each activity based on some
preliminary experimentation. The score of a user Uj is evaluated by adapting
a formula proposed for information retrieval queries with positive and negative
feedback [17].

userScoreUj = αU ∗ POSj

nposj

− βU ∗ NEGj

nnegj

∈ [−2,+2] (1)

where POSj and NEGj are weighted sums of performed activities ai concerning
the user Uj:

POSj =
∑

i

count(ai) ∗ wai (2)

where count(ai) is the number of occurrences of ai of positive type. NEGj

is defined similarly. The αU and βU are coefficients to determine the relative
importance of negative and positive components of the score. 0 ≤ αU , βU ≤ 1
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Table 1. User activities considered for scoring

User Activity ai Type Weight wai

(default)

Correction/Completion validated (by Paid-User) + 2
Correction/Completion not validated (by Paid-User) - 0
Correction/Completion with a majority of Neg.assessments (for V-User) - 1.5
Correction/Completion with a majority of Pos.assessments (for V-User) + 1.5
Positive assessment received for the user change (by another V-Peer) + 0.6
Negative assessment received for the user change (by another V-Peer) - 0.4
Assessment produced (by the V-User) + 0.1
Correction made on the user change (by another V-Peer) - 0.5

where:
V-User is a Volunteer who makes the change,
V-Peer is another Volunteer who assesses the change made by the V-User.

and αU + βU = 1. nposj and nnegj are the total number of occurrences of
activities of positive, resp. negative, type concerning the user Uj.

A change Ck proposed by the user Uj is evaluated as followed. Firstly, a
community score is assigned according to the users’ assessments about Ck.

communityScoreCk
= 4 ∗ (αC ∗ POSk

nposk

− βC ∗ NEGk

nnegk

) (3)

The community score ranges in [−2,+2]. POSk and NEGk are defined as for
the user score but considering only assessment activities for the change Ck. The
coefficients αC and βC followed the same constraints defined for αU and βU .
Secondly, a overall score is defined for Ck, as:

overallScoreCk
= αO ∗ communityScoreCk

+ βC ∗ userScoreUj (4)

The coefficients αC and βC define the relative weighting of the scores of Ck and
Uj . Moreover, they follow the same constraints as in the previous definitions.

5.2 Agreement Measure

Furthermore, we propose a measure for users’ agreement as an estimator of the
overall quality of changes. This measure is based on evaluating the coherence of
the corrections submitted and validated for a given RDF triple in a given time
interval. This agreement score could be adopted between a volunteer user and his
peer or between a volunteer and a paid user. We consider a subset {Di1, .., Din}
of the POI descriptions receiving corrections in a given time interval [t1, t2]. Ac-
cording to the data model presented in Sect. 4.2, a correction specifies an RDF
triple in order to correct another RDF triple associated with the description. For
each description Dj in {Di1, .., Din}, we consider every triple rjk associated with
Dj , produced in the interval [t1, t2] that has received at least one correction. An
agglomerative hierarchical clustering procedure is applied to the set of RDF triple
corr(rjk) that corrects rjk in order to get one ormore clustersCjl. Therefore, each
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cluster is formed by corrections that are considered coherent for the same triple.
As similarity measures are used in the clustering procedure, we rely on standard
metrics provided by the SILK link discovery tool2 also discussed in. Specific stan-
dardmetrics have to be used for data when we dealt with the geographic positions.
The agreement on corrections on {Di1, .., Din} is defined as:

corrAgreement[t1,t2]({Di1, .., Din}) = |{rjk}|
|{Cjl}| (5)

Ideally, this coefficient is 1 when all the corrections concerning each triple rk
are coherent. In this case, for each rk, its corrections are recognized as similar
and all of them are grouped into the same cluster. On the contrary, values of
corrAgreement[·](·) that are less than 1 indicate a higher number of clusters,
which means a lower coherence between corrections. This may denote the pres-
ence of malicious and/or wrong corrections among voluntary users for the same
POI.

6 Evaluation Perspectives

In this section, we discuss some evaluation perspectives we are following in order
to: i) assess the ability of our approach to give meaningful results for the end
user; ii) verify the usability for both contributors and end users in such system.
Unfortunately, as far as we know, no test sets are available for the collections
of user’s feedbacks in multi-provider geo-spatial data domain so most of the
evaluations will be performed after the implementation of a prototype.

– Evaluation of the offered functionalities compared to other tools for quality
assurance of open geo-spatial data sets. Specifically, we distinguish between
tools that rely completely on users (e.g., OpenStreetBug3 and Skobbler4.
And those with error detection capabilities (e.g., KeepRight5). Our frame-
work offers more advanced management and evaluation metrics of user feed-
backs w.r.t. these tools and it could exploit the output of the automatic tools
in order to discover inconsistencies to be submitted as corrections for users.

– Evaluation of completeness and accuracy of the produced data. Output from
a set of contributors who perform activities as volunteers and paid ones are
collected. Then, two possible experimentations can be performed: (i) com-
parison of the results, ranked according to the scoring metrics (Sect. 5), with
the content of the original reliable data sets. The comparison is performed
as per a set of standard spatial data quality parameters as listed in [6]; (ii)
considering a limited portion of territory, a group of users that are experts
about this territory can assess according to the framework some selected
POIs. The feedbacks are ranked according to the scoring metrics and the
result is compared with a manually produced ranking.

2 http://wifo5-03.informatik.uni-mannheim.de/bizer/silk/
3 http://openstreetbugs.schokokeks.org/
4 http://www.skobbler.com/
5 http://keepright.at/
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– Evaluation of the usability concerning the different roles of users and based
on the system workflow of users activities and interface.

– Evaluation of the data coherence. The purpose is to test the robustness
of the metrics described in Sect. 5 for such type of sabotage. We simulate
some malicious users (noisy or spammers) by performing some activities (i.e.,
inserting wrong contributions) to damage the data set.

7 Conclusions and Future Work

Improving the data quality of large data sets by the public GIS participation
is challenging but essential for maintaining up-to-date geo-spatial data sources.
In this paper, we described a framework for managing and providing a collec-
tion of updated data published by linked open data sources. The collection is
built by paid and volunteered contributions to resolve conflicts for each POI
or update/improve its description. A scoring mechanism has been introduced
for evaluating both users and their changes. With such kind of evaluation, as
mentioned in Sections 4 and 5, we had considered some critical implications of
crowdsourcing, such as the reliability of contributors after ranking them based
on their scores. In future work, we will extend the model to include the timeliness
of the contributions. Our framework will be finalized with the definition of an
ontology for the published data. We are adopting for this task the methodology
proposed by the authors of GeoLinkedData in [18] that focuses in particular on
vocabularies reuse. Other planned work includes continuing the implementation
of the framework as well as performing some quantitative evaluations for the
different use cases as discussed in Section 6.
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16. Nowak, S., Rüger, S.: How reliable are annotations via crowdsourcing: a study
about inter-annotator agreement for multi-label image annotation. In: Proceedings
of the International Conference on Multimedia Information Retrieval, MIR 2010,
pp. 557–566. ACM, New York (2010)

17. Rocchio, J.J.: The SMART Retrieval System - Experiments in Automatic Docu-
ment Processing. In: Relevance Feedback in Information Retrieval, Prentice Hall,
Englewood (1971)

18. Vilches-Blázquez, L.M., Villazón-Terrazas, B., Saquicela, V., de León, A., Corcho,
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Abstract. Disaster management requires that various geospatial data producers 
and users collaborate in an ad hoc manner, despite their different backgrounds 
and contexts. While semantic interoperability is meant to support meaningful 
sharing of geospatial data, semantic interoperability approaches that were de-
signed for static and closed environments, or that do not address the particulari-
ties of geospatial data, are not suitable for supporting disaster management. In 
this paper, we present the Real-Time-CPAR prototype for enabling real time se-
mantic interoperability in ad hoc network of geospatial databases that can answer 
the needs of disaster management. The prototype comprises four main services 
for discovering coalitions of geospatial databases; semantic enrichment; seman-
tic reconciliation of heterogeneous databases and propagation of geospatial que-
ries. We demonstrate how this tool can contribute to disaster management. 

Keywords: Ad hoc networks, Disaster management, Real time systems, Se-
mantic interoperability. 

1 Introduction 

When populated regions are affected by natural of human disasters, emergency  
authorities need real time information about the material damages, available resources 
and their geographical location (Goodchild 2006). An interoperable platform for  
accessing heterogeneous data could support this need. Semantic interoperability is a 
major challenge in GIScience and disaster management (Cutter 2003). Semantic  
interoperability is the knowledge-level interoperability that provides databases with 
the ability to resolve semantic heterogeneities arising from differences in the meaning 
of concepts (Park and Ram 2004). Several semantic interoperability frameworks for 
the geospatial domain have been proposed (Bishr 1998; Kuhn 2003; Lutz et al. 2003; 
Bian and Hu 2007; Staub et al. 2008). In ad hoc networks, the databases that have to 
interoperate are not known in advance. Semantic interoperability approaches that 
were dedicated to a limited number of sources are not appropriate for distributed  
environments such as ad hoc networks, due to their thigh coupling and their lack of 
flexibility (Tsou and Buttenfield 2002). Also, existing semantic interoperability 
frameworks that are designed for dynamic environment such as peer-to-peer networks 
are based on poor knowledge representations that are not complex enough to deal with 
geospatial concepts. Frameworks for interoperability in the geospatial domain do not 
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integrate the capacities that are required to deal with the dynamicity of networks, such 
as performing semantic matching at run-time, or using different interoperability strate-
gies when requirements are changing. This paper presents the Real Time CPAR proto-
type for real time semantic interoperability in ad hoc networks or geospatial databases. 
Real Time CPAR addresses both requirements of the geospatial domain and of dy-
namic, ad hoc networks. This prototype’s major components are the following: a ser-
vice for the discovering and formation of coalitions of geospatial databases to support 
geocollaboration; a service for semantic enrichment; a service for automating the se-
mantic reconciliation process that is suitable for geospatial concepts, and a service for 
propagating geospatial queries to relevant nodes of the network. We demonstrate that 
the prototype is useful for supporting disaster management tasks. 

2 Moving from Semantic Interoperability to Real Time Semantic 
Interoperability in Ad Hoc Networks of Geospatial Databases 

While there are many semantic interoperability approaches, new problems arise when 
we consider ad hoc networks of geospatial databases, in opposition to “traditional” 
semantic interoperability. Geospatial databases that were developed by different 
communities are affected by semantic heterogeneities. We must solve heterogeneities 
caused by thematic differences, but also by different representations of the spatial and 
temporal features of concepts. Resolving semantic heterogeneities requires addressing 
two complementary issues: representing semantics of geospatial data, and discovering 
semantic relationships between geospatial concepts. Ontologies are used to represent 
semantics of data. Ontologies are composed of concepts, relations, properties and axi-
oms that represent a domain of interest (Agarwal 2005). Fonseca et al. (2002) have 
proposed the ontology-driven geographic information system (ODGIS) to resolve het-
erogeneity of geographic data. Ontologies are components that describe the view of a 
given geospatial information community (GIC). By browsing through ontologies, the 
users access information available in the embedded knowledge of the system. This 
approach is suitable for a limited number of sources only. Also, ontologies alone are 
not the complete solution, since they are themselves semantically heterogeneous and 
their degree of semantic explicitness is varying. In the ontology development process, 
some knowledge is left implicit. For instance, geospatial concepts are often described 
by definitions (e.g., “floodplain is a meadow that is adjacent to a river”), which can-
not be easily and straightforwardly exploited to automatically compare concepts, 
since they are not formalized. Other implicit knowledge about geospatial concepts in-
clude the context of the concept (e.g., river in the context of flooding or dryness), and 
dependencies between features of concepts (e.g., the geometrical representation of a 
river is related to its width). Leaving knowledge implicit makes differences in mean-
ing undetectable. A comprehensive representation of semantics is required.  
 Discovering semantic relationships among geospatial concepts is the goal of seman-
tic mapping. Many semantic mapping frameworks aim at discovering quantitative  
relationships (a semantic similarity value), and few aim at discovering qualitative rela-
tionships (equivalence, inclusion, overlap, etc.). Some semantic similarity frameworks 
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are dedicated to compare geospatial concepts (see Schwering 2008). Nevertheless, 
these models do not consider semantics of spatial and temporal features in a separated 
manner. For example, the G-Match model (Hess et al. 2007) considers that two  
geospatial concepts with different geometric primitives (e.g., point vs. line) are  
geometrically different and two geospatial concepts having the same geometric primi-
tive are geometrically equivalent. However, the same geometrical primitive (e.g. sur-
face, for the concept house) may represent two different parts of the same object (e.g., 
roof and foundation). In the broader domain of semantic matching, existing approaches 
often integrate several matching techniques, which were classified by Euzenat and 
Shvaiko (2007). Among those approaches, none use the dependencies between the fea-
tures of a concept as valuable structure to discover semantic mappings. In addition, the 
resolution of semantic heterogeneities is not the only issue that must be addressed to 
ensure real time semantic interoperability in dynamic and open environments. Because 
of the large number of sources, we cannot assume that users know which sources are 
relevant to their needs. Therefore, a solution to structure the network (at the semantic 
level) into groups of databases is needed. Such a semantic structure would support dis-
covery of relevant sources, and propagation of users’ queries to these sources. While 
there exist semantic grouping approaches for networks (e.g., Montanelli and Castano 
2008), these approaches were developed for generic peer-to-peer systems and are not 
adapted to geospatial domain. In addition, we need to consider that the groups that are 
formed in the network are dynamic; as a result, the semantic interoperability process 
must constantly adapt to the changes. While some semantic interoperability frame-
works dedicated to dynamic environments exist (e.g., Keeney et al. 2006), they focus 
on automatic semantic mapping but do not address the need for adapting the interop-
erability solution to current changes of the network. 

3 Requirements Related to Disaster Management 

In comparison to static situations, the tasks related to disaster management impose 
more constraints on semantic interoperability processes (Goodchild 2006). Table 1 
provides some examples of tasks that may take place during the different phases of 
the disaster management cycle.  

We have identified the characteristics that should guide the development of a se-
mantic interoperability approach suitable for disaster management: (1) Organisms that  
 

Table 1.   Example of tasks related to disaster management 

Disaster management phase Task example 
Response Coordinate the allocation of rescue personnel; localise 

logistical support and resources 
Recovery Produce maps of damages to infrastructures 

Reconstruction Monitor land use; Identify building characteristics and 
occupancy 

Preparation Produce risk maps; Determine potential evacuation plans 
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must collaborate are not known in advance; no common agreement on knowledge 
representation can be assumed, and semantic heterogeneity is high between their geo-
spatial databases; (2) Actors of disaster management must be able to form collabora-
tive groups for short-lived needs; (3) Actors of disaster management must obtain fast, 
up-to-date, but accurate response to their queries; (4) To ensure effective communica-
tion, conflicts on the meaning of shared data must be detected and resolved rapidly; 
(5) Actors of disaster management must access static data (e.g., information on  
building occupancy, demographic data) and dynamic, operational data (water levels, 
damage detection, meteorological conditions). In the following, we present the archi-
tecture of the Real Time CPAR prototype to address the above requirements. 

4 Architecture of the Real Time C-PAR Prototype 

An ad hoc network is an open network where nodes (often representing wireless de-
vices, mobiles, geospatial databases, etc.) can move freely, enter or leave the network. 
The Real Time CPAR (Coalition-Propagation-Augmentation-Reconciliation) proto-
type’s architecture (Fig. 1) comprises the services required to achieve real time se-
mantic interoperability in ad hoc networks of geospatial databases.  

 

 

Fig. 1. Architecture of the Real Time CPAR prototype 
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(1) an OWL description of the database’s context. The context is defined by (a) the 
geographical location covered by the entities stored in the database; (b) the time pe-
riod during which these entities existed; (c) the domain described by the database 
(road network, demography, etc.); (d) the role of the database (monitor water levels, 
describe buildings, etc.). The purpose of the context description is to support the dis-
covering and formation of coalitions of geospatial databases that have similar con-
texts, and the propagation of geospatial queries to the relevant nodes of the network. 
(2) a list of queries that the node had previously answered. This list is called the 
memory. It is useful for propagation of geospatial queries.  
A node has access to the four following services:  
Geospatial Database Coalition Discovering Service. This service is responsible for 
the discovery of groups of nodes which users may collaborate toward a common goal. 
These groups are called coalitions of geospatial databases. This service is 
implemented as an autonomous node in the network which other nodes can request. 
The discovering of coalitions is enabled by a coalition mining algorithm that uses 
network analysis techniques to find nodes that may act as central attractor for other 
nodes. For example, a node may be an attractor node when its database’s context is 
more general than the contexts of several other nodes’ databases. This coalition 
mining algorithm resolves semantic heterogeneity conflicts between contexts. The 
geospatial database coalition management service also comprises a coalition browser 
where users can visualize a dynamic hierarchy of existing coalitions in the network. 
Coalitions support collaboration but also facilitate the discovery of relevant sources. 
Details on the group discovery approach are in (Bakillah and Liang 2012).  
Multi-View Augmented Concept (MVAC) Enrichment Service. This service is 
responsible for enriching the semantics of the ontologies that describe geospatial 
databases. This service addresses the problem of poor knowledge representation. It is 
a fundamental issue for improving semantic interoperability because the more the 
semantics of data is complete, the more users of different databases can resolve 
semantic conflicts and avoid misinterpretation of shared data. Existing definitions of 
concepts are not always sufficient to represent all the semantic richness of geospatial 
concepts. In addition, semantics may be implicit (not formalized). We have 
previously proposed a new model for representing concepts, namely, the Multi-View 
Augmented concept (MVAC). In this concept model, each view represents the 
definition of the concept under a specific context, and the concept is augmented with 
the implicit dependencies that can be discovered between its features (properties and 
relations) with rule mining techniques. An example of such dependency is between 
the spatial property altitude and the thematic property flooding risk: Altitude (land, 
low)→ Flooding Risk (land, high). The MVAC component takes as input the 
ontologies and generates ontologies with MVAC concepts through the following 
steps: (1) extract the possible contexts with pattern detection; (2) extract a view for 
each context, and (3) augment the concepts with dependencies. The description of the 
MVAC tool is provided in (Bakillah et al. 2012a).  
G-MAP Enriched Real Time Semantic Mapping Service. The semantic mapping 
service takes as input the MVAC concepts and automatically computes qualitative 
semantic relations among them (equivalence, inclusion, overlap, disjoint). The 
semantic mappings depend on the chosen context. This means that a user can select 
the most appropriate context to its situation and the semantic mapping service uses the 
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definition of the concept valid in that context. The advantage is a context-dependent 
semantic interoperability solution tailored to user's needs. In addition, the semantic 
relations are decomposed according to the spatial, temporal and thematic dimensions. 
The global semantic relation between two concepts is obtained by merging the three 
dimensions. The other contribution of this semantic mapping approach is its 
augmented matching feature. The augmented semantic mapping reasoning engine 
takes as input the semantic mappings computed by the basic semantic mapping 
reasoning engine and tries to improve it by running a structural matcher that compares 
dependencies of MVAC concepts. The automatic computation of semantic mappings 
is ensured by logic inference rules. The reasoning process is based on the verification 
by the reasoning engine that all conditions stated in a mapping rule for a semantic 
relation to be true are verified. Details on this semantic mapping approach are 
provided in (Bakillah and Mostafavi 2010). 
 Query Propagation Component. This service resolves the problem of determining 
to which nodes this query should be sent in order to obtain the required data. The 
result is an oriented graph, where nodes are the selected databases and directed arcs 
are paths along which the query is routed. The distinction of our approach with 
respect to other query propagation approaches (e.g., Montanelli and Castano 2008) is 
that it does not rely on existing semantic mappings between ontologies. Therefore, the 
propagation graph only determines the minimal number of databases that should be 
mapped, reducing the cost of the semantic mapping. With the strategy manager, the 
user can select three different propagation strategies: 
(1) The coalition-based strategy uses coalitions to send a query to set of databases, 
based on a comparison of the query’s context with the context of coalitions.  
(2) The context-based strategy determines the propagation graph according to context 
similarity between the query and the databases’ contexts; it is intended to be used 
inside the scope of a single coalition.  
(3) The collective memory-based strategy uses the knowledge that users of databases 
have about queries that were previously answered to forward queries to relevant 
databases. Queries are forwarded to databases that have successfully processed 
similar queries in the past. 
For each strategy, the strategy manager deploys different matchers for comparing 
contexts, queries and coalitions. The approach for query propagation is detailed in 
Bakillah et al. (2012b). 

5 Real-Time CPAR Prototype for Disaster Management 

The objective of the REAL-TIME CPAR prototype is to search and discover geospa-
tial databases that can form relevant coalitions, improve the semantics of data with the 
MVAC model, and find the concepts that are relevant to a given geospatial query. The 
architecture has three main components: the Coalition Discovering and Visualization 
component, the MVAC Generation and Visualization component, and G-MAP Se-
mantic Mapping component. The data used to demonstrate the approach come from 
various sources, including the National Topographic Database of Canada (NTDB), 
the Quebec Topographic Database (BDTQ), data sets on disasters (flooding, earth-
quakes and tornados) in North America, and the Topographic and Administrative  
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Database of Quebec (BDTA). We have developed a set of geospatial database’s  
context descriptions, ontologies for databases, and instances, using OWL ontology 
language, based on specifications of the above data sets. The spatial and temporal de-
scriptors of concepts were defined manually based on textual definitions of concepts. 
We demonstrate the prototype with a scenario where a user searches for watercourses 
that are near a given residential area, in order to assess flooding risk in diverse  
regions of North America in the last decade. First, the user runs the coalition-
discovering component that displays the resulting coalitions in a Coalition Tree. The 
Coalition Tree allows the user to browse the list of coalitions according to a taxo-
nomic classification based in the chosen features: role, domain, geographical location 
and temporal validity period. The coalition-discovering component integrates a coali-
tion-mining algorithm based on network analysis. In this example, the coalitions are 
classified according to the role feature (Figure 2).  

 

 

Fig. 2. The results of the coalition discovering service  

The hierarchy of roles is build by classifying all roles of coalitions according to is-
a (subsumption) relation between roles. For instance, the category “coalitions for dis-
aster management” includes the category “coalitions for flooding management”. The 
coalitions serve as a basis for supporting collaboration, but also for facilitating the 
search of relevant geospatial databases. Notably, the coalitions partition the network 
in a way that supports query propagation. The query is composed of a concept and of 
the context of the query. For example, the following query is about the concept 
“flooding risk zone,” in the geographical location “Canada,” during the time period 
2010-2011, with “hydrography” as domain and “produce risk map” as a function:  
<owl:Class rdf:ID="FloodingRiskZone"/>  



114 M. Bakillah and S.H.L. Liang 

 

<owlx:ObjectProperty owlx:name="InGeographicalLocation">  

 <owlx:domain owlx:class="FloodingRiskZone"/>  

 <owlx:range owlx:class="Canada"/>  

</owlx:ObjectProperty>  

<owlx:ObjectProperty owlx:name="TimePeriodBegin">  

 <owlx:domain owlx:class="FloodingRiskZone"/>  

 <owlx:range owlx:class="2010"/>  

</owlx:ObjectProperty> 

<owlx:ObjectProperty owlx:name="TimePeriodEnd">  

 <owlx:domain owlx:class="FloodingRiskZone"/>  

 <owlx:range owlx:class="2011"/>  

</owlx:ObjectProperty> 

<owlx:ObjectProperty owlx:name="InDomain">  

 <owlx:domain owlx:class="FloodingRiskZone"/>  

 <owlx:range owlx:class="Hydrography"/>  

</owlx:ObjectProperty> 

<owlx:ObjectProperty owlx:name="Function">  

 <owlx:domain owlx:class="FloodingRiskZone"/>  

 <owlx:range owlx:class="ProduceRiskMap"/>  

</owlx:ObjectProperty>  

 
The propagation graph is displayed as a tree where the databases that were selected 
are identified. The databases that are closer to the graph’s root are considered as more 
relevant, because their context is semantically closer to the query. For example, the 
DB20 is a database about hydrological disaster in the Quebec province, while DB6 is 
the Natural Risk Database for Canada, which also contains data on other types of 
disasters. The propagation graph is a tree because the query propagation algorithm 
avoid cycles by removing nodes that have already received the query. When the user 
has identified the relevant sources of the network as determined by the query 
propagation service, before he or she submits a query to the databases, the MVAC 
tool generates MVAC concepts from databases’ ontologies of the coalition. The 
MVAC tool allows to visualise the MVAC representation of the query concept (ex: 
watercourse) and select the relevant view according to context, for example, 
“flooded”, which is a situational context (upper part of Figure 3). It also displays the 
dependencies that augment the concept, for example function(watercourse, 
navigable)→ is-a(watercourse, sea route) and water level(watercourse, high)→ 
runoff(watercourse, continuous). The G-MAP produces mappings according to the 
view selected by the user, making this matching tool more flexible. The G-MAP tool 
shows the concepts that were matched with the query concept watercourse as a tree 
were nodes are databases and sub-nodes are matched concepts (bottom left of Figure 
3). When a user selects a matched concept, the G-MAP tool displays the thematic, 
spatial, and temporal components of the mappings, as well as the spatiotemporal 
conflicts that were detected during the mapping process. For instance, while the 
concept stream matches the concept watercourse, stream may not be a relevant 
concept for the user, considering that the spatial extent of stream represents the bed of 
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the stream, while the spatial extent of the query concept watercourse represents the 
flooded area. The geometries of watercourses and streams objects stored in respective 
geospatial databases are therefore not comparable. This is a conflict that existing 
semantic mapping tools do not explicitly detect but that is fundamental for the correct 
interpretation of shared geospatial data. Additionally, the G-MAP tool displays the 
elements of MVAC that were matched with the augmented mapping functionality 
(augmentation impact), for example, the match between sea route and shipping lane. 
 

 

Fig. 3. The semantic enrichment and real time semantic mapping services 

5     Conclusion  

In this paper, it was explained that real time semantic interoperability is a critical is-
sue for disaster management. A prototype for a real time semantic interoperability in 
ad hoc networks of geospatial databases was proposed. This prototype, called Real 
Time CPAR, integrates the services required to address both constraints posed by 
geospatial semantics and constraints posed by dynamic, decentralized environments 
such as ad hoc networks. The prototype includes services for the formation of coali-
tions of geospatial databases, semantic enrichment service, an augmented real time 
semantic mapping process that consider space, time and theme as distinctive compo-
nents, and a multi-strategy real time query propagation approach. The combination of 
these four services in the prototype ensures meaningful sharing of geospatial data in 
real time. The prototype demonstrates the ability to reduce risks of misinterpretation 
of shared data in a disaster management situation where reliability of information and 
respect of time constraints are crucial.  
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Abstract. Currently, vast amounts of geospatial information are offered
through OGC’s services. However this information has limited formal se-
mantics. The most common method to search for a dataset consists in
matching keywords to metadata elements. By adding semantics to avail-
able descriptions we could use modern inference and reasoning mecha-
nisms currently available in the Semantic Web. In this paper we present a
novel architecture currently in development in which we use state of the
art triplestores as the backend of a CSW service. In our approach, each
metadata record is considered an instance of a given class in a domain
ontology. Our architecture also adds a spatial dataset of features with
toponym values. These additions allow us to provide advance searches
based on 1) Instance to class matching, 2) Class to class subsuming rela-
tionships, 3) Spatial relationships resulting from comparing the bounding
box of a metadata record with our toponym spatial dataset.

Keywords: Semantic Web,ontologies, geodata discovery, catalogues,
OGC services.

1 Introduction

Currently there is a vast amount of spatial information available on the web
though services such as WFS, WMS or SOS to mention some. This information
allows scientists to perform complex analysis. Goodwin (2005) used the term
smart queries to describe analysis that combine heterogeneous datasources in
order to solve complex problems [1]. Our field of interest is the use of hetero-
geneous datasources to perform spatio-temporal smart queries using Semantic
Web tools. In previous work [2] we presented our research on spatio-temporal
operators, using local data repositories. The next logical step in the evolution of
our work is to integrate it to the SDI (Spatial Data Infrastracture). The term
SDI was first introduced by the U.S. National Research Council in 1993. It refers
to a set of technologies, policies and agreements designed to allow the sharing
of spatial information and resources between institutions [3]. The Spatial Data
Infrastructure has a service oriented architecture. In such infrastructure, func-
tionalities such as storage and data search are carried out through Web services.
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The typical work flow involves: 1) The discovery of a data source, 2) The down-
load of relevant geo spatial data, 3) The use of appropriate analytical methods
and 4) The visualization of the results on a suitable map.

In order to integrate our work with the SDI we need to find and retrieve
pertinent online datasets. OGC has introduced a standard for catalogue services
called CSW. A server implementing this standard has access to a metadata
repository. It allows the search of spatial data or web services using open criteria
(i.e. free text as a search in a search engine) or using more specific criteria (title,
coordinate system, data type, etc.). Servers implementing CSW are also able to:
synchronize their content with other catalogues, add, modify or delete metadata
records. They are also able to harvest metadata from other OGC services [4]. Like
other OGC standards CSW implements OWS Common, which describes basic
features shared by all of them. These common elements are basic parameters
and data structures used in the request or response from web service operations.
The standardization proposed through OWS Common serves as support for the
interoperability of OGC web services [5].

Our broad goal is to implement smart queries using data repositories avail-
able in the SDI. The use of the different services involved in a SDI raise several
semantic challenges. Most semantic problems arise due to the lack of significant
content descriptions. As a consequence the resulting ambiguities are then prop-
agated throughout the process of data [6]. The discovery of datasets is currently
done though OGC CSW. However the search of records is done using a string
matching process, not considering the semantics of the metadata information
[7]. Greatly improved results would be obtained if catalogue services are able
to use the hierarchical relationships between elements and concepts achieving in
this way semantic interoperability [8]. Fortunately, nowadays there are tools in
the field of semantic web, like Sesame, Jena, SPARQL/GeoSPARQL and diverse
triplestores, that offer storage, query and retrieval capabilities of information
with semantic annotations. In this paper we present our work on the storage
and retrieval of metadata records using a triplestore. We developed a proof of
concept CSW service that is able to retrieve metadata records by mapping a
subset of CQL operators to SPARQL/GeoSPARQL. In section 2 we describe
other works in this field. In section 3 we describe our implementation. Finally
we present our conclusions and future work in section 4.

2 Related Research

Catalogues are a core component of the Spatial Data Infrastructure. The most
used catalogue specification is the one proposed by the OGC: CSW. A service im-
plementing CSW handles descriptions of datasets and services, formatted as ISO
19115:2003. The descriptions include information regarding the extent, quality,
spatial and temporal characteristics as well as the distribution rights of a given
dataset. A CSW service handles its requests and responses using the HTTP
protocol using the GET and POST method [8].
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Previous researchers have identified limitations on traditional CSW services.
The string matching process as the only query option is mentioned in [9] [7] and
[8]. In these works authors explore options to add semantic capabilities to CSW
overcoming this limitation.

In [8] the author describes the CSW limitations by evaluating GeoNetwork, a
popular open source CSW implementation. The author identifies three ways in
which it is possible to add semantic annotations to the CSW: 1) By associating
keywords to concepts using the getCapabilities response. 2) By adding a link
in the GeoNetwork client interface to a ontology browser. In this way the user
instead of using keywords, would be able to utilize the hierarchical structure
to identify the topic that best suits her interest. 3) Adding ontologies as an
extension package using ebRIM. The author concludes that the third option is
the most suitable.

Yue et al. (2006) extend the ebRIM CSW specification by: 1) adding new
classes based on existing ebRIM classes; and 2) adding Slots to existing classes,
thus creating new attributes. As a result they are able to store richer metadata
records in the catalogue. The authors identified two possible options to imple-
ment a search functionality: 1) create an external component without further
modification of the CSW schemas; 2) modify the CSW adding semantic func-
tionalities to the existing CSW schemas. In this research they choose for the first
option [9]. Yue et al. (2011) extends this work, adding further development in
the field of geoservices [7].

A different approach is used by [10]. In this research the goal is to provide
access to data stored in CSW as Linked Data. In order to achieve this goal
the authors developed CSW2LD, a middle layer on top of a conventional CSW
based server. It allows the server to mimic other Linked Data sources and publish
metadata records. CSW2LD wraps the following CSW requests: GetCapabilities,
GetRecords and GetRecordById.

A very interesting work in progress is described in [11]. This is a website
describing a proposal by a team from the GeoNetwork developer community.
The authors intend to perform a major change in GeoNetwork, allowing it to
store metadata as RDF facts stored in a RDF repository. They intent to use
SPARQL/GeoSPARQL to retrieve data. The website describe technical char-
acteristics of GeoNetwork and mentions fields that require work in order to
implement the project. Currently the constraints that filter the search are en-
coded using an OGC standard based on CQL [12][13]. As indicated in [11] a
CSW implementation that uses a triplestore needs to map the constraints to
SPARQL/GeoSPARQL which are current W3C recommendations [14][15]. How-
ever there is scarce research on this topic. By the time we wrote this paper, there
was no further development in this project and the website was last updated by
the end of October of 2012.

In the next section we describe how we deal with some of the challenges
already identified by previous researchers.
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Fig. 1. A)Proposed CSW architecture (The triple store works as a metadata reposi-
tory). B)Dummy domain class ontology.

3 Implementation

The complete implementation of the CSW standard is not a trivial task. By
implementing the whole standard, a CSW would be able to manage a wide
range of elements for metadata records and respond to the queries using multiple
formats. However the number of queryable elements that must be implemented
in a service of this nature is small. A CSW must implement query operations
to at least the 15 classic Dublin Core metadata terms. It should also be able to
respond to queries using the csw:SummaryRecord format [16].

In order to provide semantic capabilities to catalogue, we decided to de-
velop a proof of concept CSW implementation using only the minimum ele-
ments and operations. Figure 1A depicts the architecture we are using. We use
a Parliament triplestore as our data repository connected to a Java servlet.
Our servlet transforms 1) requests from clients into queries processable by the
triplestore, and 2) the triplestore response into a xml document that follows the
csw:SummaryRecord format.

Our goal is to implement a CSW able to:1) Retrieve records based on an
ontology class taxonomy; and 2) Retrieve records based on spatial relationships
with elements with toponym values (For instance records located within the
element known as “Burgundy”).

In order to take advantage of the spatial capabilities of our triplestore we
must use geo:SpatialObject as a superclass and geo:Feature as its immediate sub-
class. Then we are able to use spatial operators in all the instances of the class
geo:Feature and its subclasses [15]. In our implementation we create two main
subclasses of geo:Feature: MetadataRecord and ToponymUnit. All the required
Dublin core elements are associated with the class MetadataRecord. Additional
elements are linked to dc:Publisher and dc:Description. The class ToponymU-
nit represents spatial elements with toponymic values in our ontology. Both
ToponymUnit and MetadataRecord implement the property geo:hasGeometry
which links to a geometry element, which itself can be linked to a WKT spatial
representation (sf:wktliteral) with the property geo:asWKT. Figure 2 depicts the
created classes, properties and relationships.

Knowledge stored in domain ontologies can be used by creating subclasses
of MetadataRecord. The knowledge represented in the relationships between the
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Fig. 2. Proposed ontology and relationship with external domain ontologies

classes can easily be added to the queries. We propose to map each metadata
record as an instance of a given domain ontology class. To achieve this goal, we
plan to harvest keywords from existing metadata elements, such as keywords,
abstract, title, etc, and use this information to find the most suitable class based
on specifications of the domain ontology. We propose to use a method based
on research conducted by Werner et al. (2012) [17]. This part of the system is
still in development. Figure 1B depicts a dummy ontology with a taxonomy of
classes. Using the dummy ontology, if the user requests for metadata records of
class C, due to the class relationship, the system would also return instances of
classes E, F, and G.

The metadata records in our research were created by harvesting a set WFS
services. We use a custom made tool, developed with Java. Our tool submits
a GetCapabilities request to a WFS, and parses the response in order to iden-
tify relevant elements. Currently we harvest the following elements: a) provider
Name, b) contact individual name, c) contact position name, d) type Name, e)
abstract, f) keywords, g) default spatial representation system, h) the URL of
the GetFeatures request, and i) the bounding box of the dataset. Being this a
proof of concept application we considered these to be enough elements.

To feed our ontology with toponymic elements we are importing datasets
available in vector format. We want to use global datasets of administrative
units (Countries, provinces, states, etc.). Brigham et al.(2011) evaluated three
global datasets: 1) GAUL, developed by FAO and the European Commision,
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2) GADM, developed by the University of California, Berkeley and the Inter-
national Rice Research Institute, and 3) UNSALB, developed by the United
Nations Geographic Information Group. They concluded that GAUL showed
better completeness and accuracy[18]. We intended to use the GAUL dataset for
evaluation purposes. However, by the time of writing this paper, our request was
still on process. In the meantime we are using an alternative provided by Esri
and DeLorme Publishing Company, Inc. under a Creative Commons Attribution-
Noncommercial-Share Alike 3.0 United States License. This dataset depicts the
subnational and national boundaries updated with 2011 information [19]. We
plan to update our toponym dataset as soon as a better dataset is available.

The most used CSW request is GetRecords. A typical request includes a set
of pairs of the form (parameter=value). The CSW server filters out results that
do not meet the criteria specified in the parameter constraint. These constraints
are encoded using OGC compliant syntax based on CQL.

In our implementation we submit GetRecords requests. Our server application
parses the request and extracts the value for the constraint. We encode our con-
straint using a subset of the OGC specification, to which we have added elements
to describe instanceOf relationships. The user can link multiple constraints us-
ing the operator AND. We also allow the use of an optional boolean element
NOT, to indicate that elements matching certain criteria, should be removed
from query results. Our servlet reads the constraint and maps it to suitable
SPARQL/GeoSPARQL syntax. The mapping is done using a Java application
developed by us. Currently our application supports the following predicates:

– PropertyIsInstanceOf To constrain the class membership. This is a custom
property, not included in the OGC specification.

– PropertyIsEqualTo To compare queryable metadata elements to text strings.
– PropertyIsLike To make partial comparisons between queryable metadata

elements and text strings.
– Within To specify that the bounding box of the metadata record must be

inside a given toponym unit.
– Intersect The bounding box of the metadata record should intersect the

geometry of the toponym unit.
– DWithin To define a buffer zone around a given toponym unit and compare

it with the bounding box of a metadata record.

Currently, we are using Parliament as our triplestore. We decided to use Par-
liament due to its good performace, supported capabilities and its open source
nature. Parliament support for GeoSPARQL includes multiple functions and
operators allowing users to perform complex spatial queries. Once installed it
allows users to access it though an HTTP SPARQL endpoint [20] [21]. Our
implementation interacts with Parliament using Java with Jena libraries.

Next we show examples of constraints.The original constraints follow the
OGC XML filter specification, however they are not fully compliant because
of our add ons (InstanceOf, ToponymUnit). The constraints are mapped to
SPARQL/GeoSPARQL using a java application.
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Example 1. Metadata records corresponding to ontology domain class A.

<PropertyIsInstanceOf>

<PropertyName>a</PropertyName>

<OntClass>xyz:A</OntClass>

</PropertyIsInstanceOf>

SELECT ?metadatarecord

WHERE {

?metadataRecord a abc:MetadataRecord.

?metadataRecord a xyz:A. }

The namespace abc: links to our implemented ontology. Class xyz:A is part of our
Dummy ontology, and is a subclass of abc:MetadataRecord. The results of this
query will include the instances of xyz:A as well as instances of all its subclasses.

Example 2. Metadata records corresponding to ontology domain class B, that
include the word water among their keywords.

<and>

<PropertyIsInstanceOf>

<PropertyName>a</PropertyName>

<OntClass>xyz:B</OntClass>

</PropertyIsInstanceOf>

<PropertyIsLike wildCard="*" singleChar="#" escapeChar="!">

<PropertyName>abc:keyword</PropertyName>

<Literal>water</Literal>

</PropertyIsLike>

</and>

SELECT ?metadatarecord

WHERE {

?metadataRecord a abc:MetadataRecord.

?metadataRecord a xyz:B.

?metadataRecord abc:hasDescription ?description.

?description abc:haskeyword ?element_keyword.

?element_keyword abc:hasLiteral ?literal_keyword.

FILTER(regex(?literal_keyword,"water","i")) }

The maping of the second condition requires further processing. abc:Metadata
Record is linked to dc:description by the property abc:hasDescription, which
itself is linked to abc:keyword through the property abc:haskeyword. This element
itself is linked to a literal that contains the string containing the keyword. We use
the function regex() to search for the word water as a substring of the keywords.

Example 3. Retrieve metadata records that are members of ontology domain
class C.The bounding boxes of the records should be located within the toponym
unit France.
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<and>

<PropertyIsInstanceOf>

<PropertyName>a</PropertyName>

<OntClass>xyz:C</OntClass>

</PropertyIsInstanceOf>

<Within>

<PropertyName>geo:asWKT</PropertyName>

<ToponymUnit>tu:France</ToponymUnit>

</Within>

</and>

SELECT ?metadatarecord

WHERE {

?metadataRecord a abc:MetadataRecord.

?metadataRecord a xyz:C.

?metadataRecord geo:hasGeometry ?boundingbox.

?boundingbox geo:asWKT ?boundingbox_wkt.

tu:France geo:hasGeometry ?France_geometry.

?France_geometry geo:asWKT ?France_wkt.

FILTER(geof:sfWithin(?boundingbox_wkt,?France_wkt)) }

We use geo:asWKT to represent the geometry of the selected metadata records.
The namespace tu: links to an ontology containing our toponym elements. The
filter Within is interpreted by the servlet as an spatial operation between the
bounding box of the metadata record and the geometry of toponym unit. After
obtaining the wkt literal representation of the geometry, the spatial comparisons
are obtained using the funtion geof:sfWithin inside the FILTER.

Example 4. Retrieve metadata records whose bounding boxes are located within
100km from France, overlaping Germany.

<and>

<DWithin>

<PropertyName>geo:asWKT</PropertyName>

<ToponymUnit>tu:France</ToponymUnit>

<Distance unit="http://www.uomdict.com/uom.html#meters">

100000</Distance>

</DWithin>

<Intersect>

<PropertyName>geo:asWKT</PropertyName>

<ToponymUnit>tu:Germany</ToponymUnit>

</Intersect>

</and>

SELECT ?metadatarecord

WHERE {



A Semantic Web Approach for Geodata Discovery 125

?metadataRecord a abc:MetadataRecord.

?metadataRecord geo:hasGeometry ?boundingbox.

?boundingbox geo:asWKT ?boundingbox_wkt.

tu:France geo:hasGeometry ?France_geometry.

?France_geometry geo:asWKT ?France_wkt.

tu:Germany geo:hasGeometry ?Germany_geometry.

?Germany_geometry geo:asWKT ?Germany_wkt.

BIND(geof:buffer(France_wkt,100000,units:m) as France_buff_wkt)

FILTER(geof:sfIntersects(?boundingbox_wkt,?France_buff_wkt))

FILTER(geof:sfIntersects(?boundingbox_wkt,?Germany_wkt)) }

In this example we use a buffer function available in our triplestore. The operator
DWithin indicates the servlet that it needs create a new wkt literal using the
parameter values with the function geof:buffer. The resulting literal is added to
the query using the BIND form. This query uses two filters, one for each spatial
constraint.

4 Conclusions

In this paper we are implementing a basic catalogue, so we are not dealing
with the real spatial features (streets, roads, etc.). However by using an external
domain ontology and having the URL of the WFS GetFeatures request, we are
able to easily identify a dataset and add it to a smart query.

Our research shows thatmappingbetweenOGCfilter specificationandSPARQL
is not complicated.However, in order to take advantage of additional elements such
as a domain ontology and toponymunits, itwould be necessary todevelop a graphic
interface on the client application, to reduce syntax errors.

The triple store implements its own SPARQL endpoint allowing users to di-
rectly access the metadata information bypassing the CSW. However, most of
the human users would prefer a CSW interface.

We implemented a proof of concept CSW. Our results look promising. How-
ever, further research in this field should consider collaborating with larger open
source efforts such as GeoNetwork. Particularly interesting for us, is the project
proposed in [11].

Our SPARQL/GeoSPARQL queries are not optimized, further research is
necessary to improve performance for automatically created queries.
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Abstract. The effective analysis and understanding of huge amount of
mobility data have been a hot research topic in the last few years. In
this paper, we introduce Mob-Warehouse, a Trajectory Data Warehouse
which goes a step further to the state of the art on mobility analysis since
it models trajectories enriched with semantics. The unit of movement is
the (spatio-temporal) point endowed with several semantic dimensions
including the activity, the transportation means and the mobility pat-
terns. This model allows us to answer the classical Why, Who, When,
Where, What, How questions providing an aggregated view of different
aspects of the user movements, no longer limited to space and time. We
briefly present an experiment of Mob-Warehouse on a real dataset.

1 Introduction

With the incredible availability of mobile devices equipped with geographical
localization services, it has become economical and technically feasible to collect
a huge amount of moving object traces in real life. Many interesting applications
may take advantage of such data performing analysis on the moving objects. For
example, in a traffic management system, traffic jams may be determined by
mining movement patterns of groups of cars. Similarly, in a zoology application,
the analysis of a group of bird trajectories can help explaining their migration
patterns. However, trajectory data as they are collected by mobile devices are
usually represented as a set of triples (latitude, longitude, timestamp), lacking
other non spatio-temporal information like why objects move and other contex-
tual semantic information. These non spatio-temporal aspects are key factors
for the real success and deployment of the trajectory analysis results in any
application scenario.

Semantic enrichment of mobility data refers to the process of integrating do-
main knowledge with trajectory data. In other words, the spatio-temporal points
forming the trajectory need to be linked to application domain data giving rise
to what is called semantic trajectories. How can semantic trajectories be useful
for application analysis? Let us assume that we have a trajectory dataset about
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people moving around a city, and we want to answer the following query: Which
is the average distance traveled by people using public transportation to visit at
least one cultural attraction? In this scenario, we should integrate each trajec-
tory relative to some user with city’s points of interest and their categories (like
“cultural attraction”) where the user stops, and with the transportation means
used by the moving user. Then, we should compute the average distance for
all trajectories satisfying the required conditions. Other queries may need not
only domain knowledge integrated into trajectory data, but also the capability
to combine complex analysis methods with the trajectory dataset. For example,
the query Which are the car trajectories belonging to a traffic congestion where
the average speed inside this congestion is less than 30 km/h? Here we use the
notion of traffic congestion which is not native in spatio-temporal data, but can
be computed with trajectory mining algorithms. Again, we need to combine dif-
ferent non spatio-temporal aspects like traffic jams with pure spatio-temporal
components like the speed of the car, and then aggregate to compute the aver-
age velocity. The combination and aggregation of these different aspects on large
trajectory datasets can be handled by a Trajectory Data Warehouse (TDW).

Traditional DW techniques and current analytic tools do not satisfy the requi-
sites for a TDW, since the representation and aggregation of trajectories require
the capability of modeling and aggregating varied and interrelated data types,
such as geometries, context information and spatio-temporal objects. Consequently,
despite several proposals, there is still no consensus about how trajectories should
be modeled multidimensionally and organized in different levels of aggregation in
a DW, and about what functionality such DWs should support [11]. For example,
in [7] a data model for storing measures related to trajectories is presented, focus-
ing on the efficient approximation of aggregates. The same data model has been
adopted in [6], to evaluate design solutions that integratemoving object databases
(MOD) and DW. In [9] such a framework has been used to examine traffic data,
in combination with tools for the visual analysis of spatio-temporal data. Other
proposals extend spatial Data Warehouses to include in the model a temporal di-
mension for dynamic spatial data (e.g, [3]). In [5] two modeling approaches are
proposed, both based on design patterns, for devising trajectory data schemas for
relational and multidimensional environment. The main limitation of the men-
tioned approaches is the fact that they do not deal with semantic trajectories, but
simply with sequences of spatio-temporal points.

Substantial research has been conducted on providing methods and prototype
systems for enriching trajectories with domain knowledge like points of interest
visited by the users, transportation means, user activities and annotations [8].
The model CONSTAnT [1] proposes a conceptual model for semantic trajec-
tories, but with no specific reference to a data warehouse model. Nevertheless,
CONSTAnT model inspired our current work in combining spatio-temporal and
semantic aspects in a general concept of semantic trajectory.

Given this context, we propose a comprehensive TDW model for mobility
called Mob-Warehouse, enriching trajectory data with domain knowledge. In
particular, the model is based on the so called 5W1H (Who, Where, When,
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What, Why, How) framework [13]. This is a well-known approach for getting
the complete story on a subject, often mentioned in journalism, research, and
police investigations. In our case, we intend to use this framework for speci-
fying contextual information on trajectories and analyze the different aspects
of the “mobility story” that the user “is writing” with his/her tracks. It will
also guide the specification of the ETL process, which integrates trajectory data
and domain application data. We developed a prototype implementation of the
model and we experiment it in a case study consisting of a large dataset of car
trajectories.

This paper is organized as follows. Section 2 introduces some basic concepts
like trajectories and semantic trajectories. Section 3 briefly describes the 5W1H
model and presents the conceptual model of Mob-Warehouse. Section 4 discusses
the case study and shows some interesting queries that Mob-Warehouse allows
to answer. Section 5 draws some conclusions.

2 Preliminaries

Several works in the literature address the analysis of trajectory data. Even
the definition of a trajectory can have several variants. A trajectory can be
defined as a representation of the spatio-temporal evolution of a moving object.
However, since trajectories are usually collected by means of position-enabled
devices, the notion of trajectory has to deal with the concept of sampling. Here
we call raw trajectory the discrete representation of a trajectory as a sequence
of spatio-temporal points or samples as collected by the device.

Definition 1 (Raw Trajectory). A trajectory T is an ordered list of spatio-
temporal points or samples p1, p2, p3, . . . , pn. Each pi = (id, xi, yi, ti) where id
is the identifier of the trajectory, xi, yi are the geographical coordinates of the
sampled point and ti is the timestamp in which the point has been collected, with
t1 < t2 < t3 < . . . < tn.

From a raw trajectory it is possible to infer a number of properties of a
trajectory like the speed, the acceleration and the traveled distance. However,
some other aspects are missing like the places visited by the object, or the
performed activities. The concept of semantic trajectory has been proposed as
a way to overcome the lack of semantics characterizing raw trajectories. A well
known definition of semantic trajectory relies on the “stop and move” approach:
a trajectory is segmented into parts where the object is stopped (the “stop”)
and the parts where the object is changing his/her position (the “move”) [10].
This approach evolved to the more general definition of episodes to represent
segments of a trajectory complying to some predicate representing the semantics
of that segment, like the transportation mean, the goal or activity [8]. A further
evolution towards this direction brought to the definition of a conceptual model
for semantic trajectories as proposed in [1] where several contextual aspects
contribute to create the concept of semantic trajectory. Formally:
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Definition 2 (Semantic Trajectory). A semantic trajectory is a trajectory
that has been enhanced with annotations and/or one or several complementary
segmentations.

3 Mob-Warehouse

This section introduces the Mob-Warehouse model which is organized around
the notion of semantic trajectory where different aspects contribute to describe
the context.

As already discussed, raw trajectories are, by nature, semantically poor and
they have to be enriched with domain knowledge in order to achieve better
understanding of moving objects behavior. In the literature, to the best of our
knowledge, no systematic and comprehensible method for accomplishing this
task exists. Thus, we need a basic framework for describing object’s movement,
which provides a minimal set of information that is expressive enough for helping
analyzing object behavior.

3.1 The 5W1H Model

In this research, we propose the use of a narrative method as a conduit for
systematically explaining the context involving a moving object trajectory. To
this end, we resort to the six narrative questions, which were first mentioned in
the poem Six Honest Serving Men [4], coined by the mnemonic 5W1H. The basic
idea of this approach is to apply six narrative questions of Who, What, When,
Where, Why and How to provide a consistent amount of understanding of the
context of a circumstance. The 5W1H framework has been recurrently used by
journalists as a guide for narrating a fact.

Each narrative question of the 5W1H model is mapped to a specific trajectory
feature. In this way, we describe an object (Who) moving by a transportation
means and/or having a certain behavior (How), performing an activity (What),
for a certain reason (Why), at a given time (When) and place (Where).

Using this narrative approach, we may increase the level of semantic informa-
tion into our model allowing to perform more meaningful queries about moving
object habits. Below, we discuss the correlation of each question with trajectory
features:

Who: This addresses the identification of a moving object, which is easily
answered in case all objects are identified by the tracking system.

Where: This concerns the place where the trajectory point is located. Having
the georeferenced location of each trajectory point, we may associate the latitude
and longitude with a set of points of interest.

When: This question refers to the time extent related with trajectory points.
This question is necessary to associate sampled points with specific calendar
events, week periods, at different levels of details.

What: This question refers to what a moving object is doing, what task it
is trying to perform or achieve. Clearly, answering this question is a challenge



Mob-Warehouse 131

Repr_Points

Duration 

Distance

Mobility Fact Table

Means of 
Transportation

Space

Time

ActivityPattern

Sample

Episode

Trajectory

Moving Object

Type

Goal

SemPatternPattern_Type

Spatial Hierarchy

Trajectory Hierarchy

Temporal Hierarchy

Pattern Hierarchy
Activity Hierarchy

Means of Transportation
 Hierarchy

Where

Who

What

When

How

How

Why

Fig. 1. TDW Conceptual model

since we should infer from each trajectory point the corresponding activity. This
process could be facilitated using the information provided by other questions.

Why: This represents the motivation for traveling. This is an issue since this
is so deeply rooted into the moving entity intent.

How: This question identifies both the way the object is moving, like the
transportation means, and the behavior like belonging to a traffic congestion.
Answering to this question could be challenging: when trajectories use multi-
modal transportation means, identifying the transportation means could be far
to be trivial. Moreover, mining algorithms have to be used to extract meaningful
behavior: trajectories can be associated with one or more patterns depending on
the fact the trajectory entails or satisfies the behavior.

3.2 The TDW Conceptual Model

Following the 5W1H Model we define a TDW conceptual model with six dimen-
sions, as illustrated in Fig. 1. First, two dimensions represent space and time and
they correspond respectively to the Where and When questions of the 5W1H
Model. With respect to [6,9] here the spatial domain can be structured accord-
ing to the application requirements, providing the user with a greater flexibility.
The spatial hierarchy is no longer restricted to consist of simple regular grids,
the user can define hierarchies of regions with ad-hoc shapes. While a hierarchy
of regular grids can be used to analyze objects that can move freely in the space,
hierarchies with ad-hoc shapes are useful for objects whose movements are con-
strained, such as objects that can only move along a road network (e.g., cars).
Moreover, Voronoi tessellation can be employed in order to build hierarchies of
regions based on the actual distribution of the points forming the trajectories.
This kind of partitioning turns out to be particularly suited for highlighting the
directions of the trajectory movement.

In [6,9] a third dimension named object group represents features of the ob-
jects under analysis. Here we call this dimension Trajectory, as it becomes a
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central component of our model and it is used to represent the trajectory of the
moving objects. At the base granularity it represents a single sample (id, x, y, t)
belonging to the trajectory identified by id. The hierarchy having Sample as a
root mixes together semantic and geometric features. A sample belongs to an
episode, which can be classified according to its Type (e.g., a stop or a move)
and it is grouped into a Trajectory. Each Trajectory is associated not only with
the Moving object but also to a Goal, which is the main objective of such a
trajectory. This dimension allows one to model Who is performing the action
(the moving object) and the attribute goal answers the question Why. A fourth
dimension, called Activity, states the activity the object is doing in a certain
sample. This allows one to describe in a very detailed manner What is going on
at the different samples of a trajectory. We can build a hierarchy of activities
which classifies properly the variety of things an object can perform. Usually
this hierarchy is application dependent hence in the general model it is not
specified and should be instantiated case by case depending on the application
requirements. Then the dimension Means of Transportation represents which
transportation means the object is using for the movement. The last dimension,
called Pattern, collects the patterns mined from the data under analysis. In this
way we can directly relate trajectories to the patterns they belong to. An ex-
ample of hierarchy on this dimension could be: each pattern is associated with
its Type, such as cluster, frequent pattern, flock, and with a Semantic Pattern,
which expresses the interpretation of such a pattern. For instance, in [2] to com-
pute the movements of commuters in the city of Milan a clustering algorithm
is applied to the trajectories of the moving objects. We can store these mined
clusters in Mob-Warehouse as follows. Each cluster ci is represented as a row in
the dimension table Patterns : the identifier of the cluster is the primary key, the
attribute Semantic Pattern can state north-east commuters, to point out that
the semantic interpretation of cluster ci is a group of people moving from North
to East whereas the attribute Pattern type assumes cluster as value. The latter
two dimensions express the concept of How the movement is performed.

The fact table stores measures concerning the samples of the trajectories.
Differently from [6,9] where at the minimum granularity data were already ag-
gregated, in this paper we want to record the detailed information to give the
user the flexibility to analyze the behavior according to various points of view:
at the minimum granularity we store information related to a single sample of a
trajectory, specifying the kind of activity is doing, the means of transportation
is using, the patterns, the space and time it belongs to. Then by aggregating
according to the described hierarchies we can recover also properties concerning
the whole trajectory or groups of trajectories satisfying certain conditions.

In the fact table we store measures related to a given sample s = 〈id, x, y, t〉

– Repr Points is a spatio-temporal measure containing the spatial and tempo-
ral component of the sample, i.e., (id, x, y, t);

– Duration is the time spent to reach the sample from the previous point of
the same trajectory in the same granule. It is set to 0, if this is the first point
of the trajectory in such a granule;
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– Distance is the traveled distance from the previous point to the sample of
the trajectory in the same granule. It is set to 0, if this is the first point of
the trajectory in such a granule.

As far as the aggregate functions are concerned, for the measuresDuration and
Distance, we use the distributive function sum: super-aggregates are computed
by summing up the sub-aggregates at finer granularities. On the other hand,
the aggregate function for the measure Repr points can be defined in different
ways according to the application requirements. The simplest way is to use the
union operator to join together the points satisfying given conditions. Differently
one can return a bounding box enclosing all the points or compress the points
removing the ones which are spatio-temporally similar. For our experiments in
Section 4 we will assume the union operator.

4 Experiments

Here we present a real case study using a trajectory dataset of people traveling by
car in Milan (Italy), during one week in April 2007. The dataset contains tracks
of 16,946 cars and 48,906 trajectories for a total of 1,806,293 points. We start
describing the ETL process designed for building the Mob-Warehouse. Next, we
present some queries that help analyzing people behavior in Milan city.

ETL Process. Although the description of the ETL process is not the main
focus of this paper, we discuss briefly here the steps performed to populate
Mob-Warehouse. The ETL process includes a semantic enrichment step, whose
goal is to associate semantic information from the application domain with the
trajectory data. Clearly, the semantic enrichment step is application dependent
and may be very complex. Here, we adopted a quite simple semantic enrichment
approach sufficient to illustrate the underlying idea and to show that the model
is powerful enough to perform interesting analyses.

An important preprocessing task consists in transforming the GPS samples
(id, x, y, t) into trajectories. The first step of such process is called trajectory
segmentation, where the main goal is to split the samples into groups of related
elements. We assume that trajectories end at three o’clock in the morning. The
next step is the stop identification, where each sample must be classified as a
move or a stop. This is done by means of a speed-based approach [12]. In our
experiment, when the distance and the time difference between two consecutive
samples are below the thresholds of 100 meters and 20 minutes, the second point
is labeled as a stop. Otherwise, it is considered as a move. Hence a trajectory
can be viewed as an alternation of a stop and a move.

The spatial dimension (space dim) was populated using data extracted from
the Open Street Map project1 covering the city of Milan. Each kind of spatial
object like streets, neighborhoods, districts, municipalities, states, countries and
points of interest (POI) are represented as geometries. While streets are rep-
resented with linestrings, the other spatial objects are represented with points,

1 http://www.openstreetmap.org

http://www.openstreetmap.org
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polygons or multipolygons. Moreover, the POI is also described by its category in
a specific text attribute (poi category). The temporal dimension (time dim)
is populated by using the temporal component of trajectory samples, which are
copied to the temporal hierarchy lowest level. Higher levels (day of the week,
month, year) are built by aggregating lower levels. The trajectory dimension
(traj dim) is populated, at its lowest granularity with trajectory samples. Higher
levels of the trajectory hierarchy are populated with the episodes, which could
be a begin, an end, a stop, or a move. We distinguished two special kinds of stops,
namely Home and Work. To identify them, we compute the most frequent lo-
cations and we assigned the first most frequent to Home and the second most
frequent to Work. The activity dimension (activity dim) is populated with 12
predefined activities derived from a transportation research survey performed
in the context of the project DataSIM2. Clearly, the approach is parametric
with respect to the list of possible activities and can be changed depending
on the application requirements. The transportation means dimension is not
instantiated since we use only data describing car movements. The pattern di-
mension is populated with the mined patterns (clustering, frequent patterns,
and flock detection) from the Milan trajectory dataset. For instance, in [2] a
clustering algorithm is applied to extract groups of trajectories ending in a sim-
ilar place. The identifier of each cluster is stored into the pattern dimension and
it is associated with the samples of the trajectories belonging to such a cluster.
Moreover, the attribute SemPattern specifies a semantic interpretation of the
cluster, when it is known.

Queries Evaluation. Mob-Warehouse can be queried for analyzing people be-
havior in Milan city. We next discuss two examples. The first query aims at
understanding what people usually do after leaving home, by finding the most
frequent activity after home. Considering the 5W1H, such query uses the What
perspective. For answering this query, we created a view, called stopsAtHome,
to represent when a person is at home, i.e. his/her stops at home.

SELECT ac.category, COUNT(*)

FROM points_fact pf, traj_dim tr, activity_dim ac, stopsAtHome stops

WHERE (join conditions) AND tr.trajectory = stops.trajectory

AND tr.episode = stops.episode + 2 AND ac.category <> ’HOME’

GROUP BY ac.category ORDER BY 2 DESC;

where join conditions consists of equalities between the foreign keys in the
fact tables and the corresponding primary keys in the dimension tables. The at-
tribute episode contains a progressive number identifying the segments compos-
ing a trajectory. Hence the condition tr.episode = stops.episode + 2 states
that we look for the first stop after ’HOME’.

The result of this query is reported in the table below. We notice that the
prevalent activity is Working. The second most frequent is Leisure, i.e., going for
leisure activities like jogging in a park. At the third position we find Services like

2 http://www.datasim-fp7.com

http://www.datasim-fp7.com
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visiting a doctor or a bank. The low number of education activities is probably
due to few POIs related to education.

Variants of the same query may be used to find activities after work or before
home/work by only modifying the view.

Activity After Home

Working 6401
Leisure activities 1866

Services 1403
Shopping 593
Sports 523
Eating 473

Social activities 434
Education 63
Religion 40

The second query aims at exploring the When, Why, Where and Who per-
spectives by finding the users and their time spent traveling from home to work.
Below, we show the query used to answer this question. We use, in this query,
a view, called firstWorkStop, to select the timestamp of the first sample, after
leaving home, having as activity Work and classified as a stop.

SELECT traj_dim.trajectory, SUM(points_fact.duration) AS time

FROM points_fact, traj_dim, activity_dim, time_dim

WHERE (join conditions) AND

((traj_dim.episode_type = ’BEGIN’ AND activity_dim.category = ’HOME’)

OR (traj_dim.episode_type <> ’BEGIN’))

AND time_dim.minute <= firstWorkStop(traj_dim.trajectory)

GROUP BY traj_dim.trajectory;

The result of this query is a list of users with the duration of their travel
from home to work. The effective values are not worth to be presented. We just
mention that there is a high variability in the durations (from less than one hour
to several hours). This deserves a further deeper analysis to properly understand
what happens in travels with longer durations.

5 Conclusion and Future Work

We presented Mob-Warehouse, a semantic-enhanced warehouse for trajectories.
The main contribution is the introduction of a model where the spatio-temporal
component of trajectory data is properly integrated with context related infor-
mation like transportation means, performed activities and mobility patterns.
The key idea is to consider the spatio-temporal point sampled by a device as
the lowest granularity to which semantic information is linked. We followed the
5W1H model to describe the context where objects move. This allows us to ex-
press a wide range of queries, involving the questions Who, What, Why, When,
Where and How. Due to lack of space we only briefly sketched some experiments
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performed with Mob-Warehouse on a real dataset of trajectories. Future works
include the development of a more sophisticated ETL process to enrich raw tra-
jectory data with contextual information and the definition of more complex
aggregate functions for the measure Repr Points, like representative trajectories.
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Preface to WISM 2013

The international workshop on Web Information Systems Modeling (WISM)
aims to discuss the most recent developments in the field of model-driven design
of Web Information Systems (WIS). This is the tenth edition of the workshop,
after ninth successful editions organized in Florence (2012), Brussels (2011), Van-
couver (2010), Amsterdam (2009), Barcelona (2008), Trondheim (2007), Luxem-
bourg (2006), Sydney (2005), and Riga (2004).

The invited paper by Machado et al. addresses the adaptation aspect in ubiq-
uitous computing. For this purpose, it proposes a system model for recommend-
ing situation-aware actions to users. The model makes use of a situation ontology
to describe the system states and SWRL rules to specify the state transitions.
The proposed solution is validated based on a use case that recommends per-
sonalized actions in a residential home-care environment.

The first regular paper by Vandic and Milea considers two current problems
in Web product search: the lack of Web product data aggregation and the miss-
ing of Web-wide parametric search. To address these issues the authors propose
the Semantic Web Enhanced Product Search (SWEPS) framework. The frame-
work revolves around a product ontology and contains three modules: informa-
tion integration, knowledge management, and search engine. Several evaluation
strategies are explored for each of the SWEPS modules.

The second paper by Hogenboom et al. tackles the topic of news recommenda-
tion on the Web. The existing SF-IDF algorithm, which is the TF-IDF algorithm
applied to senses instead of terms, is extended to account for named entities,
which are usually not represented in a semantic lexicon. For this purpose, the
authors make use of the Bing page counts, resulting in the Bing-SF-IDF recom-
mender. The new recommender significantly outperforms both the TF-IDF and
SF-IDF recommenders on the F1-measure.

The third paper by Cherfi et al. aims to map existing Web quality metrics
to the ISO/IEC 9126 standard for software quality characteristics. The results
show that existing metrics largely cover all the standard characteristics and most
metrics can be evaluated only when the Web application is online. The prolific
activity in this field seem to suggest that the current quality standards need to
be updated and some quality factors (e.g., security) need to be better supported
by metrics.

The fourth paper by Zhou et al. investigates how to modularize Web in-
formation systems in order to deal with the complexity of these systems. The
proposed solution is a hybrid classloader: one for the business modules using the
Open Services Gateway initiative (OSGi) bundles and one for the traditional
Web application components. The approach is successfully tested and used in
an industrial setting.

The fifth and last paper, by Lim and Maamar considers the problem of de-
termining the service with the highest level of Quality of Service (QoS) given
a fixed price that the user is willing to pay. A fixed price second-QoS sealed
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auction protocol is used to select the desired Web service. The client is able to
express its preferences by means of an utility function. The effectiveness of the
approach is demonstrated by using a real-world data set.

We do hope that the above topics on modeling Web Information Systems have
triggered the reader’s interest to have a closer look at the workshop proceedings.
Last, we would also like to thank all the authors, reviewers, participants, and
ER 2013 workshop chairs for their input and support of the workshop.

November 2013 Flavius Frasincar
Geert-Jan Houben

Philippe Thiran
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Abstract. The term ubiquitous smart system is utilized to characterize applica-
tions that are able to perceive the user context and properly react, according to 
the occurrence of specific events. Lately, several solutions have been developed 
in order to propose new approaches focused on ubiquitous computing, in gener-
al, not exploring a general model that could be broadly applied and calibrated 
respecting the context of interests of specific ubiquitous applications. In this 
sense the objective of this work is to propose a system model and functioning 
that is capable of recommending situation-aware actions to users, implemented 
in a Situation as a Service way. The system enables customized behavior, de-
pending on user’s situation, which is the main research challenge considering 
that a number of context elements have to be evaluated. A use-case shows how 
ubiquitous applications can automatically define the user situations and recom-
mend personalized actions within a residential home-care scenario.  

Keywords: Home-Care Environments, Ubiquitous Applications, Situation-
awareness, Ontologies. 

1 Introduction 

With an increasing life expectancy, world population is showing an aging problem. 
Dementia or decreased ability to perform daily activities makes this population  
subject to a decreased quality of life. This degenerative illness does not determine a 
mandatory hospitalization, but makes the patient dependent and in need of basic 
home-care support. One solution to support this kind of person’s needs is centered in 
automating their residential environment, since it is where they spend most of their 
time. In this sense, the home as an Ambient Intelligent Environment is becoming an 
important research field for home care [1].  

Adaptation and situation awareness walk together in different kinds of applications. 
Situation awareness does not necessarily imply adaptation, but an adaptive system, in 
general, need to be aware about the occurrence of specific events and properly react to 
them. Among a variety of systems that propose to present a situation aware character, 
this work shows a case study in the specific domain of ubiquitous applications to home-
care environments. In this research, ubiquitous applications are software applications 
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that reactively request triggering actions (web services) due to the situations detected 
(SWRL rules) in the environment, altering their behavior due to the existing contextual 
information. This area is critical as systems are developed generically and need to be 
deployed in specific homes with particular characteristics with a variety of particulari-
ties that should be taken into account. This deployment must be supported by a semi-
automated process in order to scale to hundreds or thousands of residences. 

A number of researches have been done on the development of ubiquitous applica-
tions [2]. In general, these works are not focused on a general model, which could be 
broadly applied and calibrated respecting the context of interests of specific ubiquit-
ous applications. In this sense, our objective is to propose a system model and func-
tioning that is capable of recommending situation-aware actions to users, developed 
to behave in a Situation as a Service way. 

In our work, the system presents a reactive character to the situations faced by the 
user. To support this behavior, it is necessary to distinguish several particularities of 
the user’s routine. The system must also be able to suggest certain adaptation actions 
according to a specific situation, presenting alternatives to help in the process of 
reaching the final goal in the ambient assisted living. 

This paper is organized as follows. Next section presents a solution to support 
adaptive situations in the system explaining the models to context data, the relevant 
events and situations. Following we present a case study, explaining the Situation as a 
Service middleware developed and showing its operation in an application scenario. 
We finalize the paper with conclusions and future works. 

2 Related Works 

According to Sadri [2] adaptation is a key feature to ubiquitous applications, persona-
lization being one of the most significant promises for Ambient Intelligence. In the 
last years, many efforts focused on the development of context-aware systems have 
been proposed. In a manner that is similar to our work, these approaches use ontolo-
gies to model the context and its underlying dimensions to evaluate interactions 
among people. Recent researches [4] show that the use of ontologies to model envi-
ronments and to describe existing knowledge facilitates the semi-automation process 
of situations. In a situation aware environment, a situation is defined as a set of con-
textual characteristics that are invariable in a defined time interval [7]. It corresponds 
to the set of semantic relationships that are valid for a given instant or that are stable 
on a time interval. An event in situation-aware systems consists on occurrences in the 
environment, resulted from a direct user action or not, which will determine the sys-
tem’s reaction. Different types of events can be defined and, depending on the event, 
a new situation can be started. The detailed explanation about these concepts may be 
found at Pernas et al.  (2012).[17] 

 Some works are related to situations and scenarios, like the one presented in  
Kokar et al. [3], in which the authors use adaptive scenarios to represent and model 
situations. A context-aware and ontology-based recommender system is presented in 
[6]. It takes into account the user situation, i.e., if the user is at home, in the office or 
driving his/her car. However, they only describe the design of the system, and do not 
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formalize the concept of situations and don’t give details about the situation model. 
Our work goes further as we specify formalism to model situations, to be aware of 
them and to suggest actions in a situation-aware environment. 

3 Situation-Awareness Model 

In a situation aware environment, a situation is defined as a set of contextual characte-
ristics that are invariable in a defined time interval [7]. It corresponds to the set of 
semantic relationships that are valid for a given instant or that are stable on a given 
time interval. To us, a situation is treated as a set of state variables, which identifies a 
specific user/ambient state, i.e., a situation. For instance, a generic scenario could 
represent a person sitting in the living room at 11h15 AM, watching television, to 
whom a drug for diabetes is scheduled to be taken at 12h00 AM, the person sitting in 
the living room is a situation. The person will be at this same situation for a specific 
time, and this situation will be changed when an event occurs, for example, it is 
12h00 AM and the drug was taken by the person. 

According to O’Brien [5], some key information must be included in the instance 
definition of situations in order for a system to be able to detect situations: 
● A list of events that may participate in situation detection; 
● The context in which the situation detection is relevant; 
● The semantic conditions that must be satisfied; 
● The conditions and the associated events [8]. 
Consequently, we will first explore the underlying context of a home-care envi-

ronment and explain how it can be modeled. Then we present the events that can oc-
cur before and during situation detection and how they can be expressed. To finish, 
we present our semantic representation of a situation. 

3.1 Modeling Underlying Contexts 

To perform situation-aware adaptation in a home-care environment a situation-aware 
system has to detect different user’s situations at any time. This implies storing, man-
aging and being aware of a large amount of contextual elements (e.g., user location, 
surrounding resources and so on), which have to be well structured to allow the iden-
tification of the current user’s situation.  

To do that, we develop separated models, each one representing a specific set of 
contextual elements. We identify three sets of contextual elements: (i) data related to 
the user profile, represented as the User Model; (ii) data about the application domain, 
represented as the Personal Health Model; and (iii) data related to the context that 
surround the user, represented as the Environmental Model.  

These components are represented by specific ontologies, defined in OWL lan-
guage [9]. In the following, we first explain how each one of these models is internal-
ly structured and which kind of contextual elements are stored on them. Then, we 
present an approach to deal with situation analyses and selection of adaptive actions. 
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be identified by changing the value of one or more state variables. An internal event 
could be detected by the result of successive state variable changes or the change of one 
specific state variable. Therefore, they have to be treated by internal axioms. 

Events have a time instant during which they occur. The conditions for raising one 
event are defined by its constraints, which represent an expression that may contain other 
situations or events. Events are represented by the syntax shown in (1). Some examples 
of monitored events are presented in Table 1, stating the event itself, the classification 
type and the relevant context to be stored in the aforementioned server models. 

 
Event = {EventName; EventType; Constraints; TimeStamp; RelevantContext}        (1) 

Table 1. Examples of events 

Event Type Relevant context  

E1: time to take the drug (“user unmedi-
cated” situation starts) 

Internal user_id, timestamp, sen-
sor_location, device near 

E2: Location has changed External new_location, new_dispositive 
near

E3: user warns that he has took the drug by 
interacting with a smart tv (“user medi-

cated situation” starts) 

External Ctxt E1, Ctxt E2 

E4: abnormal heart beats detected, pulse 
rate and user moves through various places 

in home (“user agitated” situation starts)

Internal Ctxt E1, sensor_heartBeats, sen-
sor_pulse, sensor_pedometer 

3.3 Modeling Situations 

We consider a situation as an interpretation of a set of contextual elements, relating 
each one of them in order to provide some information valid in a specific time inter-
val. Thus, modeling situations implies analyzing users´ contextual elements taking 
into account the time dimension. In Figure 2 we show how the previously described 
context models can be related, focusing on the user and with the intent to discover the 
user situation. 
 Each kind of event and contextual elements group configured in the system identi-
fies a corresponding situation. In Table 2 we show examples of situations that can be 
represented by the proposed model, including the group of events related to the situa-
tion and the recommended actions. The situations are explained in a higher level of 
abstraction, to provide a better understanding. 

To internally model these situations, we propose a situation aware ontology to 
represent the activities and situations experienced by the user while performing a 
daily task. This high level ontology obtains data from the contextual models described 
before and applies rules to discover the activity and situation that is currently being 
experienced by the user.  
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the current user situation. At the end of this work we present a case study in Situation 
as a Service middleware, showing how is a daily operation of the proposed situation-
aware system. This operation aims to be more consistent with users, considering their 
needs, actions, tasks and even devices. A conceptual model was developed [16] to be 
reused in several applications to improve interoperability. The model offers stronger 
semantic relations between the environment and the pervasive application. Our goal is 
to design models to describe an automated residential environment totally controlled 
by a middleware. Currently we are developing tests on the situation detection capabil-
ity over a real and automated environment. 
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Abstract. Product search on the Web has become increasingly popular
for consumers to find products of interest. This paper proposes SWEPS,
a platform inspired by concepts from the Semantic Web, for the purpose
of effective and efficient product search. The proposed platform consists
of modules that are responsible for the retrieval, integration, aggregation,
and presentation of product information on the Web. The main goal is
to reduce the consumer effort when searching and browsing for desired
products. In order to test the viability of the proposed approach, we also
present an adequate evaluation methodology for the proposed platform.

1 Introduction

Over the last few years, online product search has become very popular among
consumers. According to a recent projection from Forrester Research, e-commerce
spending in the United States will hit approximately $262 billion this year [16],
which is an 13.4% increase compared to last year ($231 billion in 2012). Pre-
dictions for the future also show us that e-commerce will continue to play an
important role, as Forrester Research predicts that in 2017, online spending will
reach $370 billion (approximately a 10% compound annual growth rate from
2012). One of the reasons behind this growth is the increase in product speci-
ficity and consumer preference variation. Another reason is that the product
search space on the Web has grown, as traditional stores without a Web shop
are increasingly starting to offer their services also on the Web.

Although it is predicted that e-commerce will continue to grow, the current
state of product search on the Web is characterized by several issues that can
restrict this growth. First, most product search engines cannot properly deal
with synonyms and homonyms. Second, there is no adequate support for mul-
tiple languages. Most importantly, the aggregation of Web-wide information is
seldom done. These symptoms are present when we analyze the way consumers
search for products on the Web. They keep switching back and forth from search
results in order to compare, for example, prices of a certain product. Consumers
would benefit from one unified view that displays such aggregated product in-
formation. Third, there is no parametric Web-wide product search available.
Consumers cannot use queries like ‘all televisions that (1) have a screen size of
100 inch, (2) support a wireless Internet connection, and (3) have an average
energy consumption lower than 60 watt’.

J. Parsons and D. Chiu (Eds.): ER Workshops 2013, LNCS 8697, pp. 150–159, 2014.
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Nowadays, there are several Web shops that offer local, as opposed to Web-
wide, parametric product search. In this case, the user does employ parametric
search in order to find the products that match specific criteria. However, this
search is executed only over products that are available in a Web shop. Google
Products, Overstock.com, and Shopzilla.com are three well-known applications
of this type of product search engines. These search engines expect to receive the
data from Web shops in a customized format. The downside of this approach is
that every search engine has its own standard that needs to be obeyed by Web
shops. It is highly unlikely that a product search engine of this type will cover
most of the Web shops on the Web.

A possible solution to this problem can be the realization of the Semantic
Web. In that case, the Web shops would not have to customize their data for
each product search engine. This is because the Semantic Web extends the cur-
rent Web in a way that enables machines to understand Web content. Allowing
machines to understand concepts like persons, companies, products, etc., facili-
tates automatic aggregation of information over resources. For instance, consider
that a Web page only describes the battery life of a mobile phone and another
Web page describes just the color. If a computer can understand that ‘battery
life’ and ‘color’ are properties of a mobile phone, and it can identify that the
two Web pages are about the same resource (a specific mobile phone), then it
can aggregate this information as describing one product and its properties.

Semantic annotations can provide users with search benefits [8,14]. The reason
for this advantage is that data can be aggregated in one place. Consequently,
users do not have to switch back and forth from result page to search results page.
Furthermore, with semantic annotations it is possible to build more intelligent
product search engines and user interfaces, as systems are then able to reason
about products and their properties. For example, a search engine in such a
setting is able to sort products based on properties with qualitative values, if
the relationships between these qualitative values is known (e.g., Internet speed
with values ‘GPRS’, ‘3G’, ‘HSDPA’, and ‘4G’). Besides direct search benefits,
semantic annotations can result in indirect search benefits. For example, they can
allow intelligent agents, e.g., agents aiming at comparing products or performing
automatic trading, to perform their tasks better.

In this paper, we propose the Semantic Web Enhanced Product Search frame-
work (SWEPS), which addresses some of the issues that traditional product
search engines are currently facing. From a high level point-of-view, SWEPS can
be viewed as a framework with three main modules. The Information Integra-
tion module is responsible for the input of raw data and the output of structured
information. The Knowledge Management module is used for the management
of the framework domain ontology and the collected product information data.
The Search Engine module provides search interfaces that optimally make use
of the available semantic product information.

This paper paper is organized as follows. We discuss the related work in
Sect. 2. Next, in Sect. 3, we explain the three different modules of the SWEPS
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framework in detail and discuss our evaluation methodology. Last, we provide a
summary of this paper and indicate further directions for this research in Sect. 4.

2 Related Work

A vocabulary that has recently gained popularity is the schema.org vocabu-
lary [5], proposed in 2011 by Bing, Google, Yahoo!, and Yandex. This is a very
broad vocabulary that can be used both with the RDFa Lite and Microdata
formats. Schema.org is a result of joint effort of the previously mentioned four
companies, which means they all understand and support this vocabulary. With
this vocabulary, the search engines aim to have a broad shared vocabulary that
focuses on popular Web concepts. This means that it is by no means an effort
to have an ontology of ‘everything’ or an ontology that is very specialized in one
domain.

A more formal ontology is the GoodRelations ontology [12], developed and
maintained by Martin Hepp since 2002. It is a highly standardized vocabulary
that not only can describe product data, but also company data and prod-
uct offerings. This ontology aims to specify all aspects that come into play in
the domain of e-commerce. For example, it supports statements to depict time
frames for which an offering is valid. Fortunately, in 2012, the schema.org team
announced that GoodRelations has been integrated in their vocabulary, which
means that schema.org can now be used to describe more granular product in-
formation [5]. Although GoodRelations defines concepts that can be used to
describe product classes, i.e., their hierarchy and the associated product proper-
ties, the actual product classes, such as ‘Phone’ or ‘Television’, are not defined.
The SWEPS framework not only provides a starting point of several product
models in the domain of consumer electronics, but it also defines a Knowledge
Management module that can be used to easily update or add new product
information.

There are several studies that have investigated emerging Semantic Web
search engine vocabularies and their application for the purpose of product in-
formation retrieval, aggregation, and presentation [7,10,18]. The authors of [10]
present a general discussion on taxonomies, i.e., how they help us realize the
full power of e-commerce, the future issues, and how the industry looks at this
phenomenon. In [7], the authors argue that due to the many ‘standards’ in e-
commerce (e.g., GoodRelations, UNSPSC, e-cl@ss, etc.), no consensus has been
reached in the business-to-business market. They propose an approach that in-
tegrates the different standards and initiatives by means of ontology mapping.
Nowadays, as stated previously, there is no need for such a solution, as four
popular search engines have adopted a vocabulary (schema.org) that supports
one main e-commerce ontology, i.e., GoodRelations. However, the fact remains
that Web publishers can make mistakes in their annotations and can make use
of other ontologies than schema.org. We argue that we still need to address this
possibility, but not using an ‘eager’ ontology-integration based approach, where
the mapping is done before the data collection process. Because GoodRelations
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can now be considered as the most important ontology for e-commerce, it is
better to focus on approaches that instantiate on the fly product information
and offerings in the GoodRelations ontology or a derivative of this ontology.

An overview of information extraction techniques that are useful in the con-
text of SWEPS is given in [13]. As part of the information extraction task, we
proposed effective entity-resolution algorithms for product descriptions retrieval
in previous studies [2,3]. Furthermore, we investigated how one can classify newly
found product descriptions to existing product classes [1,17]. For the Search En-
gine module, we focus on enhancing multi-faceted interfaces by effectively making
use of the available semantics. Multifaceted search, also sometimes referred to
as ‘guided navigation’, is a popular interaction paradigm that allows users to
navigate through multidimensional data. One of the main uses of multifaceted
search is in the domain of e-commerce, i.e., Web shops. It is being employed to
solve the parametric product search problem for Web shops that have collected
local offerings and product information. For example, in a Web shop the user
might enter a query like ‘samsung, gps’ in order to search for a Samsung phone
that has built-in GPS capabilities. After showing the initial result set, most Web
shopping interfaces display the facets of the products in the result set, which can
be used to further drill down into the results set. In the SWEPS framework, we
aim for a user interface that effectively makes use of the semantics to improve
the product search effectiveness and efficiency. For more details on multi-faceted
search interfaces, we refer the reader to [9,11].

3 The SWEPS Framework

The SWEPS framework describes the modules that are used to process (possibly
semantically annotated) Web pages, and provide an effective, user-friendly prod-
uct search engine. Furthermore, it closely defines how these different components
interact with each other. A high-level overview of the SWEPS framework is given
in Fig. 1. Here we can observe the architecture of the SWEPS framework, which,
as mentioned previously, consists of three modules: the Information Integration,
the Knowledge Management, and the Search Engine module.

3.1 Semantic Database

All three modules are either indirectly or directly dependent on the Semantic
Database. This database encapsulates the SWEPS ontology and the correspond-
ing instance data (e.g., product instances and product offerings). The SWEPS
ontology, which is used as the central ontology in the SWEPS framework, makes
use of the GoodRelations ontology, and because GoodRelations does not have
inference support for units of measurement, also the MUO ontology [4]. Fig. 2
shows an example of product information that is represented in the SWEPS
Semantic Database. As one can notice, in order to make our ontology compati-
ble with the used ontologies, the SWEPS ontology classes are subclasses of the
corresponding classes either from the MUO or GoodRelations ontology.
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Fig. 1. An overview of the SWEPS framework. It shows us that the framework con-
sists of three modules: Information Integration, Knowledge Management, and Search
Engine.

For the implementation of the Semantic Database, we propose a hybrid ap-
proach. Because the algorithms in the Search Engine module need fast access
to the product information (including aggregation support), we use a NoSQL
database, i.e., MongoDB, to store the instances (e.g., product data). Because for
some tasks reasoning is needed, such as the conversion between units of mea-
surements, we also store the data in an RDF store with reasoning capabilities.
For this purpose, we use the Jena framework with the TDB back-end for the
storage and querying.

3.2 Information Integration

The Information Integration module is responsible for determining whether in-
formation obtained from the Web (e.g., product information, product offerings,
etc.) has to be considered as an update to an existing entity (i.e., an RDF prod-
uct instance) or the construction of a new entity. The information coming from
the Web can be unstructured or structured (using any Semantic Web vocabu-
lary). Fig. 3 shows a more detailed view of this module. One can notice that the
module consists of three types of operations, i.e., classification, entity resolution,
and RDF instantiation. As we can see in Fig. 1, the results of the Information
Integration module (i.e., the ‘RDF Instantiation’ process) are passed on to the
Knowledge Management module, which, in short, is responsible for persisting
the result to the Semantic Database. The input for the ‘Classification’ process
is either a set of key/value pairs or a set of RDF statements. The output of
the ‘RDF Instantiation’ process is an RDF object with meta-data that indicates
whether it concerns an insert or an update.

The flow of the Information Integration module is defined as following. When
a document, structured or unstructured, enters the module, it first needs to be
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Fig. 2. An example of product information modeled using the SWEPS ontology. This
graph shows an RDF representation of a TV from LG, with no touch screen, that
supports the FLAC audio data format and that has a width of 1.09 meter.
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Fig. 3. A closer look at the Information Integration module
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classified, i.e., which class from the SWEPS ontology should be considered in the
instantiation process. Next, depending on whether we are processing structured
or unstructured documents, we proceed to the proper entity resolution process.
If we are dealing with an unstructured document, we execute the ‘Raw Entity
Resolution’ process. This process passes its results on to the ‘RDF Instantiation’
process, which in turn constructs a new result that encodes whether we are deal-
ing with an insert or an update. If the document is structured (i.e., annotated),
we use a different entity resolution process, called the ‘RDF Entity Resolution’
process. This process first asks the ‘RDF Instantiation’ to create a valid RDF
instance of the correct type (identified in the previous step). This RDF instance
is then used to perform the entity resolution. We have proposed several solutions
for two processes of the Information Integration module, i.e., the classification
process [1,17] and the ‘Raw Entity Resolution’ process [2,3].

3.3 Knowledge Management

This module is mostly used for providing user interfaces for various tasks that
concern the management of the Semantic Database. Given the results of the
Information Integration module, the Knowledge Management module provides
a user interface that can be used to semi-automatically process this result by
persisting it to the Semantic Database. For example, if the result of the In-
formation Integration module was an update, e.g., a Web page is encountered
that describes more properties of the iPhone 5 than currently present in the
database, the user can easily verify the update and once checked, commit it to
the database. It is important to note that the Knowledge Management module
is not responsible for identifying whether a product instance is already present
in the database, that is the responsibility of the Information Integration module.

Besides providing a user interface for processing the results of the Information
Integration module, the Knowledge Management module also enables users to
manage the SWEPS ontology (e.g., the product classes and their properties).
This process is also semi-automatic, i.e., the users can load a Web page that
contains key/value pairs (representing product information) and the system will
try to recognize new properties and their associated range (e.g., integer, float,
qualitative value, etc.). The system can also recognize new qualitative values
for existing, known properties. For example, it might be the case that for the
property ‘screen resolution’ only the qualitative value ‘Full-HD’ is known, while
there are also other values, such as ‘720p’, which need to be added.

3.4 Search Engine

The Search Engine module encapsulates information retrieval algorithms that
are specifically tailored for product search, and a multi-faceted product search
interface that makes use of the semantics of the product data in order to improve
the effectiveness and efficiency of product search. An important problem of mul-
tifaceted search is the selection of facets that should be displayed for each query.
Because products have so many attributes that could be displayed as facets,
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Web shops usually have some static business logic to display certain facets for
each result set. Although this works for local Web shops that do not have many
product categories, the creation of the business logic is a time consuming process
and is not appropriate for Web-wide product search. In literature, the optimal
selection of facets that minimizes the number of drill-downs is referred to as
the facet selection problem, which can be expressed as the optimization of a
hyperactive media link generation process [6]. For this module, we propose new
algorithms for the facet selection problem in product search and we distinguish
between two types of tasks, i.e., exact product search, and fuzzy product search.

In the situation of exact product search, users know exactly the characteristics
of their desired product and we assume that such a product actually exists. We
aim to investigate to what extent users are employing the optimal drill-down with
a fixed list of facets and how this is affected if we use a facet optimization algo-
rithm. We hypothesize that a user interface with dynamic facet selection, where
the order and grouping of facets is optimally arranged depending on the query,
will result in shorter and more effective search sessions compared to faceted
search engines that are not dynamic. In the literature, we can find algorithms
for the facet selection problem [15]. However, as our initial experimental results
showed, these algorithms are not adequate in the context of product information
facets. One of the reasons is that these algorithms rely on data assumptions that
do not hold for product data. For example, with traditional faceted interfaces,
there is often no sensible ranking of product results, while it is assumed that
such a ranking exists.

The desired product does not exist in the case of fuzzy product search, i.e.,
the consumers need to find the ‘closest’ product that matches the characteristics
of the original target product. For example, the user might be looking for a
phone that has Wi-Fi, supports 4G, and has a full-HD screen of at least 4
inches. Currently there are no services available where the user can indicate the
relative importance of these attributes and where the search results are ranked
according to these importances. For instance, if there is no phone that matches
these criteria, but there is one with support for 3G, then that phone might
be suggested. In order to achieve this, we need to understand the underlying
semantics of each attribute value, i.e., that 3G is closer to 4G instead of GPRS
(a slower type wireless connection).

3.5 Evaluation

Several evaluation techniques can be used to assess the performance of the dif-
ferent framework components as well as the overall system performance. The
Information Integrator module can be evaluated by analyzing the performance
of the individual processes. Each of the Information Integration processes, i.e.,
classification, entity resolution, and instantiation, is evaluated using the pre-
cision, recall, accuracy, and specificity measures. The Knowledge Management
module can be evaluated by performing interviews with users, in order to asses
to what extent the system is easy to use and effective in reaching its goal. For
the Search Engine module we propose to setup two experiments. In the first
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experiment, users are asked to search for a product with specific characteristics,
using our search interface and an existing static faceted product search engine. In
this experiment we measure the time and number of drill-downs. For the second
experiment, we place users in the same context but change the task, i.e., instead
of finding a product that exactly matches a particular set of characteristics, the
users need to find the closest matching product.

Last, we should evaluate if the goal of the platform is achieved, namely to
provide users more precise product search in more databases and but in less
time. For this purpose an external pool of users should be asked to perform spe-
cific queries using our system as well as regular Web product search (e.g., Google
product search, Shopzilla.com, Shopping.com, etc.). One example of such a query
task can be: ‘all Nokia phones that cost less than 300 Euro and have excellent re-
views’. We propose to evaluate the efficiency of the two approaches, the SWEPS
approach versus the traditional Web product search. For this purpose we have
to measure and compare the time needed to retrieve the desired product using
each of these two approaches. We also measure the precision, recall, accuracy,
and specificity of the returned product results. In addition, by means of ques-
tionnaires, we propose to gather and compare the user’s degree of satisfaction in
interacting with each of these two systems.

4 Conclusion

In this paper we have identified the shortcomings of the current state of product
search on the Web. One of the important issues is that there is no aggregation
across multiple Web sites. Another issue is that there is no Web-wide parametric
search possible, i.e., a user cannot specify his or her query very precisely. To
address these issues, we propose the Semantic Web Enhanced Product Search
framework (SWEPS). The SWEPS framework can be used to enhance the online
product search effectiveness and efficiency.

The core of the SWEPS framework consists of three modules: the Information
Integration module, the Knowledge Management module, and the Search Engine
module. The Information Integration module is responsible for the processing of
raw input data and the production of structured information. This structured
information is semi-automatically managed using the Knowledge Management
module. This module is also used for the management of the framework domain
ontology. The Search Engine module provides a faceted search interface that
optimally makes use of the available semantic product information.
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Abstract. Traditionally, content-based news recommendation is per-
formed by means of the cosine similarity and the TF-IDF weighting
scheme for terms occurring in news messages and user profiles. Semantics-
driven variants like SF-IDF additionally take into account term meaning
by exploiting synsets from semantic lexicons. However, semantics-based
weighting techniques are not able to handle – often crucial – named enti-
ties, which are often not present in semantic lexicons. Hence, we extend
SF-IDF by also employing named entity similarities using Bing page
counts. Our proposed method, Bing-SF-IDF, outperforms TF-IDF and
its semantics-driven variants in terms of F1-scores and kappa statistics.

1 Introduction

The Web is an increasingly important source of information, which is mostly
posted in the form of news. However, today’s users are confronted with an over-
load of information, and hence, many recommendation methods have been devel-
oped that aid in filtering and structuring information based on user preferences
or characteristics (captured in user profiles). Traditionally, such content-based
recommender systems are based on term frequencies. A commonly used measure
is the Term Frequency – Inverse Document Frequency (TF-IDF) [16]. When em-
ploying user profiles, these can be translated into vectors of TF-IDF weights.
With a measure like cosine similarity, one can calculate the interestingness of
a new item. For this, TF-IDF weights are computed on every term within a
document.

TF-IDF-based systems do not consider the text semantics, which could be
added by using Web ontologies. A drawback of ontologies is that they are do-
main dependent, and hence require continuous maintenance. Alternatively, one
could employ synonym sets (synsets) from general semantic lexicons (e.g., Word-
Net [8]). In earlier work [5], we introduced the Synset Frequency – Inverse Doc-
ument Frequency (SF-IDF) measure, operating on WordNet synsets instead of
terms. We evaluated SF-IDF against TF-IDF and against an other semantics-
based alternative, Semantic Similarity (SS), and demonstrated the benefits of
considering synsets.
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Generally, news articles are linked to many named entities. These could pro-
vide crucial information when constructing user profiles, yet when performing
synset-based recommendation, they are often not considered. One could enhance
existing semantics-based recommendation methods like SF-IDF by employing
similarities based on page counts gathered byWeb search engines, such as Google
or Bing, thus avoiding the use of domain dependent ontologies. Our current en-
deavors contribute to the state-of-the-art by extending SF-IDF by additionally
considering named entity similarities using Bing page counts. The proposed rec-
ommendation method, Bing-SF-IDF, as well as SF-IDF and several semantic
lexicon-driven similarity methods are implemented and evaluated.

The remainder of this paper is organized as follows. First, we discuss related
work in Section 2. Next, we introduce the semantics-driven Bing-SF-IDF news
recommender in Section 3. Subsequently, we evaluate our performance in Sec-
tion 4. Last, we draw conclusions and provide some directions for future work
in Section 5.

2 Preliminaries

In the field of recommender systems, many different profile-based recommender
systems have been developed. Their main difference lies in the implemented
similarity measures for calculating news item and user profile similarities.

2.1 TF-IDF

The de facto standard of similarity measures found in literature is TF-IDF, com-
bined with cosine similarities [14]. The TF-IDF method consists of two parts,
i.e., term frequency tf(t, d) and inverse document frequency idf(t, d). It oper-
ates on terms T in documents D and measures the number of occurrences n of
term t ∈ T in document d ∈ D, expressed as a fraction of the total number of
occurrences of all k terms in document d:

tf(t, d) =
nt,d∑
k nk,d

. (1)

The inverse document frequency expresses the occurrence of a term t in a set
of documents D and is defined as:

idf(t, d) = log
|D|

|{d : t ∈ d}| , (2)

where |D| is the total amount of documents in the set of documents to compare,
and d : t ∈ d represents the amount of documents containing term t. Next, T (t, d)
is obtained by multiplying tf(t, d) and idf(t, d):

T (t, d) = tf(t, d)× idf(t, d) . (3)

Subsequently, for every term t in document d, the TF-IDF value is computed
and stored in a vector A(d). This computation is performed for all documents
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in D. Then, we obtain the similarity between a set of terms from news item du
and user profile dr using the cosine similarity measure:

simT (du, dr) =
A(du) · A(dr)

||A(du)|| × ||A(dr)|| . (4)

After every unread news document has been assigned a similarity value (with
respect to the user profile), all unread news items with similarities higher than
a cut-off value are recommended to the user.

2.2 SF-IDF

One of the main drawbacks of TF-IDF is that semantics are not considered. This
causes synonyms to be mistakenly counted as separate terms, and homonyms as
one term. Therefore, semantics-based similarity measures have been proposed,
such as the Synset Frequency – Inverse Document Frequency (SF-IDF) [5], i.e.,
a TF-IDF variant which makes use of synonym sets (synsets) from a semantic
lexicon (e.g., WordNet [8]) instead of terms. These synsets are obtained after a
word sense disambiguation procedure. When replacing term t by synset s, the
SF-IDF formulas are:

sf(s, d) =
ns,d∑
k nk,d

, (5)

idf(s, d) = log
|D|

|{d : s ∈ d}| , (6)

S(s, d) = sf(s, d)× idf(s, d) , (7)

simS(du, dr) =
A(du) · A(dr)

||A(du)|| × ||A(dr)|| . (8)

News item recommendation is subsequently performed in a similar manner as
for the TF-IDF method, using the cosine similarity measure and a cut-off value.

2.3 Semantic Similarity

The Semantic Similarity (SS) method [5] compares synsets from unread news
items with those of the user profile by employing pairs between the elements of
the two sets with a common part-of-speech (i.e., they elements share a linguistic
category such as a verb or a noun). We define V = U × R, i.e., the Cartesian
product of U and R containing all possible combinations of synsets from the
unread news item du, referred to as U , and the union of synsets from the user
profile dr, denoted by R. Here uk and rl denote synsets from the unread news
item and user profile, and k and l are the number of available synsets. A subset
of V containing all the combinations with common parts-of-speech is defined as
W = {(u, r) ∈ V : POS(u) = POS(r)}, where POS(u) and POS(r) describe
the part-of-speech of synsets u and r in the unread news item and user profile,
respectively.
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For every combination in W , a similarity rank is computed. This rank mea-
sures the semantic distance between synsets u and r when represented as nodes
in a hierarchy of ‘is-a’ relationships:

simSS(W ) =

∑
(u,r)∈W

sim(u, r)

|W | . (9)

Here, sim(u, r) denotes the similarity rank between the synsets u and r, and the
number of combinations between the synsets from the unread news item and the
user profile is denoted by |W |. Again, similar to TF-IDF and SF-IDF, the ranks
which are higher than a specific cut-off value are recommended to the user.

The similarity rank sim(u, r) can be computed in various ways. Some make
use of the information content (the negative logarithm of the sum of all prob-
abilities of all the words in the synset). For instance, the Jiang & Conrath [11]
measure uses the information content of both the synsets and the lowest common
subsumer, while Lin’s measure [13] makes use of the logarithms of the chances
of appearance of both nodes and the lowest common subsumer. Resnik’s mea-
sure [15] on the other hand maximizes the information content of the lowest
common subsumer of the two nodes. The Leacock & Chodorow [12] and Wu &
Palmer [18] measures on the other hand make use of the path length between
the nodes. The path length is either the shortest path between the two nodes
(Leacock & Chodorow) or the depth from a node to the top node (Wu & Palmer).

2.4 Enhancements

Recent studies have shown that the more a pair of entities co-occur on Web sites,
the more likely it is that there is a similarity between both entities [3]. Therefore,
one could enhance existing semantics-based recommendation methods, such as
SF-IDF and SS, by (additionally) employing similarities based on page counts
gathered by Web search engines, such as Google or Bing.

3 Bing-SF-IDF Recommendation

Like most semantics-based news recommendation methods, Bing-SF-IDF oper-
ates on a user profile, containing all currently read news items. For each unread
news item, a similarity score between the news article and the user profile is
computed. In case a similarity score exceeds a predefined cut-off value, the cor-
responding news item is recommended. In essence, the Bing-SF-IDF similarity
score is a weighted average of two similarity scores. The Bing component ex-
presses similarities between named entities, whereas SF-IDF measures the simi-
larities between synsets.

The Bing similarity score takes into account the named entities that do not
occur in a semantic lexicon, by deriving them from news articles through a named
entity recognizer. For this, we consider an unread news item du and user profile
dr, which can be described respectively using two sets of named entities, i.e.,
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U = {u1, u2, . . . , uk} , R = {r1, r2, . . . , rl}. Here, ui (where 1 ≤ i ≤ k) represents
a named entity in the unread news item U , rj (where 1 ≤ j ≤ l) describes a
named entity in the user profile R, and k and l are the number of named entities
in the unread news item and in the user profile, respectively.

Next, we construct a vector V = U ×R containing all possible pairs of named
entities from the unread news item du and the user profile dr. Then, between-pair
similarity is measured using search engine page counts, i.e., the number of Web
pages found by the Bing Web search engine containing a named entity or a pair of
named entities. For every pair (u, r) in V we compute the page rank-based Point-
Wise Mutual Information (PMI) co-occurrence similarity measure [4], which we
define as:

simPMI(u, r) = log
c(u,r)
N

c(u)
N × c(r)

N

, (10)

where c(u, r) denotes the page count for the pair (u, r) of named entities. More-
over, c(u) and c(r) are the page counts for the named entities u from the unread
news item and r from the user profile, respectively, and N is the amount of Web
pages indexed by Bing (∼15 billion).

Last, the Bing similarity score is defined as the average of the PMI similarity
scores over all named entity pairs:

simB(V ) =

∑
(u,r)∈V

simPMI(u, r)

|V | . (11)

Next, we can combine the Bing score simB and SF-IDF similarity score simS

for every unread news item du and user profile dr. We employ min-max normal-
ization between 0 and 1 on both sets of similarity scores, and subsequently take
the weighted average of these scores:

simB(du, dr) =
simB(du, dr)−min

u
simB(du, dr)

max
u

simB(du, dr)−min
u

simB(du, dr)
, (12)

simS(du, dr) =
simS(du, dr)−min

u
simS(du, dr)

max
u

simS(du, dr)−min
u

simS(du, dr)
, (13)

simBS(du, dr) = α× simB(du, dr) + (1− α) × simS(du, dr) . (14)

Here, weight α is optimized during testing on a training set. All the unread news
items which have a similarity score that exceeds the predefined cut-off value are
recommended to the user.

Our framework is implemented as an extension to the Ceryx [5] plugin of
the Hermes News Portal (HNP) [9]. The Java-based HNP operates based on
user profiles and processes news items from RSS feeds, while making use of
an expert-created OWL domain ontology. News items are classified using the
GATE natural language processing software [7] and the WordNet [8] semantic
lexicon. The semantics-based methods make use of the Stanford Log-Linear Part-
of-Speech Tagger [17], Lesk Word Sense Disambiguation [10], and the Alias-i’s
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LingPipe 4.1.0 [1] Named Entity Recognizer. Page counts are collected with the
Bing API 2.0 [2].

4 Evaluation

For our evaluation of the performance of Bing-SF-IDF compared against its al-
ternatives, we collected 100 news articles from a Reuters news feed on technology
companies. Although the set of articles appears to be rather small, the limited
number of articles is motivated by the fact that subsequent annotation steps
require a lot of effort from the annotators, and hence for now we suffice with
100 annotated news articles. In our experiments, three experts classified these
articles based on eight given topics. Out of these user ratings, a user profile was
constructed for every topic using a minimum inter-annotator agreement (IAA)
of 66% The overall agreement was on average 90%. For each topic, the result set
is split proportionally into a training set (60%) for creating the user profile and
a test set (40%) for evaluation.

4.1 Experimental Set-Up

In order to evaluate our proposed recommendation method, we compare the
performance to the performance of the TF-IDF [16], SF-IDF [5], and five SS rec-
ommendation methods [11,12,13,15,18] in terms of F1 (i.e., the harmonic mean
of precision and recall scores) and kappa statistics [6] (measuring whether the
proposed classification is better than a random guess), which are the norm in
this context. We additionally report on accuracy, precision, recall, sensitivity,
and specificity. Moreover, we analyze graphs of F1 and kappa statistics over the
full range of cut-off values and assess the significance of the results using a one-
tailed two-sample paired Student t-test with a level of 95% significance. Last, we
optimize the α-value used in Bing-SF-IDF using a genetic algorithm, which aims
to maximize F1-scores. The genetic algorithm is executed with a population of
150, a mutation probability of 0.1, elitism of 50, and a maximum number of 25
generations.

4.2 Experimental Results

The average performance for each recommender is displayed in Table 1. From
this, we can conclude that Bing-SF-IDF outperforms all recommenders, and
demonstrates to be a substantial improvement over SF-IDF method which served
as a basis for our proposed extension. Also, the Jiang & Conrath recommender
shows good overall performance. The graphs in Figures 1(a) and 1(b) provide
a closer look into the F1-scores and kappa statistics for all cut-off values and
support these findings. Figure 1(a) shows that for high cut-off values (i.e., above
0.3), Bing-SF-IDF outperforms all other recommenders in terms of F1. For the
other recommendation methods, performances do not differ a lot within the
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Table 1. Average test results for Bing-SF-IDF (BS), SF-IDF (S), Jiang & Conrath
(J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), Wu & Palmer (W&P), and
TF-IDF (T)

Acc. Prec. Rec. F1 Sens. Spec. Kappa

BS 0.81 0.69 0.53 0.58 0.53 0.91 0.46
S 0.65 0.68 0.43 0.37 0.37 0.76 0.32

J&C 0.72 0.73 0.48 0.45 0.47 0.82 0.31
L&C 0.55 0.44 0.58 0.39 0.58 0.54 0.11

L 0.51 0.38 0.53 0.34 0.53 0.51 0.03
R 0.60 0.55 0.57 0.42 0.57 0.61 0.17

W&P 0.57 0.46 0.59 0.40 0.59 0.55 0.13
T 0.75 0.83 0.44 0.45 0.43 0.88 0.34

high range of cut-off values. For low cut-off values, on the other hand, TF-IDF
performs best.

The kappa statistic, which is plotted in Figure 1(b), measures whether the
proposed classifications are better than random guessing. Positive scores (better
than random) are preferred over negative scores (worse than random) or scores
of exactly 0 (same as random). The Bing-SF-IDF recommender scores a higher
kappa statistic than the other recommenders for high cut-off values, indicating
that the Bing-SF-IDF recommender seems to have more classification power
than the others. Also, TF-IDF and the semantics-based SF-IDF and Jiang &
Conrath SS methods show good performance.

The statistical significance of the results is assessed in Tables 2 and 3. We can
deduce that Bing-SF-IDF significantly outperforms all other approaches in terms
of F1-scores and kappa statistics. Also, TF-IDF performs well, as it significantly
outperforms SF-IDF and all SS methods when it comes to kappa statistics, yet it
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Fig. 1. F1-scores and kappa statistics measured for the Bing-SF-IDF (BS), SF-IDF
(S), Jiang & Conrath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), Wu
& Palmer (W&P), and TF-IDF (T) recommenders for various cut-off values
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Table 2. One-tailed two-sample paired Student t-test p-values for the F1-measure
averages for the Bing-SF-IDF (BS), SF-IDF (S), Jiang & Conrath (J&C), Leacock
& Chodorow (L&C), Lin (L), Resnik (R), Wu & Palmer (W&P), and TF-IDF (T)
recommenders (H0 : μcolumn = μrow , H1 : μcolumn > μrow , α = 0.05)

BS S J&C L&C L R W&P T

BS 1.00 1.00 1.00 1.00 1.00 1.00 1.00
S 0.00 0.00 0.03 1.00 0.00 0.01 0.00

J&C 0.00 1.00 1.00 1.00 1.00 1.00 0.59
L&C 0.00 0.97 0.00 1.00 0.00 0.07 0.00

L 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R 0.00 1.00 0.00 1.00 1.00 1.00 0.01

W&P 0.00 0.99 0.00 0.93 1.00 0.00 0.00
T 0.00 1.00 0.41 1.00 1.00 0.99 1.00

Table 3. One-tailed two-sample paired Student t-test p-values for the kappa statistic
averages for the Bing-SF-IDF (BS), SF-IDF (S), Jiang & Conrath (J&C), Leacock
& Chodorow (L&C), Lin (L), Resnik (R), Wu & Palmer (W&P), and TF-IDF (T)
recommenders (H0 : μcolumn = μrow , H1 : μcolumn > μrow , α = 0.05)

BS S J&C L&C L R W&P T

BS 1.00 1.00 1.00 1.00 1.00 1.00 1.00
S 0.00 0.56 1.00 1.00 1.00 1.00 0.00

J&C 0.00 0.44 1.00 1.00 1.00 1.00 0.00
L&C 0.00 0.00 0.00 1.00 0.00 0.00 0.00

L 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R 0.00 0.00 0.00 1.00 1.00 1.00 0.00

W&P 0.00 0.00 0.00 1.00 1.00 0.00 0.00
T 0.00 1.00 1.00 1.00 1.00 1.00 1.00

does not significantly outperform the Jiang & Conrath SS method in terms of F1.
SF-IDF merely outperforms one recommender in terms of F1 (Lin SS), but seems
to do better in terms of kappa statistics. The worst performing recommendation
method overall is Lin SS, which is significantly outperformed by all methods on
both measures.

Last, an evaluation of the optimized α-values for all cut-off values leads to var-
ious insights. For Bing-SF-IDF, scores are weighted using an average optimized
α of 0.52 (with a standard deviation of 0.29). Hence, a substantial weight is given
to both the Bing similarities and the synsets, underlining the importance of both
proposed extensions. Worth noting is that the higher the cut-off, the higher the
value of α. This indicates that Bing similarities become more important when a
high precision is required. For lower cut-off values, i.e., when the focus is more
on high recall, named entities seem less relevant and synsets alone are more than
adequate for recommending news items.
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5 Conclusions

In general, news recommendation is performed using the cosine similarity and
the term-based TF-IDF weighting scheme. However, semantics-driven methods,
which take into account term meaning, are able to handle news information
in a better way. Such methods exploit semantic lexicon synsets and the cosine
similarity (SF-IDF) or make use of semantic similarities (SS). However, they do
not take into account named entities, which are usually not present in semantic
lexicons.

Hence, we extended the state-of-the-art SF-IDF recommendation method by
also taking into account named entities using Bing page counts. Our proposed
method, Bing-SF-IDF, has been implemented in Ceryx, an extension to the Her-
mes news personalization service. Our evaluation on 100 financial news messages
and 8 topics showed that Bing-SF-IDF significantly outperforms TF-IDF as well
as other semantic methods with respect to F1-scores and kappa statistics.

The discussed recommenders are based on synsets from a single semantic
lexicon. However, this still creates a dependency on the information available in
such lexicons. Therefore, as future work, we would like to investigate a way to
combine multiple semantic lexicons. Moreover, it would be worthwhile to explore
the possibilities of employing semantic relations from semantic lexicons, or to
perform additional analysis on similar Bing-based named entity extensions to
other recommendation methods, such as SS.
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Abstract. The website of a company may be a real and sustainable competitive 
advantage. However, the quality of web applications does not increase as well 
as their rapid development. In software engineering many quality models were 
proposed. Research on website quality is prolific. State-of-the-arts on website 
quality have already been published. However, due to the productivity of this 
research field, this paper proposes an update of this literature in order to be able 
to sketch future research avenues on website quality. We analyze how the cur-
rent approaches cover the large spectrum of web application quality factors. 
This paper aims at checking whether the main metrics proposed by researchers 
can be mapped towards ISO 9126 quality sub-characteristics and how this map-
ping covers the six main characteristics. 

Keywords: quality, model, metrics, website quality, quality assessment. 

1 Introduction  

Hundreds of new websites are created every day. Existing ones are updated heavily 
and rapidly. Thanks to Netcraft market-share analysis, we know that the number of 
websites exceeded 56 million prior to December 2004. The size of the World Wide 
Web is estimated at around 13 billion web pages (www.worldwidewebsize.com). 
Building a website is performed by more and more professional developers. However, 
many websites are still produced by amateurs [1]. A website of a company may be a 
real and sustainable competitive advantage [2]. Moreover, the quality of the website 
heavily impacts the customer confidence. However, the quality of websites does not 
develop as well as their rapid development. Many developers did not realize that web 
applications have specific characteristics and requirements, considerably different 
from that of traditional software. The consequences are that nearly 25% web projects 
failed. 

In software engineering, many quality models were proposed. Some of them be-
came international standards, such as ISO 9126 [3] or, more recently ISO 25010 [4]. 
The ISO 9126 quality model classifies software quality in a set of six characteristics, 
and twenty seven sub-characteristics.  

Research on website quality is prolific. It led to the definition of specific criteria, 
frameworks, and experiments. State-of-the-arts of the research on website quality 
have already been published. However, due to the productivity of this field, we argue 
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that it is necessary to update this literature in order to be able to sketch future research 
avenues on website quality. 

This paper aims at checking whether the main metrics proposed by researchers can 
be mapped towards ISO 9126 quality sub-characteristics and thus it analyses how this 
mapping covers the six main characteristics. Section 2 defines and reviews website 
quality. Section 3 is dedicated to a state-of-the-art on measures and metrics specific to 
website quality. Section 4 synthesizes our analysis on how the current approaches 
cover the website quality factors. Finally, some conclusions and perspectives are pro-
vided in Section 5.  

2 Website Quality 

This section aims to provide an aggregate view of existing literature proposed to eva-
luate and ensure website quality. Metrics are presented in Section 3. 

2.1 ISO and other Standards 

To the best of our knowledge, there is no specific standard for websites quality. How-
ever, websites are specific software applications. Therefore quality standards of soft-
ware can be applied to web applications. 

ISO 9126 introduced in 1991 addresses the following subjects: quality model, ex-
ternal metrics, internal metrics, and quality in use metrics. It was an extension of pre-
vious works done by McCall [5], Boehm [6] and others.  The first part of this standard 
is the quality model. The latter organizes the topic into six dimensions called charac-
teristics. Each characteristic is refined into sub-characteristics. ISO/IEC 9126 contains 
21 sub-characteristics. As an example, the usability is the degree to which a product 
or system can be used by specified users to achieve specified goals with effectiveness, 
efficiency and satisfaction in a specified context of use. It contains appropriateness, 
recognizability and other sub-characteristics. Each quality sub-characteristic is further 
divided into attributes. An attribute is an entity which can be verified or measured in 
the software product. However, attributes are not defined in the standard as they vary 
between different software products. They are measured by means of metrics. As an 
example, maturity, a sub-characteristic of reliability, may be measured by lack of 
cohesion in methods. ISO/IEC 9126, proposed in 1991 evolved into ISO/IEC 9126 for 
software product quality and ISO/IEC 14598 for software product evaluation. 
ISO/IEC later worked on SQuaRE (Software product Quality Requirements and 
Evaluation). 

2.2 Website Quality Models 

According to [7], a web application is a software system based on technologies and 
standards of the World Wide Web Consortium (W3C) that provides web specific 
resources such as content and services through a user interface, the web browser. Web 
applications have application-related, usage-related, development-related and evolu-
tion-related characteristics. In application-related characteristics, when developing 
websites, one has to consider not only functionality but equally address content, 
hypertext and presentation aspects. A comprehensive quality model is proposed in [8]. 
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It considers five dimensions, i.e. correctness, presentation, content, navigation, and 
interaction. [9] proposes the Web Quality Model (WQM) which structures the charac-
teristics, according to three dimensions: features, quality characteristics, and life cycle 
processes. [10] proposes a conceptual model called 2QCV3Q to evaluate website 
quality based on seven dimensions: who, what, why, when, where, how, and with 
what means and devices. Let us mention also QEM [11], WebQEM [12], Web-
QModel [13], WAQE [14], etc. This list is not exhaustive. It only illustrates the proli-
feration of such models, due to the recent interest of researchers in this specific field 
of software quality. 

2.3 Website Quality Evaluation Methods 

Distinctions are made between user-focused and expert-focused evaluation methods. 
Some methods are focused on certain quality characteristics such as usability [15]. It 
combines the inspection by an expert and empirical testing through panels of users. 
Authors in [16] present five studies comparing user-focused evaluation methods. 
They compare the methods according to the role of users in the evaluation and the 
context of the evaluation. They can use very different techniques, such as question-
naires, eye-tracking methods, etc. Some authors proposed interesting approaches for 
evaluating quality based on Analytical Hierarchy Process to aggregate website quality 
metrics value [17]. [18] used fuzzy sets to evaluate web site quality. A probabilistic 
approach was proposed in [19]. 

2.4 Web Quality Evaluation Tools 

Besides methods, authors also developed tools for demonstrating and operationalizing 
their approaches. Various tools for evaluating the quality of websites have been de-
veloped. For example the tool described in [19] is composed of several modules: a 
measurement module using static and dynamic analysis, a probability function gen-
eration, and a Bayes network edition. [20] also developed a tool named QualWeb 
Evaluator for evaluating the accessibility criterion.  

A tool evaluating the usability was proposed in [21]. It combines a HTML parser, a 
browser emulator, a site crawler tool, a metrics computation tool, and an analysis tool. 
[22] describes a tool for testing reliability of web applications. It emulates an unli-
mited number of users for testing its fault tolerance. An open source tool was pro-
posed in [23] to automate websites testing. Accessibility is the sub-characteristic 
which is best covered by these tools. TAW [24] is one of these tools. It detects a list 
of problems classified according to four categories: Perceivable, Operable, Unders-
tandable and Robust. WAVE [25] provides the user with reports using icons,  
structures and texts to help find errors in a website. PowerMapper [26] provides a 
collection of tools to detect errors concerning broken links, browser compatibility, 
accessibility etc. It is based on WCAG standards (Web Content Accessibility, W3C 
organization). Link Popularity [27] measures the total number of websites that link to 
this site. WebQual [28] which assesses the usability, information, and service interac-
tion quality of e-commerce websites. 
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This is only a partial list of tools. However, let us notice that all these tools meas-
ure external quality characteristics, when web applications are in use. To the best of 
our knowledge, there is no specific tool to measure external quality of websites during 
their design and development enabling prediction of quality. 

3 Web Application Quality Metrics 

The benefits obtained from quality measurement in the software engineering field led 
to its adoption in many other fields. In order to objectively evaluate the quality of 
websites, suitable quality metrics have to be defined. We start by clarifying the voca-
bulary related to quality characteristics. Below is a brief description of some ISO/IEC 
9126 characteristics and their sub-characteristics. Due to space limitations, we chose 
to deal only with the 21 original sub-characteristics of ISO. 

─ Functionality is the degree to which a product or system provides functions that 
meet stated and implied needs when used under specified conditions. It is decom-
posed into Suitability, Accuracy, Interoperability, and Security. 

─ Efficacy is the performance relative to the amount of resources used under stated 
conditions. It is divided into Time behavior and Resource utilization. 

─ Usability is the degree to which a product can be used to achieve given goals. It is 
decomposed into Understandability, Learnability, Operability, and Attractiveness.  

─ Reliability is the degree to which a system, a product or a component performs a 
set of functions under precise conditions for a given period of time. It is composed 
of Maturity, Fault tolerance, and Recoverability. 

─ Maintainability is the ability of the system to fit new requirements. It is decom-
posed into Analyzability, Modifiability, Changeability and Testability. 

─ Portability measures the effort needed to transfer a system from hardware, software 
or other operational platform or usage environment to another. Its sub-
characteristics are Adaptability, Installability, Replaceability and Conformance.  

We notice that these descriptions remain vague and do not give indications on how to 
measure them. This argues in favor of defining metrics to evaluate these factors. We 
have analyzed 108 metrics from literature and classified them according to the above 
six quality characteristics and their sub-characteristics. We present below an analysis 
of each characteristic. Then we present a more global analysis in Section 4. 

Functionality helps verifying whether the website provides its intended functionali-
ties. If we consider its sub-characteristics, we notice that some of them are more 
prone to automatic evaluation than others. For example, suitability is more likely to be 
assessed by surveys and questionnaires. We could however consider that adequacy of 
image size or the possibility of horizontal scrolling could increase suitability and thus 
define an automatic way to measure this sub-characteristic. Moreover we found no 
metric taking into account user profiles. Literature about web metrics, in general, 
lacks considering usage context, except perhaps e-commerce websites that have bene-
fited from specific contributions [30]. Table 1 presents an excerpt of our classification 
of web application metrics. 
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Table 1. An extract of web metrics 

FUNCTIONALITY Suitability Accuracy Interoperability Security Reference
Presence of site name in title x [29]
Adaptability of layouts x x x [8]
Number of broken links [11],[8], [30], [17]
Lack of cohesion (LCOM) x [31]
EFFICACY
Number of  in links [32]
Download time [31]
Average server response time [17]
Total number of submit relationships [34]
Data exchanged over nb of server pages [21]
USABILITY Understandability Learnability Operability Attractiveness
Local coherence x x [33]
Author citation x [35]
Emphasized body word count x x x [21]
e-mail contact presence x [12]
Number of tables x x x [37]
RELIABILITY Maturity Fault tolerance
Responding methods (RFC) x x [31]
Avg server response time x [17]

Frequency of updates x x [12]

Number of broken links x x [12], [8], [30], [17]

Html warnings per page x [29]
Number of HTML errors x [8]
MAINTAINABILITY Analyzability Changeability Stability Testability
Lack of cohesion (LCOM) x x x [31]
Responding methods (RFC) x x [31]
Script size x x x x [38]
Design optimization x x x [17]
Total number of form pages x x x x [34]
PORTABILITY Adaptability Installability Replaceability Conformance
Download time x [33]
Reusability x x [34]
Number of in Links(connectivity) x x x [36]
Number of panes x x x x [12]
Adaptability of layouts x x [8]

x

x

Recoverability

x

x x
x x

x
x

Time behavior Resource utilization
x

 
 

Efficacy measures time and resource consuming. As a web page interaction requires 
programs execution (calculation, displaying texts, images etc.) and data transfer, it is 
rather easy to define quality metrics. However, developers are more accustomed with 
run time measurement than with static analysis. This is probably why few metrics 
have been defined. There is a need for more effort on defining accurate and suitable 
metrics for efficacy that could be evaluated early in the development process. 

The usability of a website has a direct impact on its acceptability and success. It 
addresses quality from the user point of view leading generally to a subjective evalua-
tion. Objective evaluations based on metrics rely on assumptions on user perception. 
For example, we generally assume that emphasized body words positively impact 
user perception. We noticed that measuring Usability often implies concentrating on 
application properties enhancing efficiency and effectiveness of navigation. This led 
to a variety of metrics exploiting within or inter pages links. Many other metrics rely 
on visual perception of pages exploiting properties such as font’s variety, existence of 
images etc. Usability also encompasses the ease of understanding of pages. Such cha-
racteristic requires semantic-based measurements such as local consistency of pages 
or global consistency of the website. We also analyzed the distribution of metrics 
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among the sub characteristics of usability. We notice that Understandability totalizes 
nearly 40% of the metrics.  

Reliability is often defined as "The probability of failure-free operation for a speci-
fied time in a specified environment for a specified purpose" [39]. Among metrics 
measuring reliability there are those relying on run time testing, such as 'Mean time to 
failure' or 'Mean time to repair'. We have not collected such metrics in our study since 
we are more interested in measuring quality during analysis and design. Many metrics 
such as those based on existence of textual description for images are specific to web-
sites. However, web developers also reuse metrics from software engineering. Au-
thors in [40] propose a variety of metrics that can be applied in the context of web 
applications reliability. Among others, they showed that modules with high complexi-
ty and high size are less reliable and more fault prone. The analysis of distribution of 
metrics among the sub-characteristics leads to the conclusion that recoverability is 
less covered. This is first due to the complexity of web applications architectures with 
their layered architectures and the variety of underlying technologies. However, re-
covery of websites could be even more critical than for traditional software as many 
companies' commercial activities rely on them. 

Maintainability aims to reduce time and effort devoted to maintenance. We notice 
that the selected maintainability metrics are compliant with the principles generally 
adopted in software engineering. Indeed, they are to some extent related to size (script 
size, number of web pages, etc.), complexity (design optimization, lack of cohesion, 
etc.), and coupling (data abstraction coupling, responding methods, etc.). Considering 
the cohesion principle, if a web page lacks cohesion this could be due to heterogeneity 
of i) presentation styles or ii) implementation choices for the objects within the page 
or iii) the content semantics. In all these situations, the web page will be difficult to 
analyze, difficult to change and also difficult to test. 

A website must be correctly displayed using any web browser and any browser 
version. However, error messages and alerts, informing you that you are not using the 
right browser or the right version of the browser, are frequent. Portability quality me-
trics measure the effort needed to transfer an application from an environment (hard-
ware and software) to another. It requires measuring: (1) the adaptation effort of the 
application code, (2) the installation effort on a given platform using a given operat-
ing system such as mobile devices, (3) replacing parts or modules of the application 
with taking into account that (4) several, heterogeneous and sometimes incompatible, 
implementation techniques must be managed. These four aspects are more complex in 
web development than in traditional software developments due to the variety of un-
derlying technologies (HTML code, style files etc.). In addition to that, many web 
developers are not always programmers and this explains partly the extensive use of 
tools in web developments making difficult the prediction of change efforts since the 
development expertise is partly embedded in the tools they use. 

4 General Analysis 

The distribution of web metrics at the characteristics level is sketched by the pie chart 
of Figure 1 (a). It shows that two characteristics, namely Maintainability and Usabili-
ty totalize nearly 60% of the metrics. Moreover, Reliability characteristic attracted 
less than 10% of the metrics analyzed as well as Efficacy. 
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A previous study [41] highlighted a different situation (see Figure 1b). Let us keep 
in mind that it was seven years ago. Thus it is interesting to analyze how the situation 
evolved. There is an overlap between the two sub sets of metrics studied, but our 
analysis incorporates also more recent work, subsequent to the research of Calero. 

The first observation is that maintainability metrics seem to capture a growing interest 
with 34% of the total of metrics. Thanks to their attractiveness, websites become more 
popular for individuals and even for companies. In the same time, they tend to be more 
complex, thus generating high maintenance cost and time. This complexity is inherent to 
their underlying architectures and technologies. It is also a consequence of their rapid 
evolution due to their attractiveness and the pressure of market. Preventive approach-
es in software quality, based on evaluation metrics, allowed considering quality earli-
er in the development process. This led to a reduction of maintenance costs. We can 
deduce that the same phenomenon is observed in websites development. 

Usability attracts 25% of metrics, which is lower than the value observed in [41]. 
However, this does not mean that it was more important seven years ago. It only means 
that some characteristics relatively gained in interest. On the one hand, websites are most 
of the time used by persons having no competencies in computer based technologies. On 
the other hand, the success of these applications depends on their acceptance by these 
non skilled persons. This illustrates the importance of usability, and more precisely un-
derstandability. Portability also evolved, due to the diversity and heterogeneity of used 
technologies. Efficacy and reliability still attract little interest. 
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Fig. 1. Global analysis of web quality characteristics (a) vs. [41] (b)  

This is probably due to new hardware solutions (relying on standby servers, setting 
up recovery procedures etc.). Preventive solutions, based on metrics, could however 
provide good complementary solutions by well targeting the problems. However, we 
would like to highlight the limitations of our study that has not considered all the 
work related to web quality metrics as it would require more substantial effort. Never-
theless, the main contributions of this paper are to illustrate i) how the various metrics 
largely cover the sub-characteristics of ISO 9126 quality model, ii) that these metrics 
are either general software quality metrics or specific web application metrics, iii) that 
most metrics can only be evaluated when the web application is online, iv) the very 
prolific activity in this field, leading us to conclude that current standards will still 
have to be updated. 
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5 Conclusion and Future Research 

The importance of websites for companies convinces designers and developers to 
evaluate the quality of them. In this paper, we proposed a brief state-of-the-art of 
standards, models, methods, and tools for website quality assessment, with a particu-
lar emphasis on the metrics dedicated to the evaluation process. Even if quality mod-
els are often presented as hierarchical, we observe that some metrics are linked to 
several sub-characteristics and sometimes to different quality characteristics. Thus, 
the quality models, such as ISO/IEC 9126 are not composed of independent dimen-
sions. This encourages us to propose a global evaluation of website quality, based on 
a compromise between the quality dimensions. The literature on this subject contains 
papers dedicated to quality criteria definition, and others on quality metrics without an 
explicit link with a quality factor. Our literature analysis also revealed that current 
approaches mainly evaluate external website quality, when the application is already 
online. For example, [42] describes a systematic mapping study of the usability eval-
uation methods for the web covering 206 papers selected among 2703 published over 
the last 14 years. Finally, some quality factors, such as security, have received very 
little attention. This analysis convinced us that there is a necessity to propose a web-
site design method encompassing the evaluation and improvement of quality based on 
a complete quality model, covering most ISO proposals. 
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Abstract. Web information systems (WISs) are the norm of current business 
systems, but the development and maintenance of such systems are still chal-
lenging because their size are becoming larger and larger. Modularity is the  
solution to this problem, however, the cost and risk to adopt the current modula-
rization mechanisms are still high. In this paper, we provide a hybrid approach 
to implement modularization for WISs, which leverages OSGi technology as 
the foundation and provides a feasible way to componentization for WISs. Our 
approach is being tested and used in real industry environment. 

1 Introduction 

Web information system (WIS) is a long-lived domain which deliveries business 
services of a company or organization to its customers as well as other stakeholders 
through the Web [5], and a WIS typically covers many (technical/horizontal) domains 
like user interface, business process management, persistence, etc., and is related to a 
wide range of technologies like Java, JavaScript, XML, SQL, HTML, etc., and covers 
both software engineering and hypermedia engineering [22]. In addition, with IT 
development, more and more business services are incorporated in WISs and cause 
their size becoming larger and larger. Such characteristics of WISs make them 
complicated to develop and hard to maintain during their long service lifecycle.  

To simplify WIS development, some technical frameworks and platforms are pro-
posed, e.g., the mainstream Java EE technology platform as well as Spring, Struts, and 
Hibernate frameworks, which tackles many underlying technologies, like distributed 
computing, transactions processing, dependency injection (IoC), etc. [6], [7], [8]. Though 
they are helpful in alleviating some level of complexity of WIS development, it is still 
hard to develop and maintain a large WIS because there is not a standard modular me-
chanism beyond the class object level which is too fine-grained since a small business 
component will typically contain a number of classes [9]. Thus, a WIS can be easily to be 
monolithic and unmaintainable with system evolution. A good example provided by 
Accenture and Infosys shows that it cost nearly two years (2620 person-days) to  
refactor (modularize) only a half (7 million lines of code/MLOC) of a monolithic busi-
ness system which was developed and evolved in ten years and the total code needs to be 
modularized is 12.5 MLOC [4]. 
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Modularity and component-based software development (CBSD) are established 
principles of software engineering [1]. CBSD aims to compose systems from prebuilt 
software units or components rather than from scratch to improve software produc-
tivity and quality. In addition to reuse, another important purpose of CBSD with mod-
ern software engineering is to implement software decomposition and task assignment 
and serves as the foundation of “programming-in-the-large” [2]. However, due to the 
multi-technology domains involved, technical and execution environment constraints, 
the risks and challenges in WISs to enforce modularity are still high. 

In a previous paper [15], we propose a lightweight CBSD approach for WISs de-
velopment, which is based on OSGi technology and leverages many development 
facilities of Eclipse platform. In that approach, a WIS is decomposed by some busi-
ness components which are mapped and implemented by OSGi bundles, and the final 
system is produced by a generation tool which transforms the business bundles to a 
standard Java EE web application, thus it can be deployed to any Java EE application 
servers. However, such approach only addresses the modularity of development time, 
which leads to system regeneration and restarting when a change must be made be-
cause there is no component concept in runtime.  

In this paper, we propose a hybrid approach to OSGi based modularity mechanism 
for WISs to enable them to be manageable and evolvable in business component lev-
el, i.e., each business component has its own autonomy and lifecycle. Different to a 
pure OSGi based approach, the hybrid approach allows non OSGi bundles (e.g., ordi-
nary Jars) coexist with bundles in a same WIS, thus lowering the adoption cost of a 
component-based approach since the transition from a non OSGi solution to a (pure) 
OSGi solution for large WISs may be unaffordable (our case). Our approach provides 
a pragmatic way to implementing modularity in WISs. We hope our experience can 
be beneficial to those who are looking for a modular approach in the WIS domains. 

Outline. We elaborate the current modular approaches in WISs from an industrial 
perspective in Section 2 and propose the hybrid approach in Section 3. Related work 
is in Section 4. We conclude this paper with future directions in Section 5. 

2 Modular WIS: State-of-the-Practice  

Just as mentioned above, the prevailing components used in industry are still Java 
Beans, EJBs as well as POJOs, servlets and Spring Beans for the Java community [3]. 
All these component models are in the class level and no help for large application 
modularization. Java Package, as well as the default classloader mechanism, is the 
basic modularity mechanism in Java. But it only provides scoping and naming control 
for Java classes during compilation. No explicit interfaces (provided services, or API) 
declaration and no prevention its public classes from being accessed from other pack-
ages (components). The ordinary JAR file is just a packaging format without any 
further modularity enforcement. 

Essentially, the modularization support of a Java application is determined by its 
underlying classloader model [23]. In terms of classloader scoping, we can divide the 
current modularization approaches into the following three categories [10]: 
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• Java Module System (JMS). This is a new language feature in Java to provide 
modularity mechanism introducing a new module construct which is a mod-
ular entity containing a number of types. A module declares explicitly what it 
depends on (other modules) and which parts of it are accessible from other 
modules. Other features like version, access control list, repository, etc. The 
modularity is assured in the standard JVM level. A reference implementation 
is the Jigsaw project1. However, since many issues are still in discussion, the 
introduction of such a feature in Java will be postponed to mid of 2015 in  
Java SE 92.  

• OSGi. OSGi provides modularity support for bundles (OSGi term for mod-
ules) with a framework. A bundle is simply a JAR file with an OSGi manifest 
as its metadata used by the OSGi framework to resolve modularization 
processing among bundles. There are many OSGi-based solutions for WISs, 
such as OSGi HTTP service, ServletBridge [12], Virgo, PaxWeb as well as 
the OSGi-ed Spring and Struts frameworks and each addresses a part or facet 
of a WIS’s modularization. Recently, OSGi alliance releases enterprise OSGi 
v5 [20] to address enterprise features (such as Web and persistence support) 
in a standard way, and some application servers are becoming to support it, 
e.g., IBM WebSphere. However, pure OSGi-based large WIS development is 
still costly and challengeable since it is in an early stage and lack of many ne-
cessary facilities [24]. 

• Other approaches use customized classloader or even a modified JVM to con-
trol the access among classes to achieve some kind of modularity, e.g. the Ja-
va module systems described in [9] and [11]. SAP provides another modular 
approach in its SC/DC component mode3 for enterprise software. Compo-
nents of this model allows APIs declaration, component aggregation (i.e., a 
hierarchical component model), and access control list. But these components 
are only supported by SAP application server in run time.  

3 The Hybrid Modularity Approach 

3.1 Why OSGi Matters 

Developing a fully functional infrastructure to support modularity is a time-
consuming task. Fortunately, OSGi provides some basic modularity support for WISs 
with the characteristics we need when considering its adoption in the industry [13]: 

• OSGi provides modularity assurance and full lifecycle support for modules to 
allow them self evolution without “affecting” others parts of the system. 

• OSGi is emerging in WIS domain with many open sourced implementation 
(e.g., Equinox, Felix) and plenty of documents for learn and reference. 
 

                                                           
1 http://openjdk.java.net/projects/jigsaw/ 
2 http://mreinhold.org/blog/on-the-next-train 
3 http://help.sap.com/saphelp_nw70ehp1/helpdata/en/1c/ 
 bca99c220c0e45a1cae3c4cccf4346/content.htm 
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• OSGi provides version support and allows multi-versions of a component 
coexist (in different consistent class spaces), which alleviates the burden of 
component adaptation and is valuable for legacy applications. 

• A module in OSGi is basically a JAR, which not only facilitates deployment 
and reuse, but also allows a proper granularity for business components.  

• An OSGi framework can be deployed with WISs into a standard Java EE ap-
plication server without any plugins or JVM modifications in the customer 
side for a production environment. 

3.2 Hybrid Classloader Mechanism Support 

Though OSGi provides modularity support, there are still some challenges when in-
troducing it in WIS development due to its current immaturity in this field: 

• No available bundles (sub-problem1). Most of today’s large WISs are devel-
oped and executed with a business infrastructure platform. Many libs (JARs) 
in such a platform do not have their bundle counterpart and are probably de-
veloped by 3rd parties, it would be costly to bundlelize these libs. Further-
more, a strict and transmissible version check mechanism of OSGi for bundle 
compatibility worsens this situation in bundles integration. 

• Not efficient support for UI layer (sub-problem2). OSGi has less support in 
UI layer, e.g., JSP, taglib support in OSGi is not convenient. Though some 
other libs (e.g., PaxWeb) provide such functionality, their introduction not 
only makes the platform hard to maintain, but also raises the problem of bun-
dles compatibility (sub-problem1). 

• The OSGi development paradigm put much burden on application developers 
to learn and transform to the new development approach (sub-problem3). 

To address these problems, we map a WIS to a component-based system [14] with 
the business modules to the components and the underlying platform to the compo-
nent platform (or framework). Thus, we adopt a hybrid strategy that uses two kinds of 
classloaders for a WIS: one kind of bundle classloaders for business modules, i.e., the 
business modules are OSGi bundles supported by an OSGi container; the other kind 
of classloader is the traditional web application classloader used for the component 
platform. The main purpose of this strategy is for addressing the sub-problem1 and 
avoiding the cost of bundlelize the component platform JARs.  

Fig. 1 illustrates the technical architecture for the hybrid approach in runtime. We 
embed an OSGi container (actually the Equinox, denoted as OSGi core in Fig. 1) in a 
web application space of the application (or web) server. The reason that we use an 
embedded OSGi approach rather than, e.g., an embedded HTTP server approach4 is 
that the current norm of application deployment paradigm is deploying an application 
in a standard application server and we can not restrict our customers to change it, as 
well as the commercial application servers are not suitable for the latter approach. So 
that the embedded OSGi approach can be used in any application (or web) servers. 
The OSGi container is manipulated by a standard filter which, for one hand, controls 
the life cycle (e.g., start, stop) of the OSGi container; for other hand, servers as a 
bridge for accessing actions, servlets, JSPs and other static resource in the business 
                                                           
4 http://www.eclipse.org/equinox/server/http_in_equinox.php 
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components, forwards HTTP requests and delivers application context to the OSGi 
extension so that the latter can locate proper resources in the business components. 
OSGi extension is a fragment bundle of the OSGi container and serves proxy of the 
functionalities of IoC, ER mapping, action and servlet processing of the component 
platform to make such processing feasible in a bundle environment. To allow bundles 
to access the classes and services of the ordinary Jars of the component platform, we 
set the parent class loader of the OSGi container as the class loader of the web appli-
cation when OSGi container is being initialized. 

dependency

 

Fig. 1. The hybrid class loader architecture for our approach 

To fully support JSP in bundles (sub-problem2), we adapt JSP Servlet of Jasper  
(an open source lib used to compile a JSP to a servlet) for its JSP request processing: 

1) Get the component name (name) according to the JSP request. 
2) Get bundle (component) object (bundle) according to name. 
3) Get bundle’s class loader parentCL. 
4) Create a child class loader of parentCL (childCL). 
5) Load and compile JSP by childCL with TLD (Tag lib) location option. 

This allows a JSP to process tags and access Java classes from other bundles. We also 
use component’s class loader to initialize filters of the component and insert them into 
the application’s filter chain to fully support the filter mechanism. 

To make the traditional application frameworks, e.g., the Spring framework in the 
component platform handle classes in business components (sub-problem1) properly 
and allow developers to use these frameworks in a similar way to the traditional ap-
proach (sub-problem3), we adapt these frameworks with the OSGi extension. Fig. 2 
illustrates this adaptation for Spring framework. The main process is to prepare cor-
rect environment (e.g., bean class path) and class loaders for Spring to initialize these 
beans. We use the extender pattern5 to launch the process when bundles change. 

                                                           
5 http://blog.osgi.org/2007/02/osgi-extender-model.html 



 A Hybrid Approach to Web Information System Modularization 185 

 

Fig. 2. Bundle-oriented processing mechanism for Spring extension 

A particular process mechanism is the Hibernate adaption. Hibernate only supports 
static entity processing, i.e., it will handle all Java entities in given paths and set them 
in a sessionFactory (sf) object in one time. However, the ideal componentization is to 
handle entities as dynamically as their hosting components. Furthermore, the “pri-
vate” and “final” constraints in the Hibernate source code prevent us adapting it in an 
elegant way. To overcome this problem, we add the entities definitions into the search 
path via Java reflection and rebuild sf each time a business component containing 
entities changes, which leads to all entities reconstruction and brings a little perfor-
mance loss. To avoid sf being directly depended in this circumstance otherwise a 
wrong state may occur, we use a stable wrapper of sf for proxy. 

3.3 Evaluation and Lessons Learned 

In our approach, each component declares the entities, actions, Spring beans, servlets, 
etc. it hosts in its own configuration files to realize maximized component autonomy. 
However, since the component platform are still ordinary JARs, they do not have 
dynamicity. But it is acceptable in current practices since it always needs restarting 
the system when its the platform changes. Also, the ordinary JARs in the platform can 
be transformed to bundles gradually when the resources available. Thus, our approach 
provides a staged way to full componentization for WISs. 

Note, one purpose of our approach is to minimize the impact on develop habit 
change for developers, hence, we do not make any enhancement in functionality ex-
cept the modular support of the component platform in the current implementation, 
e.g., the usage of beans wiring and transaction management supported by Spring 
framework is the same as before.  

Our approach is being tested in Apache Tomcat v6/7 and Oracle WebLogic v9. We 
adopt this approach in two (sub)products of a cloud application management software 
suite [16], both of which are WISs. One of the products has 26 bundles with an aver-
age 20 Java classes in each bundle, the other has 10 bundles with a range of 10 to 50 
Java classes and JSP files in each bundle. Currently, two customized systems derived 
from the two (sub)projects are being constructed. 

We conducted a runtime performance evaluation for our approach in the Tomcat 
server v7 and found it is comparable with the traditional approach and without expli-
cit performance lost though there are some custom objects creation, resource location, 
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and different classloaders switchover operations. Another related issue is the perfor-
mance lost due to sessionFactory rebuild of Hibernate. To peer this issue, we create 7 
bundles each containing seven entity classes with a one-to-one mapping to total 91 
tables of MySQL v5.5 database. Each entity contains eight fields in average. Such a 
table space size corresponds to a typical middle sized WIS. We install these bundles 
in sequence and then uninstall them to record the time spent on reconstruction the 
sessionFactory each time a bundle changes. We repeated this process 6 times on the 
Eclipse environment running in a PC with Intel Core2 Duo CPU, 2.93 GHz, and 2G 
memory and found that the average times spent for resolving these entity classes in 
one to seven bundles are 46, 78, 116, 163, 187, 217, 257ms, respectively. From these 
results, we can see that the reconstruction time is almost linear to the entities size and 
the order of a few hundred milliseconds can be tolerated. 

With the component practices in WISs, we gain the following lessons: 

• The Version Mechanism of OSGi Bundles Is a Two-Edged Sword. A strict 
version mechanism eases compatibility checking, but makes it hard to find a 
compatible bundle especially in complex integrations. Thus the balance 
should be taking into account in bundles design and a mechanism allowing 
flexible version checking would be appealing. 

• Balance Should Be Considered between Reuse and Autonomy of Compo-
nents. In components environment, reuse between components causes depen-
dency among them, which may impair components autonomy and lead to  
other problems like, e.g., “resource can not be found” due to a wrong clas-
sloader being used. Though such problem can be solved by using the right 
classloader, it is favorable to allow some “clones” and cut the dependency 
some times because of the cost (effort spent and architecture degradation). 

• Customized Classloader Mechanism Is Sophisticated and Error-Prone, 
which demands developers to have a good understanding on not only the clas-
sloader itself, but also the frameworks to be adapted. Sometimes, it is hard to 
determine and set the correct thread context classloader for modules hence 
have to resort to other approaches like, embed libs in a bundle’s local class 
path. In addition, different servers may have different processing policy, e.g., 
WebLogic uses a different JSP processing policy from Tomcat, which needs 
different adaptation.  

3.4 Ongoing Work  

When the hybrid mechanism for runtime modularity support is established, we face 
immediately another problem, i.e., how to make the two kinds of components 
(bundles/business modules and ordinary JARs) live in harmony in the development 
phase since they have different dependency resolution mechanisms. 

Apache Maven is the mainstream configuration management tool for JARs depen-
dency and automated project build, also, Apache Felix provides Maven plugin6 for 
bundle projects build. However, either one of them alone cannot handle the situation 
that both JARs and bundles in one system due to the following reasons: 
                                                           
6 http://felix.apache.org/site/apache-felix-maven- 
 bundle-plugin-bnd.html 
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• If Maven (alone) is being used for bundles, the JAR dependency would 
shadow the package dependency for bundles, which would cause package de-
pendency errors in runtime; 

• If the package dependency information detected from source code being in-
serted automatically into the MANIFEST.MF for bundles, it may lead to non-
modular design and hard to differentiate whether the to be imported packages 
come from true bundles or just ordinary JARs. 

Currently, we take an lightweight approach without taking much effort on a dedi-
cated tool implementation (the future work). We use Maven for dependency man-
agement for both bundles and ordinary JARs (i.e., bundles are treated as ordinary 
JARs), and leave the task of declaring package dependency for bundles to developers. 
To easy this manual process and assure the correct package dependency declaration, 
we develop a consistency validation tool to check this information and avoid such 
errors occur in runtime in the scope of the current system. 

4 Related Work 

Enterprise OSGi [20] provides a layered solution for WISs, which covers Web (Web 
application specification), business logic (blueprint container specification), and data 
access (JDBC and JPA service specification). The implementations of these specifica-
tions can be found, e.g., in IBM WebSphere 6.1+ and the open source Gemini project. 
Such a layered approach set the whole Web layer of a WIS in one bundle (called Web 
bundle). While, our approach divides the whole Web layer into their hosting business 
components to allow them dynamically change and easy integration, which is more 
maintainable and the is best practices mentioned in [25].  

Spring DM [21] (currently, the Gemini Blueprint project) provides a pure OSGi-
based approach for Spring framework with an enhancement for bean services declara-
tion and allows a service-oriented computing paradigm among beans. While our  
approach does not extend the programming capacities of the traditional Spring 
framework has though we can do it later when it is necessary. 

Voluble [19] provides a similar approach to ours in concept for Hibernate’s ses-
sionFactory rebuild to implement the dynamisty according to the idea proposed by 
Peter Kriens7, which allows Hibernate to be used with Spring DM in both Equinox 
and Felix environment. Ding and Klein [18] provide a modular approach to allow 
bundle specific sessionFactory and extend Spring’s transaction management with 
sessionFactory wrapping and transaction synchronization to implement distributed 
transactions among bundles. 

Granat [17] develops a bundle management server called Trinity, which supports 
the life cycle of dynamic applications from creation to deployment allowing develop-
ers to predict the behavior of OSGi applications in different configurations, to assure 
applications depending on specific bundles will work with other version or other  
implementation and reduce the compatibility and consistency problems in complex 
integration and configurations. 

                                                           
7 http://blog.osgi.org/2007/06/osgi-and-hibernate.html 
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Kaegi et al. [12] develop a servlet bridge to allow an OSGi to be embedded in an 
application (or Web) server to provide an OSGi space in an application space. This 
approach also inspires our approach on filter implementation for the bridge. And more 
recently, the OSGi Enterprise Tools project was proposed as an open source project to 
aid enterprise application development align with this approach.  

5 Conclusion 

Modularity and componentization are established principles we should obey and 
pursue in software development. However, such a goal is not easy to achieve in the 
industrial environment with complex settings and constraints. In this paper, we 
provide a hybrid classloader approach for WISs, which allows business modules of a 
WIS to be modularized in a more easier way than a pure OSGi-based approach and 
provides an intermediate path to a full bundlelized solution. Our approach is being 
tested and used in real industry environment. 

For future work, we focus two aspects, one is component management and dep-
loyment tool improvement to enhance the developers experience in components  
(including bundles) dependency and compatibility assurance, and the other is auto-
mated distributed modules scheduling according to performance probe on component 
level of the virtual machines in a cloud computing environment. 
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Abstract. This paper introduces an approach that allows Web services
to handle user requests where the price that the users are willing to pay is
fixed. In such cases, a user search for the highest quality of service based
on the submitted fixed price. Instead of searching for individual Web ser-
vices, the user finds it more convenient to send requests to middlemen
(or brokers) who act on behalf of a group of Web services. These middle-
men then select a Web service within the group to handle the request. In
this paper we demonstrate how fixed price requests can be included into
the operation of a community of Web services. Our approach introduces
auction theory into the selection process. Experiments using real world
values are conducted to demonstrate the effectiveness of the approach.

1 Introduction

In recent years, Web services (WS) have emerged as one of the promising tech-
nologies that help implement Internet applications. A Web service is “a soft-
ware application identified by a URI, whose interfaces and binding are capable
of being defined, described, and discovered by XML artifacts and supports di-
rect interactions with other software applications using XML-based messages via
Internet-based applications” (3WC).

Users search the Internet looking for WS to handle their requests, often with
the help of brokers. Brokers act as a middleman between Web services and
users by matching the requests from the users to the Web services that handle
the requests. This matching considers functional and non-functional properties
(Quality of Service (QoS)) of Web services so that the “best” Web services is
selected (focus of this paper).

One common approach is to select the Web service that maximizes the level
of QoS provided to the client. This can be achieved with the use of a utility func-
tion as proposed in [3, 4]. By maximizing the utility function, the user receives
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the highest possible utility from the Web services. One limitation with utility
functions is the user inability to fix a value. For example, if the client would
like the price (A QoS property) fixed at a certain value, utility functions alone
are not able to solve the problem. Ardagna and Pernici in [2] go a step further
by proposing possible constraints to the optimization problem. For example, the
Web service can be selected only if its price or execution duration is lower than
a certain threshold.

What is lacking are a proper framework with which the selection can be
done in the situation where the client would like to fix the value of certain
QoS properties. Such cases already occur frequently when it comes to budget
constraints [6, 8]. The difficulty of selection in such a case is that the broker
does not necessarily know the QoS levels that its Web services can provide at a
certain price.

Our main contribution in this paper is to introduce an approach that allows
Web services to use the platform of a community to handle requests where
the user submits a fixed value of certain QoS properties. The framework of a
community was chosen because of its feature of having multiple Web services
that are able to handle the request. In our paper, we use the example of using
price (a QoS property) as a fixed value that is submitted by the client. Within
the community, our unique approach uses an auction type selection process in
order to select the Web services to handle the request. There are two additional
benefits to our approach, firstly, it allows the possibility of continuous service
levels, and secondly, it allows the broker to monitor the possible QoS levels that
the WSs can provide.

The rest of the paper is organised as follows. Section 2 discusses the related
literature concerning our proposed auction system. Section 3 describes the pre-
liminary details required for the paper, including the architecture of a community
as well as how auction theory can be implemented into communities. Section 4
defines the auction system protocol proposed in this paper. Section 5 presents the
results of our experiments using real-world values. Finally Section 6 concludes
this paper and discuss possible future work.

2 Related Work

Section 2.1 discusses specific auction concepts that help explain our approach.
The related work where auctions are used in the selection process is first de-
scribed in the field of Multi-Agent Systems (MAS) in Section 2.2 and in the field
of network resource sharing in Section 2.3. Next in Section 2.4 we discuss the
related work on fixed-revenue auctions.

2.1 Auction Basics

Concepts related to auctions include English auction, Dutch auction, first price
sealed auction, second price sealed auction and basic auction theory terms such
as private value, common value, correlated value, risk averse, risk seeking, and
risk neutral. More details on auction theory are given in [14].
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In this paper, we do use 3 auction properties that require elaboration:

– Truthful Dominant Strategy (TDS) indicates whether each bidder will have
the dominant strategy where he bids its own true value. This cuts down
on any possible counterspeculation and forces the bidder to always tell the
truth.

– Final Bid Value (FBV) compares the final bid value according to a deter-
mined currency.

– Time-requirement defines the amount of time required to conduct the bid.
For example, sealed bid auctions would end earlier than an English auction.

The time-requirements imposed on Web services can be critical depending on
the nature of the request. Examples of these can include estimating the prices
of stocks in a stock exchange. This implies that the time taken to execute the
auction can significantly impact the QoS provided.

2.2 Auctions in Multi-Agent Systems

Vulkan and Jennings in [20] describe how an auction is conducted for providing
a quote to design a network for a customer. They introduce a mechanism that
allows multi-dimensional auctions to take place. This involves a utility function
that compares multi-dimensional bids. The utility function approach, also used
in [9] is adapted in this paper. Thiel in [9] argue that having a time-limited
English auction is preferable to the Vickrey auction system because the former
is more robust in order to sustain its truth-telling dominant strategy property.
The same author argues that the amount of time to wait for the auction to end
has to be set long enough for an interested agent to be able to carry out its
calculations and submit an offer.

The Vickrey auction is commonly used in the context of Multi-Agent Systems
due to its truthtelling and counterspeculation avoidance properties [5,11,17,21].

2.3 Auctions in Network Resource Sharing

In network resource sharing, a single bandwidth is divided into multiple pieces
to be auctioned off to interested bidders. Each bidder bids on one piece of the
bandwidth.

In terms of time requirements, the bidders bid for the usage of the bandwidth
at some point in the future. The time-requirements of conducting the auction
itself is thus not relevant to Network Resource Sharing auctions. An English
auction was used in [19] by the American government for a bid of airwaves
bandwidth for some time in the future. Another distinction in the same paper
is that several licenses were up for bid at the same time.

The Vickrey-Clarke-Groves (VCG) auction is used in [10, 12, 13, 15] in order
to maximize total utility [18]. The truthtelling nature of the Vickrey has a high
appeal to network resource sharing auction systems. The maximization of total
utility or efficiency (throughput) of the network is generally the main consider-
ation for network resource sharing models. This differs in our model since the
item auctioned is not divisible.
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Table 1. Truthful and Revenues for Different Fixed Revenue Auction Systems

English Dutch First-
Price
Sealed

Second-
Price
Sealed

TDS Yes No No Yes

FBV 3 3 1 1

2.4 Fixed-Revenue Auctions

Extensive work on the properties of auctions with a fixed price has been done
in [7] (known as Fixed-Revenue Reverse Auction). A seller wishing to raise a fixed
revenue sells a quantity of a certain good. This fixed revenue is known and bidders
bid on the amount which the bidders are willing to buy. The bidder who bids
on the lowest quantity of good wins the bid. The results indicate that in such a
system of fixed-revenue, the characteristics are similar to standard auction theory
(i.e. English and Second-Price sealed auction have the TDS property). However,
they did stress that sealed bid auction systems lead to lower quantities (similar
to higher prices in a fixed quantity auction, a more favourable situation for
the seller). Quantity equivalence also does not hold across the different auction
systems when having a fixed-revenue. We summarize the findings in Table 1.

An important finding in [7] indicates that the outcomes are not affected by the
dimension (number of properties) of the auction. This means that a model with
3 QoS properties will have the same outcome as a model with 9 QoS properties.
A similar conclusion was reached in multi-dimensional auctions [9]. This finding
is important in our paper because the number of QoS properties in different
models can vary greatly.

3 Preliminaries

In this section we describe the preliminary information required to present our
approach of selecting Web services in a community. Section 3.1 gives a brief
overview of communities. Section 3.2 describes in detail the Contract Net Proto-
col (CNP) that is used in a community. Section 3.3 describes how auction theory
can be used in a community of Web services. Finally, Section 3.4 describes the
utility function and its role in a community.

3.1 Community of Web Services

A community of Web services consists of 2 main components: a Master Web
Service (MWS)and Slave Web Service (SWS). The MWS acts as a broker for
the community, receiving requests from the user and replying with the help of
SWSs. The MWS is also responsible for the management of the community,
this includes deciding which Web services to enter or leave the community as
well as the selection and substitution processes. A more detailed description of
communities of Web services can be found in [16].
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3.2 Contract Net Protocol in a Community

A community of Web service uses the CNP as described in [16] in order to select
appropriate SWS in response to specific requests. We highlight steps 2, 3 and 4
in the CNP protocol.

– Step 2: The MWS asks the SWSs for bids;
– Step 3: The SWSs make their bid to the MWS;
– Step 4: The MWS selects which SWS will handle the request;

Using the CNP ensures that all requests and answers go through the MWS.
It also allows the MWS to have control over who handles the request. Finally,
it gives the MWS the responsibility of solving failures. If a SWS fails, the MWS
will be responsible for finding a SWS to substitute the original SWS.

We mentioned in Section 1 that we are concerned with the selection pro-
cess. This is represented by steps 2, 3 and 4 in the CNP. We define the time-
requirement as the maximum time to start and complete successfully each selec-
tion process.

3.3 Auction in Communities

In this section we go into detail on how auction theory can be implemented into
a community in order to handle fixed-price requests. To this we replace steps 2
and 3 of the CNP. For a fixed-price request, when the MWS receives the request,
the MWS forwards it to the SWSs in the community. The SWSs then make a bid
consisting of the level of QoS that they are willing to provide based on the price
of the request. This is known as a fixed revenue reverse auction [7] (Figure 1).

Fig. 1. Fixed Quantity Auction versus Fixed Revenue Auction

The fixed revenue reverse auction does not change the fact that multiple SWSs
are competing against each other to provide a certain service to the user. There
are three properties associated with this type of auction:
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– The fixed revenue reverse auction handles the situation where users have a
fixed budget and are looking for the best service that they can get.

– SWSs are allowed to submit bids according to their strengths. The proposal
allows the SWS to make its own assessment on how good its service is and
submit this bid to the MWS.

– One challenge which the community faces when it comes to managing SWSs
is the estimation of the QoS of each SWS. This QoS can change over time
due to equipment failure, power shortages, software errors, etc. This proposal
allows the community to assess the level of QoS that each SWS can provide.
The community will still have to monitor the eventual level of QoS that the
selected SWS provides and compares that with the bid of the same SWS.
With more bids, the community is able to get a better idea of the level of
QoS the SWS can provide, based on the prices that users provide.

In this paper, since our focus is on handling requests with a fixed-price, we
decide to call the auction fixed price second-QoS sealed auction. The way this
auction works is by having the client submit a fixed-price to the community, the
SWSs within the community submit their respective bids consisting of the level
of QoS that each SWS can handle for the request. The MWS makes a selection
among SWSs in the community and the selected SWS handles the request at
the second-highest submitted QoS if it is able to. A more detailed explanation
of the protocol is given in Section 4.2.

We choose to use the second-QoS sealed auction for three reasons. The first
is that it returns a higher amount of QoS to the user, as shown in Table 1.
The second is due to the time requirement of the second-QoS sealed auction.
There is no need for multiple exchange of bids (for example in the Dutch and
English auctions) between the auctioneer and the bidders. The third is due to its
TDS property, each SWS will make a bid truthfully, thus avoiding any wasted
resources counter-speculating.

3.4 Utility Function and Other Properties

The use of a utility function [9, 18] gives the flexibility to the user to provide
its preference with regard to the specific properties. The utility function is a
weighted function of the QoS properties. The values of the weights are provided
by the user. The utility function allows the MWS to calculate the potential score
that each SWS can provide upon receiving each bid. We define the score derived
from the calculation of the utility function as the utility function score.

In order to model the selection process, we need to define the other property
score. This latter is dependent on the MWS’s value of the SWS to handle the
request that is not derived from the utility function. This could be the MWS’s
own internal biasness of certain SWSs over others. This property is important
because it gives the MWS the flexibility to select SWSs not purely on the utility
it can provide to the user. The MWS may want to select a SWS on the utility
the SWS can provide to the community.
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4 Protocol

In this section we describe the protocol for the fixed price second-QoS sealed
auction proposed for use in a community of Web services. The protocol can be
applied to both the selection and substitution processes. Section 4.1 introduces
the protocol. Section 4.2 defines the fixed price second-QoS sealed auction.

4.1 Introduction to Protocol

We describe the request, r, sent by the user to the community as a pair of price pr,
and the utility function fr. This utility function is based on QoS properties
qr−0 ... qr−n, where n is the number of QoS properties used in the model. The
maximization of the utility function implies that the use receives the highest
possible utility from the community.

When each SWS submits a bid to the MWS, this bid comprises a list of values
corresponding to q0 ... qn. This allows the MWS to calculate the utility function
score of each SWS based on the utility function that was provided by the user.
A score of 0 indicates that the SWS is not able to handle the request and is
considered the lowest possible score.

We use a weighted sum of the utility function score and the other property
score to determine the total score of a SWS to handle a request. The value of
the weights are determined by the MWS. This allows the MWS to determine
on its own how much importance to give to the utility function against other
properties.

4.2 Fixed Price Second-QoS Sealed Auction Protocol

When the MWS receives from the user request, r, with price pr and utility
function, fr, the MWS proceeds as follows:

1. MWS sends pr and fr to the SWSs.

2. Each SWS calculates the bid depending on the level of QoS it can provide
based on the price.

3. Each SWS then submits this bid (a list of values corresponding to q0 ... qn)
to the MWS

4. To terminate the auction, the MWS calculates the total score of all SWSs.
The SWS with the highest total score is then selected to handle the request
at the level of QoS that the second highest SWS made a bid for, in return
for pr. In the event that the level of QoS of the SWS with the highest total
score is less than the level of QoS of the SWS with the second highest total
score, then the selected SWS is expected to handle the request at the level
of QoS that it submitted. The MWS will subsequently broadcast to all other
SWSs that the auction for request r has ended.
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5 Experiments

In order to illustrate the benefits of our approach to select Web services, we
simulate experiments where the number of handled requests as well as the client
satisfaction is compared across different approaches. Client satisfaction is deter-
mined by considering the QoS of the handled requests against the requested QoS
of the client. In our experiments, although the approach allows the client to only
submit the price, to illustrate the client satisfaction, we have to also consider
other QoS property requirements from the client. The different approaches are
defined by the different frameworks. The frameworks that we compare against
each other are:

1. Basic method of selecting the SWS to handle the request based on the CNP
(Framework 1)

2. Auction based selection where the MWS sends the SWSs all QoS require-
ments except the price (Framework 2)

3. Fixed price auction where the MWS only sends the price to the SWSs
(Framework 3)

We first define the client satisfaction in Section 5.1. Next we proceed to define
more experimental properties in Section 5.2. We then present our first experi-
ments showing the number of handled requests across the different frameworks
in Section 5.3. Finally we look at the client satisfaction in Section 5.4.

5.1 Client Satisfaction

We first define the QoS properties that define a request, as well as the notations
used. The QoS properties used in this paper are:

– Availability - probability that the SWS is up and ready for consumption
– Reliability - probability that the SWS returns a reply that the client expects
– Capacity - number of requests which the SWS can handle at any point in

time
– Execution Duration - amount of time which the SWS takes to handle the

request
– Price - amount of currency which the SWS charges for handling a request

It is the responsibility of the client to determine the value of the QoS prop-
erties. The properties, their definitions, and notations are listed in Table 2 for
request r that is sent by client c at time t. The notation Ct represents the set
of all clients that sent requests to the community at time t. We also define the
QoS properties of the handled request in Table 3.

We introduce the experiment client satisfaction for availability, reliability, and
execution duration in Equation 1, Equation 2, and Equation 3, respectively.

clientSatisAvtc−r =

{
1 if reqAvtc−r ≤ hanAvtc−r
hanAvt

c−r

reqAvt
c−r

if reqAvtc−r > hanAvtc−r
(1)
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Table 2. List of Request Properties
Property Notation

Requested Availability reqAvtc−r

Requested Reliability reqRltc−r

Requested Execution Duration reqExt
c−r

Requested Price reqPrtc−r

Table 3. List of Handled Properties
Property Notation

Handled Availability hanAvtc−r

Handled Reliability hanRltc−r

Handled Execution Duration hanEdtc−r

Handled Price hanPrtc−r

clientSatisRltc−r =

{
1 if reqRltc−r ≤ hanRltc−r
hanRltc−r

reqRltc−r
if reqRltc−r > hanRltc−r

(2)

clientSatisEdtc−r =

{
reqEdt

c−r

hanEdt
c−r

if reqEdtc−r < hanEdtc−r

1 if reqEdtc−r ≥ hanEdtc−r

(3)

Finally we can define the overall client satisfaction in Equation 4.

clientSatistc−r = wclientSatisAv · clientSatisAvtc−r

+ wclientSatisRl · clientSatisRltc−r

+ wclientSatisEd · clientSatisEdtc−r

(4)

Where wclientSatisAv , wclientSatisRl , wclientSatisEd are the weights for the ex-
periment client satisfaction for availability, reliability, execution duration and
price respectively.

For the purposes of the simulations, we have set these 3 weights to be of the
same value. In practice, a system administrator is free to set them differently
according to its own priorities.

The price satisfaction is calculated separately in Equation 5. This is because
the satisfaction is only applicable in the framework where the MWS sends all
QoS except to the price to the SWSs. In the other two frameworks, the handled
price is always the same as the requested price.

clientSatisPrtc−r = 1− hanPrtc−r

reqPrtc−r

(5)

5.2 Experiments – Properties

Most of the values of the experimental properties had to be simulated. Although
we were able to get most of the values of the SWS properties from a real dataset
[1], some experimental values still had to be simulated. Simulated values were
chosen in order to best simulate the real world situation.

Each experiment was simulated 100 times and the average was taken. In these
experiments we simulate 50 SWSs over 10 time units. At the end of each time
unit, the QoS requirements for the requested availability, requested reliability
was increased by 10% while the requested execution duration was decreased by
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10%. In order to illustrate the benefits of the frameworks, the community was
sent more requests that it can handle (according to its capacity determined by
the SWSs). In the experiment we set this number to 400 requests per unit time.

Other property values in our experiment are, SWS price with a minimum of
10 and a maximum of 14, SWS failure probability with a minimum of 0% and
a maximum of 20%, requested budget with a minimum of 10 and a maximum
of 20, requested availability with a minimum of 30% and a maximum of 35%,
requested reliability with a minimum of 20% and a maximum of 25%, and the
requested execution duration with a minimum of 3500 and a maximum of 5000.

5.3 Number of Handled Requests

For the first 2 frameworks, individual SWSs do not bid if they cannot match the
QoS requirements.

Fig. 2. Number of Handled Requests for all 3 Frameworks

In Figure 2, we display the number of handled requests for all 3 approaches.
We see that when the client increases the QoS requirements to a certain point,
the first two approaches fail to handle any requests. This happens when the
community does not receive a single bid from the SWSs. In the third approach,
SWSs are allowed to return a QoS bid which allows the SWS to handle the
request at a lower QoS. In the third approach, the limit of the number of requests
that are handled depends on the capacities of the SWSs in the community.

5.4 Client Satisfaction

Although all the requests are handled in the third approach, the lower QoS
provided by the SWSs lead to a lower client satisfaction (Figure 3). Another
important observation in the client satisfaction is that in the initial period when
the first 2 frameworks are able to handle the requests, there is not much difference
between the client satisfaction. This means that during the period which the first
2 mechanisms can handle all requests, the third framework can perform equally
as the first 2 frameworks. Since client satisfaction for each request is 0 when
the request is not handled, we observe that the client satisfaction for the first 2
frameworks drop to 0 when the number of handled requests for both approaches
drop to 0.
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Fig. 3. Client Satisfaction Fig. 4. Price Satisfaction

Finally, we look at the benefit of framework 2 over framework 1. In framework
2, since the SWSs are allowed to make a lower price bid than the requested price,
the client may have a higher price satisfaction than 0 since it saves money. We
notice the price satisfaction in Figure 4 that drops over time, this is because of
the higher QoS requirements from the client means a higher price it has to pay.
The price satisfaction drops to 0 when the requests are not being handled.

6 Conclusion and Future Work

In this paper we proposed a new approach that allows clients to submit only
the price that they are willing to pay to a community of Web services. Such a
need can be handy in this increasing world where financial constraints play a
major role in deciding which service to use. In return, the community selects
the Web service that is able to provide the highest level of QoS based on the
price. This selection is done via the proposed fixed price second-QoS sealed
auction protocol. The approach also allows the client to propose its preferences
via a utility function. Finally we demonstrated this framework and compared
its results with other frameworks in the experiments section. Some of the QoS
values used in the experiments were taken from real world Web services.

We consider another property - the amount of bandwidth required to conduct
the auction, however we decided not to include it in our approach. The main
reason is because in today’s context of Web services, the amount of bandwidth
required to conduct the auction is negligible.

Further analysis on this framework could be carried out in a real world sit-
uation where the framework is applied. The level of QoS could then be more
accurately measured based on real world scenarios. Further application into spe-
cific areas such as Web Information Systems or specific other areas could be
looked into.
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Abstract. Mining companies’ relationship network from the internet is one of
the objectives of business intelligence (BI). In previous works of companies’ rela-
tionship mining, researchers usually applied linguistic analysis tools and methods
like natural language processing (NLP) to extract such relationship from online
financial articles. In this paper, we propose a new bottom-up algorithm for the
mining of companies’ competitive relationship network. The algorithm generate
a products’ competitive relationship network.

We use Tablets and Video Cards data from e-stores to examine the effective-
ness of our method, the results are relatively satisfactory. They could present
dynamic and asymmetry competitive relationships among companies and could
provide useful information for manages to make decisions.

1 Introduction

Accompanied with the development of the internet, some new business and social styles
have changed people’s lives. Amazon, EBay and the like could let people buy things on-
line, etc. Those recent inventions not only provide people convenience life style but also
fuel an explosive growth of data. Such data are valuable and could be used to exploit
business intelligence (BI) and develop deep insights about their customers, business
partners and competitors [1] [2]. However, manual analysis of such sheer of data is
unpractical due to the problem of information overload [10] [11]. As a result, using
artificial intelligent (AI) techniques, instead of the people themselves, to automatically
analyze those sheer of data and then to provide useful information for managers has
attracted some scientists and researchers.

In this paper, we focused on the product competitive relationship mining.The contri-
butions of our work are follows:

– Proposing a three-dimension model combining SWOT method and KANO Model
to calculate the intensity of competition between any two products.

– Asymmetrical and dynamic relationship could be showed in products’ competitive
networks.

– Adopting data from e-stores instead of online financial articles to mine products’
competitive networks.
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This paper is structured as follows. Section 2 introduces the related works. In sec-
tion 3, we propose a three-dimension model for products’ competitive network gener-
ating and our bottom-up algorithm to generate business entities competitive network.
In section 4, we present our experiments. Section 5 concludes the paper and introduces
potential future work.

2 Related Works

Competitors identification is a major component of any approach to formulating mar-
keting strategy and there are two approaches to competitor identification, a supply-
based and demand-based approach [3]. In this paper, we only focus on the competitive
relationship between companies. Chen [4] proposed a competitor identification model,
a three-dimension classification of competitors, which concerns attack and response,
product market commonality and resource similarity. Feng et al. [13] mentioned a way
to combine KANO’S model with SWOT to analyze competition. Zhong [12] used clus-
ter analysis to identify dynamic competitors. But previous works did not pay enough
attention to the data flooded in the internet. In this paper, we borrow the idea from these
previous analysis and make them adaptable to the new source of data from e-store.

Recently, researchers have realized the utility of the internet and some methods have
been proposed to facilitate analysis in business based on the data from internet. Lin-
guistic rules or heuristic are often applied to identify specific types of entities such
as people, organizations, places, etc. [5]. And the CoMiner system made use of Nat-
ural Language Processing (NLP) techniques and several pre-defined lexical-syntactic
patterns (e.g., company-A”against” company-B) to identify competitive company rela-
tions based on a Web corpus [6]. Ma et al. [7] developed a network-based approach to
extract business competition relations from online financial news articles. However, the
main weakness of their approaches are that they extract objective business competitive
relations, ironically, from subjective materials such as news articles. In this paper, our
computational method generate objective business competitive relationships only from
objective data sources, e.g. data from e-stores.

Liu Bing and Minqing Hu [8] proposed a method to extract the specific features of a
product that customers have opinions on from customer reviews on e-commerce. Wen-
ping Zhang [9] developed a semi-supervised text mining method to generate dynamic
business network based on online articles and customers reviews. Although they realize
the value of the information from e-commerce or e-store, they did not pay attention to
the new form of information e-commerce and e-store could provide. Their approaches
are still using subjective sources, new objective form of information like customers’ rat-
ing star and sales ranking of a product are ignored. Our proposed method will only use
objective information crawl from e-store, such as sales ranking of a product, customers’
rating star, the hardware features of a product, etc.

3 Computational Methods

In our algorithm, the input is a pair of companies (comparing companies), such as ”Ap-
ple” and ”Samsung”. The output is a dynamic product competitive relationship network
of the two comparing companies.
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The algorithm performs in three steps:

– First step, gathering all products of the target company and then identifying all
competitive products for each product of the target company.

– Second step, generating products competitive network.

3.1 Competitive Products Identification and Competitive Products Set
Generation

To analyze the competitive relationship among products, the first thing is to identify
what properties should a product has if this product is a competitive product of another
product. We begin to solve this issue with some observations:

Observation 1: For two products pa and pb, they are competitive if they satisfy the
following conditions: (1) the category of pa is the same with that of pb; (2) pa and pb
could be purchased in the same period of time; (3) the price difference between pa and
pb must be acceptable.

Based on Observation 1, we formalize the product competitive relationship condi-
tions of pa and pb as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

|pa,price − pb,price|
MAX(pa,price, pb,price)

≤ Ω

pa,cate = pb,cate

pa,date ≤ year‖pb,date ≤ year

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
⇔ pb ∈ CPSpa (1)

where pa,price means the price of product pa; MAX(pa,price, pb,price) is max one of
pa,price and pb,price; Ω is a variable, which indicates how much difference in money of
two competitive products could customers accept; pa,cate means the category that prod-
uct pa falls in; pa,date means the latest date in year that product pa could be purchased;
year is the date that could purchase;

All its competitive products for a particular product pa form a competitive product
set of pa, which is defined as follows:

Definition 1: A competitive products set of product pa, denoted by CPSpa , is a set
contains all competitive products of product pa.

CPSpa = (pa,1, pa,2, pa,3, · · · , pa,n)
where pa,i is the ith competitive product of pa;n is the number of products in CPSpa

Furthermore, such competitive relationship is invertible:

pb ∈ CPSpa ⇔ pa ∈ CPSpb

Based on Observation 1 and definition 1, three steps were designed to generate com-
petitive products set for products of the target company:

– Step 1: cluster all products belong to the target company and store them in a set
PC , where C is the name of the target company:

PC = (pC1 , p
C
2 , p

C
3 , · · · , pCn )

where pCi is the ith product of target company C
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– Step 2: for each pCi in set PC , cluster all products belong to other companies,
those products are in the same category with that of pCi , and then store them in set
CPSpC

i

– Step 3: for each product in every set CPSpC
i

, remain those whose price is similar

to the price of pCi and those products must could be purchased in the same period
time with that of pCi .

3.2 Product Competitive Network Generation

Product competitive network (PCN) of asymmetry and dynamics is one of our con-
tributions in this paper. We proposed a three dimensional model for calculating the
intensity of products competition and applied a method that combined SWOT method
and KANO Model in one of those three dimensions analysis.

The PCN is defined as follows:

Definition 2: Product competitive network(PCN) is a binary tuple PCN = (G, tp) where
G= (V , E) is a weighted directed graph and tp is the time point when the graph G is
valid. The set V represents the set of nodes (products) and the set E denotes the set
of edges (competitive relationship) of G. Each edge ex,y ∈ Eis an ordered pair of
nodes (x, y) which indicates that the competitive relationship is from x ∈ V to y ∈ V ,
in regard of x ∈ V . The weight of an edge (intensity of competitive relationship) is
denoted as w(ex,y).

From Definition 2, the dynamic feature could be indicated by tp for the reason that
some products may be withdraw from the market and will not exist in that G; the asym-
metrical feature can be indicated by the direct edge and its weight, the weight of edge
from x ∈ V to y ∈ V is not the same with that of edge from y ∈ V to x ∈ V .

Chen [4] classifies his competition analysis concept into three factors which are at-
tack and response, market commonality and resource similarity. However, his analysis
focuses competitions in the level of company, it is required to make some adjustments
to make a new model that is suitable to measure competition between products.

We find that in products’ competition, attack and response factor is not exist due to
it belongs to company strategies. Market commonality factor is to measure the influ-
ence of companies in the market, and this factor should be considered when analyzing
products’ competition and need to be adjusted. Resource similarity is to measure the
similarity of the usage of resources, and the measurement of the similarity in the prod-
ucts’ competition is also important, so some adjustments had to be made.

In our model, we also have three factors and we let them be three dimensions, in each
dimension, the value of it could be positive and negative, positive means better than and
negative means worse. The first dimension is products’ hardware specifications (PHS),
which is to measure the similarity between products; the second one is products’ brand
effect (PBE), which is to measure products’ market influence; and the third one is the
new one we create, we name it products’ attraction (PA), which is to measure the ability
to attract customers.

Product’s Brand Effect Dimension. This dimension measures the difference of prod-
uct’s brand effect between two competitive products. The product’s brand effect (PBE)
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of a product indicates this product’s influence in the market. The higher a PBE of a prod-
uct is, the more powerful influence this product plays in the market. The more powerful
influence of a product means this product could influence the trend in its category.

As our observations, the PBE of a product could be measured by two factors, prod-
ucts’ recognition degree(PRD) and products’ added value(PAV). These two factors will
be discussed in follows. Based on these observations, in this dimension, the difference
of PBE between product pa and product pb in regard of pa, denoted as FPBE(pa, pb) ,
could be calculated as follows:

FPBE(pa, pb) = α1 × FPAV (pa, pb) + α2 × FPRD(pa, pb) (2)

where α1 is the weight of FPAV (pa, pb), α2 is the weight of FPRD(pa, pb) and α1 +
α2 = 1(in our experiments, we set α1 = 0.6 and α2 = 0.4); the value of FPAV (pa, pb)
is the difference of PAV between product pa and product pb in regard of pa and the value
FPRD(pa, pb) is the difference of PRD between product pa and product pb in regard of
pa.

Commonly, a more powerful influence product is often more expensive than that
of a product with similar functions and quality but whose influence is not so power-
ful. Added value could be used to measure different level of this influence. The more
powerful the influence of a product is, the more added value there in this product. So
Products’ added value(PAV) could be used to describe the power of influence of a
product.

And then how to calculate PAV of a product? Our observations of this issue is fol-
lows:

Observation 2: The higher the a product’s PAV, the lower its performance price ra-
tio(PPR)

With the observation 2 above, we define the value of a product pa’s PAV:

PAV pa =
1

PPRpa

(3)

wherePPRpa is the performance price ratio of product pa, and the value of it defined
as:

PPRpa =

∑n
i=1 δi × pa,fi
pa,price

(4)

where n is the number of features of product pa; pa,price is the price of product pa;
pa,fi is the ith feature of product pa and δi is the weight of it,

∑n
i=1 δi = 1,n is the

number of features of product pa.
And the difference of PAV between product pa and product pb in regard of product

pa, denoted as FPAV (pa, pb), could be calculated by following function:
FPAV (pa, pb) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−e
PAV pa−PAV pb

PAV pa , if PAV pa > PAV pb

0, if PAV pa = PAV pb

e
PAV pa−PAV pb

PAV pa , if PAV pa < PAV pb

(5)
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Intuitively, a more powerful influence product could attract more customers and the
market shares it accounted for is larger. With larger market shares, the higher recogni-
tion degree of this product, which means that people acknowledge the performance of
this product. So Products’ recognition degree (PRD) could be used to measure the
power of influence of a product. Before introducing how to calculate it, we first present
our observation to this issue as follows:

Observation 3: In e-stores, customers will be required to rate products they have
bought, people would be denied to rate if they have not bought, so the higher a product’s
PRD, the more customers rated.

With the observation above, we define the value of pa’s PRD, PRDpa is the total
number of customers who rate product pa.

Products’ Attraction Dimension. This dimension measures the difference of prod-
uct’s attraction(PA) between two competitive products. Product’s attraction (PA) of a
product indicates the ability of this product to let customers buy it when customers
comparing this product with its competitive products.

As our observations of customers purchasing online, besides specifications of hard-
ware, there are four factors could change customers choice, we name them performance
price ratio (PPR), user rating (UR), sales ranking (SR) and price effect(PE). Each of
these factors will be discussed in follows. Based on these observations, in this dimen-
sion, the difference of PA between product pa and product pb in regard of pa, denoted
as FPA(pa, pb), could be calculated as following:

FPA(pa, pb) =(β1 × FPPR(pa, pb) + β2 × FUR(pa, pb))×
β3 × FSR(pa, pb)× β4 × FPE(pa, pb)

(6)

where β1 is the weight of FPPR(pa, pb),β2 is the weight of FUR(pa, pb), β3 is the
weight of FSR(pa, pb) and β4 is the weight of FPE(pa, pb); (in our experiments, we set
β1 = 0.35,β2 = 0.65,β3 = 5,β4=1 )
the value of FPR(pa, pb) is the difference of PPR between product pa and product pb
in regard of pa; the value of FUR(pa, pb) is the difference of UR of product pa and
product pb in regard of pa; the value of FSR(pa, pb) is the difference of SR of product
pa and product pb in regard of pa; the value of FPE(pa, pb) is the difference of PE of
product pa and product pb in regard of pa.

Among many factors that could effect customers choices, the Performance price
ratio (PPR) is a very important factor. It is all known that higher PPR will attract more
customers. So PPR could be used to measure the PA of a product.

The score rated by customers is a unique feature that e-stores could provide, and
this feature could express the customers’ satisfactory. The higher the score, the more
satisfactory customers would have. As our observation, the average score of a product
is another consideration of customers when they buying online, customers tend to pur-
chase products with higher scores. So the average score, User rating(UR), could be
used to measure the PA of a product.
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The difference of UR between product pa and product pb in regard of pa, denoted as
FUR(pa, pb) , could be calculated by following function:

FUR(pa, pb) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−e
URpa−URpb

URpa , if URpa > URpb

0, if URpa = URpb

e
URpa−URpb

URpa , if URpa < URpb

(7)

The sales ranking of a product is also a unique feature of e-stores. This feature could
express the degree of popularity of a product among customers. The higher the sales
ranking of a product, the more popular this product would be among customers. As
our observations, customers tend to purchase products with higher sales ranking. And
customers often connect sales ranking of a product with its quality and performance.
For customers, a product with higher sales ranking, its quality and performance will
also be great. So Sales ranking(SR) could be used to measure the PA of a product.

The difference of SR between between product pa and product pb in regard of pa,
denoted as FSR(pa, pb), could be calculated by following function:

FSR(pa, pb) = tan(
π× | SRpa − SRpb

|
2× ε

) (8)

where ε is a variable to let
π×|SRpa−SRpb

|
2×ε ∈ [0, π

2 )
The most attractable and important factor is the price of a product. This feature can

change customer’s choice, because people tend to like cheaper ones. As our observa-
tions, customers tend to purchase a cheaper one if two competitive products are similar
in other aspects. So the price of products, Price effect(PE), could be used to measure
the PA of a product.

Products’ Hardware Specification Dimension. This dimension measures the differ-
ence between products’ hardware specifications(PHS). Comparing products’ hardware
specifications is to compare their hardware similarities and then to find their advantages
and disadvantages. Different from products market influence and its marketing per-
formance in attracting customers, analysis in products’ hardware specifications could
focus only on products themselves. In this dimension, we adopt a method that combin-
ing KANO Model and SWOT method [13]to analyze advantages and disadvantages of
a product when competing with its competitive products and then calculate the intensity
of competitive relationships between products.

The difference of PHS of product pa and product pb in regard of pa, denoted as
FPHS(pa, pb), could be calculated as following:

FPHS(pa, pb) = γ1 × Fs(pa, pb) + γ2 × Fw(pa, pb) (9)

where γ1 is the weight of Fs(pa, pb), γ2 is the weight of Fw(pa, pb)(in our experiments,
we set γ1 = 0.8,γ2 = −0.2); the value of S(pa, pb) is the strength or opportunity of
product pa in competing with product pb; and the value of W (pa, pb) is the weak or
threaten of productpa in competing with product pb.
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4 Experiments and Results

In our experiments, the data we get from Amazon.com is not complete. For tablet data
set, we scrawled 436 tablets’ information until September 1, 2012. While for some rea-
sons, some the information of products’ is missed. One reason is because Amazon.com
does not provide such information for some products, like some kinds of hardware
specifications and ranking. Another reason is our technique limitation that it is hard to
scrawl those information.

Table 1. Part of product iPad MC705LL/A competitive product result

name iPad MC705LL/A TF300BL TF300WH P5100
price 514.00 391.72 382.00 475.99

company Apple ASUS ASUS Samsung
rank 8 36 45 73
star 4.3 3.9 3.9 5.0
total 313 435 435 2

fiveStar 211 211 211 2
screenSize 9.7 10.1 10.1 10.1
processor 1 1.2 1.2 1

core 2 4 4 2
RAM 1 1 1 0.5

hard driver 16 32 32 64
wireless 1 1 1 1

compScore 0.4548 0.4604 0.6334
RICPS 5 3 10

To resolve such missing information, we do following steps:

– Firstly, we eliminate those products who miss most its information, and only remain
those who only miss 1 or 2 of its information.

– Secondly, some of information which could be inferred from other information, we
fill them after processing, and some of information we give it a random number.(For
different data set, such information will be different, this will be indicated in every
data set.)

In tables 1 and 2, we can see that it is part of the result of product iPad MC705LL/A’s
competitive products. In the form, ’star’ means the average stars that customers rated,
’total’ means the total number of customers who have rated this product, ’fiveStar’
means how many customers rated five stars for this product, ’processor’ means the
frequency of the CPU, ’core’ means the number of cores in CPU, ’hard driver’ means
the capacity of storage of the hard driver, ’wireless’ means whether such device is able
to connect to the wireless network, 1 means could, 0 means could not; ’RICPS’ means
ranking in set CPS, ’compScore’ means their weight of the direct path. In these three
tables, we only present part of the whole result in order to show representative features
of our method, asymmetry competitive relationship.
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Table 2. Part of product iPad2 MC916LL/A competitive product result

name iPad2 MC916LL/A TF201 XOOM Xoom Quad
company Apple ASUS Motorola Motorola

price 544.98 462.57 404.99 398.99
rank 29 67 59 98
star 4.3 3.7 4.1 3.8
total 1013 606 678 24

fiveStar 683 307 396 12
screenSize 9.7 10.1 10.1 10.1
processor 1 1.66 1.0 1.0

core 2 2 2 2
RAM 0.5 1 1 1

hard driver 64 32 32 32
wireless 1 1 1 1

compScore 0.0989 0.0971 0.1651
RICPS 2 4 14

Fig. 1. Parts of competitive products of Apple in Tablets, 2012

In table 1, for the two products TF300BL and TF300WH, they are the same product
shares the same hardware specifications expect their colors. We can see that TF300BL is
10 dollars higher than TF300WH, while TF300BL ranks in the 36th place and
TF300WH ranks in the 45th place in their category. From their compScore, we could
see that, and we could say in this price level, 10 dollars play less important than ranking
in analyzing the intensity of competitive relationship, which is an empirical realization
that for the same price difference, the higher the price level, the less important it is to
effect customers choices.

But in table 2, the target product is iPad MC705LL/A. For the product TF201 and
XOOM, TF201 is almost 60 dollars closer to iPad MC705LL/A in price than that of
XOOM, even if TF201’s ranking difference is 8 larger than that of XOOM to the target
product, as well as in other factors XOOM is much closer to the target product, TF201
is much more competitive than XOOM, because 60 dollars in this price level is a big
deal.
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Fig 1 shows parts of competitive products of Apple in 2012 in Tablets market. In
Fig 2, we present 3 products of ”Apple”, ”iPad MD330LL/A”, ”iPad MC744LL/A”
and ”iPad MD365LL/A”; 3 competitive products belong to ”Samsung”, ”GT-P7310
MVGR”, ”Galaxy N8000 White” and ”Galaxy N8000 Black”; 4 competitive prod-
ucts belong to ”ASUS”, ”TF700T-C1-CG”, ”TF700T-B1-CG”, ”TF201-C1-CG” and
”TF201-C1-CR”. The arrowed line in this Fig means that there is a competitive rela-
tionship between the two products, e.g. ”Apple”’s ”iPad MD330LL/A” has competitive
relationship with ”ASUS”’s ”TF700T-C1-CG”.

5 Conclusion

Although some research works realized the value of information from e-stores, their
works still limit on linguistic analysis and few of companies relationship mining could
show the asymmetry of competition. The main contribution of this paper is the usage
of the new features of the date crawl from e-stores, proposed an algorithm to transfer
products competition to companies competition and show the asymmetry of competitive
relationship. Experiments results of our proposed method are relatively satisfactory.
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Abstract. All current recommendation algorithms try to handle the
problem of recommending single item to a user. However, there are many
cases that we need to consume a set of items at one time in our real life,
e.g., many restaurants may provide some food set for users to choose and
a travel agent may provide many travel routes or itineraries which can
contain different interest places. In this paper, inspired by the modern
portfolio theory, we propose three set recommendation algorithms which
return a list of item-set for users. We conduct experiments on a real-life
dataset by comparing the performance of our proposed approaches. The
experimental results fit our expectation and show the effectiveness of
proposed methods.

1 Introduction

As the development of World Wide Web and E-Commerce, people need to spend
more time on browsing web pages so as to get information in their need, and such
a task is time-consuming. Thus, effective recommendation systems is needed to
assist users to find out what they need. The task of recommendation system is
to estimate preference or ratings of a user on the items.

All current works try to handle the problem of recommending single item to
a user. However, there are many cases that we need to consume a set of items
at one time in our real life. For example, many restaurants may provide some
food set, and we can choose different salad, main course, dessert, soup and so
on. Especially in Chinese restaurant, there may be many dishes for customers
to choose to combine their favorite dinning food set. For another example, for a
travel agent, it may provide many travel routes or itineraries which can contain
different interest places, a user can choose different interest places to form his
personalized favorite travel routes for his holidays. One common distinct feature
of these cases is that what we want to recommend to a user is a set of items
(e.g., dishes and interest places). In other words, there are many cases in which
users consume a set of goods instead of only a single good at a time. For these
prevalent cases, these is little work on handle them. Current recommendation
systems only try to recommend a single item to a user and can not recommend
a set of items to a user well at a time. We consider that recommending a set of
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items at a time to a user is a new problem which is different from traditional
single item recommendation and we name it as Set Recommendation.

For the new problem of set recommendation, its task is to recommend a set
items (instead of only one item) to a user for one consumption and expect that
the user will be satisfied with such a consumption of a set of items with a highest
satisfaction degree. If we look into the field of finance, we find that such a set
recommendation task have an analogy with the investment problem in financial
markets. As one of the most influential economic theories dealing with finance
and investment, the Modern Portfolio Theory (MPT) was motivated on the basis
of the following two observations. 1) The future return of a stock is unknown and
cannot be calculated with absolute certainty. Investors have different preferences
of the risk associated with uncertainty. Therefore, it is highly desirable to have a
method of quantifying this uncertainty or risk, and reflect them and incorporate
users’ risk preferences when selecting stocks. 2) Since in practice the future
returns of stocks are correlated, assuming independence between the returns and
selecting them independently to construct a portfolio is not preferable. Realizing
the two fundamental issues, the MPT emphasizes that risk (uncertainty) is an
inherent part of future return, and quantifies it by using the variance (or the
standard deviation) of the return. The theory suggests that, for a risk-averse
decision, an investor should both maximize the return as a desirable thing and
minimize the variance of the return as an undesirable thing.

Considering set recommendation problem, we also have two similar critical
issues: 1) In set recommendation, the return (satisfaction degree) of a set of
items is unknown and cannot be estimated with absolute certainty from cur-
rent recommendation methods. There are many sources of uncertainty such as
specific user preferences, the deviation of prediction from actual users’ rating
and so on. 2) The estimation of satisfaction degree of individual items are also
correlated. Thus, we consider that it may be great helpful to borrow the idea of
portfolio theory from finance to handle the set recommendation problem. The
contributions of this paper are listed below.

– We formulate the problem of set recommendation and have a deep discussion
on it.

– As a new research field, we propose a naive and a preference-based methods
as the basic implementations of set recommendation.

– For further development, we propose a risk-optimized approach based on the
MPT for set recommendation.

– Weconduct experiments on the real-life dataset by comparing the performance
of our proposed approaches. The experimental results fit our expectations.

2 Background and Related Work

In this section we briefly introduce the background of the modern recommender
systems as well as some basic concepts in this field. Due to the hard work of
the scholar around the world, modern recommender systems is becoming more
and more mature. Current recommendation methods are usually classified into
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collaborative filtering (e.g., [7]), content-based (e.g., [6][5]) and hybrid methods
(e.g., [4][1] [3]). CB methods estimate the preference degree of a user ua on an
item ix based on the preference degree of ua on the other items that are similar
with ix, while the key idea of CF methods is that similar users have similar
taste(user-based) and similar items will attract the same user(item-based). The
main difference between CB and item-based CF is the similarity measurement
strategy. CB measures the similarity between two items based on their content,
while item-based CF is based on the common users that rate both the two items.
Due to its’ scalability, CF is more popular and widely used than CB in recent
recommender systems. There are many work on CF and most of them can achieve
a better performance in specific occasion. Recently, matrix factorization(MF)
has been one of the most popular CF algorithm, which was firstly proposed by
Koren et al[11] in the netflix prize. MF is proved to outperform most existing
state-of-the art algorithms in most cases.

3 Problem Formulation

In this section, we formulate the problem of set recommendation. As mentioned
above, set recommendation is to recommend a set of items to a specific user and
the user will satisfy the item set with a highest degree. Given a set S of items
and a user i denoted by ui, the set recommendation method(SRM) can return
a top-k recommended item-set list denoted by L as following:

L = SRM(S, ui)

The top-k list consists of k item sets which are ranked by an evaluated value in
a decreasing order as following:

L = {P1, P2, · · ·, Pk}
where Px is an item set with at least two items inside and the size of each item
set is various. In order to evaluate each item set for user i, there needs to be a
function f to measure the satisfaction degree of the user:

Di,x = f(ui, Px)

where Di,x is the satisfaction degree of user i on the item set Px. Obviously,
searching all of the items to generate candidate sets is a tough process since it
will produce a large amount of item sets. For example, when there are n items
in total, the number of candidate sets will be (C2

n + C3
n + · · ·+ Cn

n ). Therefore,
in this paper, we do set recommendation after the user has already chosen an
item which we named as major item here. The candidate item set denoted by C
can be defined as following:

C = {om, o1, o2, · · ·, on}
where om is the major item and ox is the item recommended to the user.
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4 Method

4.1 A Naive Set Recommendation Method

From the last section we can know that each candidate set contains amajor item,
so the simple method to do set recommendation for someone is to recommend
the item set which not only contains the major item but is also often chosen by
users to him. The method we used here is called association-rule recommendation
method. First we extract the association rules from the buying record, then we

Table 1. A binary 0/1 representation of purchase records

RID mouse keyboard mouse pad card reader SD card

1 1 1 0 0 0
2 1 0 1 0 0
3 1 0 0 1 1
4 1 1 1 0 0

can use the rules to do some prediction. In Table 1, there are four purchase
records. 1 represents that the item is in the purchase record and 0 represents
that it is not. A record Ri is said to contain an item set X if X is a subset of Ri.
For example, the first record in Table I contains the item set {mouse, keyboard}
but not {mouse,mousepad}. An important property of an item set is support
count, which refers to the number of records that contains a particular item set[2].
Mathematically, the support count, σ(X), for an item set X can be stated as
follows:

σ(X) = |{Ri|X ⊆ Ri, Ri ∈ U}|
where the symbol | · | denote the number of elements in a set and U denote
the set of all purchase records. In the data set shown in Table 1, the support
count for {mouse, keyboard} equals to two because there are two records that
contains these two items. The association rule is an implication expression of
the form X → Y , where X and Y are disjoint item sets. Considered that the
scenario of the set recommendation is to recommend the item set after the user
has chosen the major item om, the rule is generally in the form of oi → Y .
The strength of an association rule can be measured in terms of its support and
confidence[2]. Support determines how often a rule is applicable to a given data
set, while confidence determines how frequently items in Y appear in records
that contains oi. The formal definitions of these metrics are:

support(oi → Y ) =
σ({oi} ∪ Y )

σ({oi}) + σ(Y )− σ({oi} ∪ Y )

confidence(oi → Y ) =
σ({oi} ∪ Y )

σ({oi})
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When we want to do set recommendation with the association rules, first we
find all the rules whose support and confidence are respectively larger than a
threshold and in the form of om → Y to generate the candidate item sets. Then
we evaluate each candidate item set according to their support and confidence to
attain the top-k recommended list. Given the set of rules denoted by RS, major
item denoted by om, the threshold of support denoted by TS, the threshold of
confidence TC and the evaluation function f, we can attain the recommended
list of item sets with the algorithm Association-Rule.

Input : RS, om, TS, TC, δ
Output: L

1 L ← ∅;
2 for ru ∈ RS do
3 if support(om → Y ) ≥ TS and confidence(om → Y ) ≥ TC then if ru

is in the form of om → Y then L.insert({om} ∪ Y );
4 end
5 MS = max(support(om → Yi))((om → Yi) ∈ RS);

6 MC = max(confidence(om → Yi))((om → Yi) ∈ RS);

7 Sort L = {{om} ∪ Y1, {om} ∪ Y2, · · ·, {om} ∪ Yn} by value
f(om → Yi,MS,MC, δ);

8 RETURN L;

Algorithm 1. Association-Rule(RS, om, TS, TC, δ)

In this algorithm, the evaluation function f is used to evaluate the satisfaction
degree of the candidate item set for user i as following:

f(om → Yi,MS,MC, δ) = δ *
support(om → Yi)

MS
+ (1−δ) *

confidence(om → Yi)

MC

where variable δ is a number between 0 and 1. For different TS and TC, we
often have different δ to produce a better recommended list. The evaluated value
of each item set have an analogy with the return of an investment in the financial
market. We always want the investment has the best return. Also in this method
for set recommendation, the more strongly the major item is associated with the
other items in the item set, the higher satisfaction degree we think the user will
have on the item set. With this algorithm, for any user who has chosen the same
major item om will be recommended the same list of item sets.

4.2 Preference-Based Set Recommendation Approach

The naive recommendation method consider that the item set liked by a large
amount of users will also be liked by any one, which is often not true since
everyone has its own preference. So we proposed a preference-based approach
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to do set recommendation. Here preference of a user on a certain item can be
represented as predicted rating drawn from the user’s buying history. Any tra-
ditional recommendation methods can be used here, like collaborative filtering,
etc. Given a single-item recommendation method(RM), the rating of an item set
P with n items for a specific user u is the average rating of items in the set:

Rating(u, P ) =

∑n
i=1 RM(u, oi)

n

We can optimize the algorithm Association-Rule by predicted ratings replacing
the evaluating function f with function f-rating defined as following:

f − rating(om → Yi,MS,MC,MR, u, δ, α) =

α * f(om → Yi,MS,MC, δ) + (1− α) *
Rating(u, {om} ∪ Yi)

MR

where variable α is between 0 and 1 and MR denoted the maximal predicted
rating of the item sets in the recommended list. In the definition of function f,
we know that there is another variable named δ. For different TS, TC and RM,
we can often has different pairs of (δ, α) to do better set recommendation. For
this evaluation method, the return or satisfaction degree of an item set of a user
is not only the association strength between the major item and the other items
in the item set but also the ratings of the items. Here we gives the definition of
the algorithm Rating-ARule.

4.3 Risk-Optimized Set Recommendation Approach

In Modern Portfolio Theory, we balance the return and risk or uncertainty to
maximize some kind of utility. Follow this school of thinking, for set recommenda-
tion problem, we also has two similar critical issues: The return(the satisfaction
degree we evaluated for a user on the item set) and the risk(the uncertainty
or deviation of the satisfaction degree produced by our evaluation method). In
Subsection A and B, we only consider the return of an item set ignoring the risk
or uncertainty. In this subsection, we take the risk into consideration in order
to optimize our method. For the preference-based set recommendation approach
mentioned in Subsection B, there are two kinds of sources of risk: association
rules and predicted ratings. 1) We can find that association rules are drawn from
different amount of buying records in Subsection A. For example, in Table 1, we
can get the rule {mouse} → {keyboard} with support of 0.5 and confidence of
0.5. The support and confidence is large but we still can’t declare that the user
who has chosen mouse will possibly choose keyboard since this rule is derived
from only four buying records. However, if the same rule is extracted from one
million buying records with the same support and confidence, the situation will
be different. Thus, the risk of association rules denoted by ARuleRisk can be
defined as following:

ARuleRisk(om → Yi) = 1− σ({om}) + σ(Yi)− σ({om} ∪ Yi)

σ({om}) +∑n
t=1 σ(Yt)−

∑n
t=1 σ({om} ∪ Yt)
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where n denoted that there are n rules in the form of om → Y . 2) There are
many recommendation methods we can use to get the predicted ratings but it’s
uncertain whether ratings can really represent users’ preferences. To evaluate
the efficiency of the methods, we often use mean absolute error(MAE) defined
as the average absolute difference between predicted ratings and actual ratings.
Here we calculate MAE for each item oi:

MAE(oi) =

∑n
t=1(at,i − pt,i)

n

where n is the number of users we have predicted for on oi, at,i is the actual
rating of user t on item oi while pt,i is the predicted rating. With the same
recommendation method, the MAE of each item may be different. MAE is a
good way to see the average deviation between the actual ratings and predicted
ratings. In the real world, actual ratings reflect users’ preferences, so we can say
that the lower the MAE is, the more possible predicted ratings can stand for
users’ preferences. Here gives the definition of the risk of predicted ratings:

RatingRisk(oi) = MAE(oi)

To optimize the preference-based set recommendation method with ARuleRisk,
we can change the evaluating function f into:

f(om → Yi,MS,MC, δ, θ) = δ *
support(om → Yi)

MS
+ (1−δ) *

confidence(om → Yi)

MC− θ * ARuleRisk(om → Yi)

where θ is a factor which can be changed to make a better recommending result.
With RatingRisk, the predicted rating of an item set p for a specific user u can
be redefined as following:

Rating(u, P, β) =

∑n
i=1 RM(u, oi)− β ∗RatingRisk(oi)

n

where β is a factor like θ. Therefore, for different TS, TC and RM, we can
generally have different four tuples (δ, α, θ, β) to produce a better recommended
list of item sets.

5 Experiments

5.1 Experimental Setup and Data Description

In this paper, we exploit purchase data from an e-commerce web site. There are
totally 3,924,559 buying records in our data set. We synthesize 291,718 useful
item sets with 226,033 customers and 2,534 items from it. On average, each user
owns no more than two item sets. It is not hard to tell that the data set is sparse.
Each row of the data set is like this:

{ui, o1 : ri,1, o2 : ri,2, · · ·, on : ri,n}
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where ri,x is the real rating between 1 to 5 of user ui on item ox. 1 represents
the worst satisfaction degree and 5 represent the best. o1, o2, · · ·, on are items
the user bought at the same time. In our experiment, the data set are divided
into test set with 55,612 item sets and training set with 236,106 item sets.

5.2 Evaluation Metrics for Recommendation

In a real world, ratings for item sets are usually not conveniently available.
So in our data set, there are no explicit ratings of item sets for validation.
Therefore, we refer to the ranking accuracies. In the experiment, we adopt Degree
of Agreement(DOA)as the evaluation metric for recommendation. DOA is used
for ranking accuracies and describes the average rank accuracy for the item sets
[8].DOA used in this paper is similar to [8].

5.3 Recommendation Performances

In this subsection, we present the performance comparison on recommendation
accuracies among the three recommendation methods. The major difference of
the three methods are the evaluation functions we used to sort the recommended
list L of candidate item sets. So no matter what methods we use, L will stay
no change unless we alter the thresholds of support(TS ) or confidence(TC ).
With the increase of TS or TC, the number of the association rules will become
smaller and smaller. It means that the recommended list will be getting shorter
and shorter as we can see in Table 2. The ordinate is the average number of item
sets in a list. To set the TS or TC too small or too big are both inappropriate. If
they are too big, there will be not enough association rules for us to do predictions
and too many candidate lists with only one item set. If they are too small, we will
get too many meaningless rules. Therefore, in the experiment, we set four pairs
of (TS, TC): (0.2,0.1), (0.1,0.15), (0.1,0.1) and (0.05,0.05). When we use the
method Rating-ARule, we choose the user-based collaborative filtering(CF)[10]
to predict ratings for single items. For Risk-Optimized-Rating-ARule, we have to
calculate the value of MAE for CF. So we use the whole training set we divided
from the data set before to train for CF. This training set is also used as a test
set. The value of MAE we have attained is about 0.3 which is very low as a
result of that real ratings in our data set are mainly 4 or 5.

Table 2. The average length of the list of candidate item sets

(TS,TC) (0.2,0.1) (0.1,0.15) (0.1,0.1) (0.05,0.05)

Length 1.13 1.38 1.53 1.68

In Figure 1, we can see that there are four groups of experiment and each
group has different TS or TC. All methods perform better and better with
the increase of TS or TC. As mentioned above, the smaller are the TS or
TC, the more meaningless association rules will be used to do prediction
which will weaken the accuracies of the methods. For example, for item set
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Fig. 1. A performance comparison based on DOA results

{mouse, radio} and {mouse, fan} of which the (support, confidence) are re-
spectively (0.053,0.053) and (0.050,0.050). We can’t judge that between these
two item sets, {mouse, radio} is more possible for users to choose according to
the size of their support and confidence since their support and confidence are
both too low to be meaningful. Rating-ARule outperforms the Association-Rule
in all groups and the improvement is between 1.1% to 4.1%. Risk-Optimized-
Rating-ARule perform better than Rating-ARule except in the first group on
the left which group has the smallest average number of item sets in a list.
The optimizing from Rating-ARule to Risk-Optimized-Rating-ARule is not so
remarkable as it from Association-Rule to Rating-ARule, only between 0.10%
to 0.42% in our experiment based on DOA results. It is more easy to tell the
optimizing of the performance among these methods in the second and the third
group from left to right where the recommended lists are not too short and
quality of the association rules are more acceptable.

6 Conclusion

In this paper, we focus on how to address the set recommendation problem.
We first propose a naive method and a preference-based method as two basic
methods for set recommendation. Then we propose the risk-optimized method
based on the portfolio theory to improve the basic methods. The experimental
results show that the proposed approaches are sensitive to the support and
the confidence threshold. In most occasions the Rating-ARule outperforms the
Association-Rule, and the Risk-Optimized-Rating-ARule performs better than
Rating-ARule in some occasions.
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Abstract. Users’ mobile model chosen can indicate their telecommunication
network demand and consumption habit. The study of users’ preference on mo-
bile model has count for much meaning for mobile operators’ business strategy
and mobile model product sale. This paper looks for customer features as the
basis for users’ preference judgment from the basic features such as customer
attributes, consumption and service usage, that most related to mobile model
characteristics, using a genetic algorithm iteration method and k-means cluster-
ing algorithm. Our method performs well on how to judge user’s preference on
mobile model.

Keywords: telecommunication customer feature, feature selection, mobile model
characteristic, k-means clustering algorithm, Adaptive genetic algorithm.

1 Introduction

In recent years, the development of mobile is very fast, its function is more and more
fruitful, while its appearance is more and more fashionable and thin. What is more, a
mobile can meet a large majority of people’s daily need, such as communication and
entertainment. Customers will choose a mobile model whose function, price and ap-
pearance can satisfy their requirements. The communication and data traffic consump-
tion are largely based on the functions of a mobile model they have chosen, due to both
are limited by its function. Based on the above analysis, it is important for telecommu-
nications operator to explore users’ preference on mobile model through the analysis of
user behavior data. An effective users’ preference on mobile model judgment strategy is
useful for mobile operators to make their mobile model sale strategy, data flow amount
marketing management and regular customer consolidation.

Extracting the appropriate features to classify mobile models into its associated pref-
erence class is the main difficulty in the study of the association between user attributes
and users’ preference on mobile model. Feature extraction is one of the key technolo-
gies in pattern recognition field. In general, only when the customer feature vector has
enough classification information, the classifier can achieve the correct classification
and identify the appropriate kinds of mobile models the user preferring precisely. How-
ever, it is hard to determine that whether we have got enough classification information.
To improve the recognition rate of a classification model, the ordinary algorithms of-
ten extract features as many as possible. It results in that there are too many feature
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dimensions, and the correlation and redundancy among the dimensions can be too high.
Therefore, it is important to pick up the right customer features to define users’ prefer-
ence on mobile mode. It has great impact on many aspects of mobile selection, such as
the recognition rate of the classification model, training time of the classification model
and the amount of training samples of user data set. What is more, customer feature
selection for classification is also very important on constructing the classifier.

According to the raw sampled data have pattern classes’ information, the proce-
dure of feature selection can be divided into supervised feature selection and unsuper-
vised feature selection. Supervised feature selection works under pre-defined classes, it
makes use the relationship between features and pre-defined classes and the relation-
ship among features to select features. Unsupervised feature selection makes use of the
relationship among the features of raw sampled data set to select features. We adopt
unsupervised feature selection method in this paper. It is used to select an appropriate
subset of user features that can best coverage the whole data, based on certain regula-
tion about experience. The methods which are commonly used include feature selection
using genetic algorithms, feature selection based on pattern similarity and feature se-
lection based on information gain. The whole of them have no consideration about the
correlation among features and the influence of the feature to classification. In this pa-
per, we introduce a new method based on the influence of the customer features for
exploring users’ preference on mobile model classification and the correlation among
customer features. It is a unsupervised feature selection method which using genetic
algorithm and k-means clustering. The basic idea is to use genetic algorithm to select
the feature subsets, and then use k-means clustering algorithm to determine how many
classes we should have for each feature subsets, after that, we use database index regu-
lation to set a formula to select features. Finally we delete those features which are high
correlation to reduce redundancy.

The rest of this paper is organized as follows. In section 2, we review some related
work. In section 3, we introduce Preliminary knowledge in details, including feature
clustering and genetic algorithm. We introduce feature selection process in section 4. In
section 5, we conduct experiment on a real data set to evaluate our proposed method.
We summarize our work and discuss some potential extension in section 5.

2 Related Work

In this section we introduce the background in this field. Feature selection is the key
of exploring users’ preference on mobile model. Lei Yu and Huan Liu [6] explore an
efficient feature selection method via analysis of relevance and redundancy. Lei Yu
and Huan Liu [7] show that feature relevance alone is insufficient for efficient fea-
ture selection of high-dimensional data. They define feature redundancy and propose to
perform explicit redundancy analysis in feature selection, and also develop a correlation-
based method for relevance and redundancy analysis. Yuan et al. [1] explore appli-
cation of HOOK technology in network covert communication. Jin et al. [2] give an
introduction on copressive sampling and its applications. Shi et al. [3] propose an echo
signal detection with ultro-low rate sampling based on compressed sensing. Johnson
et al. [4] propose an interior point methodology for 3-D PET reconstruction. Galand and
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Kabatiansky [5] try to explore information hiding by coverings. User preference mod-
eling is also a related work for our work. Cai and Li [8] propose a new method to model
user profiles and resource profiles in a collaborative tagging environment.

3 Preliminary

In this section we introduce the two important techniques in our proposed method,
which are feature clustering and genetic algorithm.

3.1 Feature Clustering

We use two indexes in our method. One is for measuring the correlation between the
features and clustering evaluation, while another is for distribution information inside
a class and distances between clusters. The DB Index regulation we used in this paper
measures these two indexes meanwhile.

Firstly, The formula definition of average distribution information inside a class is as
follows.

Pi =
1

|Li|
∑

A∈Li

||A− Ci|| (1)

where Ci is the clustering center of Li, |Li| is the count of samples in Li.
Besides, the formula definition of distances between clusters is as follows.

Dij = ||Ci − Cj || (2)

Dij is the distances between the two clustering centers i and j.
Then, we describe DB Index regulation as follows:

DBm =
1

m

m∑

i=1

Ri , Ri = max
j=1,··· ,m,j �=i

pi + pj
Dij

(3)

where m represents the count of clustering.
Finally, we need to measure the correlation between the two features, we use the

below formula to calculate it in this paper.

αij =

n∑
k=1

(xik − Ci)(xjk − Cj)

√
n∑

k=1

(xik − Ci)
2

n∑
k=1

(xjk − Cj)
2

(4)

The absolute value of αij shows the correlation between feature i and j. The bigger
absolute value of αij represents the higher correlation between feature i and j.
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3.2 Genetic Algorithm

Genetic algorithm is a global convergent algorithm which generates solutions to op-
timization problems by simulating the nature evolution process. When dealing with
complex optimization and multi-extreme value function optimization, traditional ge-
netic algorithm always cannot achieve global convergent and it only gets local optimal
solution finally. The main parameters that determine the performance of genetic algo-
rithm include population size n, crossover rate Pc and mutation rate Pm. Pc and Pm are
the most critical factors that impact the algorithm performance when genetic algorithm
try to find generally good global solutions. Pc mainly affects the algorithm’s ability of
finding new spaces of solution during global solutions generating. Pm mainly affects
the algorithm’s ability to converge towards a global solutions and the solution search
spaces. Therefore, many experiments need to be conducted to determine the value of Pc

and Pm for each different global optimization problems. The whole procedure is very
tedious, and it is very hard to find a best choice with strong robustness. Thus, for the
application in this paper, we choose the adaptive genetic algorithm to optimize feature
selection. The advantage of this algorithm is that it can adjust the value of crossover rate
Pc and mutation rate Pm timely based on the results of every step during the operation
of genetic algorithm.

4 Feature Selection Process

In this section, we present a composite and innovative feature selection algorithm,
which can obtain the directly correlation between customer characteristics and con-
sume information and users’ preference on mobile model. The main idea of algorithm
is as following: based on a wide variety and greater redundancy customer information
feature group, we try to find suitable feature sets capable of showing user properties,
while this feature sets in the classification of customer preference should also have
higher correlation than a certain threshold.

Therefore, the feature selection algorithm designed in this paper can be divided into
two steps:

– Firstly, using adaptive genetic algorithm to select several types of high correlation
feature aggregation sets from a large number sample set of customer features, and
remove redundant features, as a candidate feature subset.

– Secondly, using feature clustering sorting algorithm, to find out the feature subset
which have the maximum correlation between users’ preference on mobile model
decisions, as the final standard of judgment.

The details of algorithm process is described below: First of all, for large number of
sample sets of each customer feature, we use the adaptive genetic algorithm to deter-
mine the sample set’s correlation between features. Based on these correlations, we can
preliminarily aggregate a series of related feature sets. In the application of adaptive
genetic algorithm, we not only need to make sure that the genetic process does not fall
into local optimal solution, but also need to ensure not reduce the search efficiency.
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Therefore, in order to meet the actual needs of research and preserve the better per-
formance feature clustering solution in sample groups, we design the adaptive proba-
bility adjustment criteria as follows:

– When the correlations of each individual in sample group tends to coincide or may
fall into local optimal solution, the values of Pc and Pm increase;

– When the correlations of individual in sample group is dispersed, the values of Pc

and Pm decrease.

Meanwhile, the feature which has a higher correlation than the average of sample
group is given corresponding lower values of Pc and Pm, so that the proposed method
can be guaranteed to enter the next iteration. While the feature which has a lower cor-
relation than the average is given corresponding higher values of Pc and Pm, and the
proposed method can be eliminated. Pc and Pm are defined as follows:

Pc =

{
(dmax − d)/(dmax − davg) d ≥ davg

1 d < davg
(5)

Pc =

{
(dmax − d)/2(dmax − davg) d ≥ davg

0.5 d < davg
(6)

where dmax represents the maximum correlation value of the feature group; davg
represents the average correlation value of the correlation of each iteration; d repre-
sents the current calculated correlation value between two crossover features. Through
multiple iterations of adaptive genetic algorithm, we can get several suitable customer
feature subsets which can be used to characterize the properties of the customer.

In our method, we take advantage of feature clustering for selection. We select suit-
able feature subsets with higher correlations of the users’ preference on mobile model
from the candidate feature subset as the final feature set. Then, we use them to predicate
customer mobile model preference.

For each candidate feature subset Ti, we use K-means clustering algorithm clustering
feature subset and determine the final number ki of clusters generated. Meanwhile, we
use the DB Index regulation as the cluster validity judgments. For feature subsets Ti

and Tj (i =1· · · m, j = 1· · ·m, i �= j, m is the number of feature subsets), their
corresponding features are not exactly the same. Therefore, for different feature subsets
Ti and Tj , the obtained values DBkj and DBkj do not have direct comparison values.
We normalize the obtained values DBkj and DBkj firstly, and then compare with each
other and select the smaller value. We describe the whole feature clustering selection
process as follows.

Let Ti be the original candidate feature subset, and its number is m, and the number
of loop iterations is p. Tbest is used to save the best feature subset selection.

The following figure shows a simplified flow of the algorithm:

1. For a subset Ti, using the formula Eq.1 Eq.2 Eq.3 yields the best classification
number and DB value;

2. Compare the DB values, find the clustering method which make the DB value
smallest.
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Fig. 1. Customer feature selection algorithm flow

3. Compare the correlation values of Ti and Tbest with mobile model preference at-
tribute. If Ti has a higher correlation value, then update Tbest

4. Searching until it meets loop stop condition.

Figure 1 shows the simplified flow of the algorithm. In this algorithm, we adopt
genetic algorithm first to obtain the classification subset, and then we use clustering
on features and take user preference attributes on mobile model into consideration to
obtain optimal determined feature subset.

5 User Preference Prediction

After we obtain the subset of features according to the method we proposed above, we
apply the subset of features to help to predict user preferences on mobile models by
adopting some existing classification methods, such as decision tree classification, to
classify a user with a mobile model lable.

6 Experiment

In this section, we conduct experiments to evaluate the proposed method on predicting
user preference on mobile model. We use a extracted data set from a communication
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operator company, which contains 660,000 users and their historical data. We apply
decision tree as a classifier. We adopt three metrics, which are precision, recall and
improvement. We select top-k results for evaluation, and we pick k from 5 to 50.

According to our method, we use k-means clustering method first to obtain similar
features, and then use adaptive genetic algorithm to select several types of high corre-
lation feature aggregation sets from a cluster and remove redundant features. Then we
use feature clustering sorting algorithm, to find out the feature subset which have the
maximum correlation between users’ preference on mobile model decisions. We find
out 7 major features for user preference prediction, which are WLAN, smart phone,
operating system, networking, price, screen and brand.

According to Figure 2, we can find that as the increase of k, the precision decrease
smoothly, and the recall increase rapidly. While k is equal to 25, then we can obtain
a relative balance of precision and recall. The change of recall is bigger than that of
precision. It means that it is easier to obtain an improvement on recall than precision.
We also can observe that the improvement is not so significant as the increase of k.

Fig. 2. Precision, Recall and Improvement

7 Conclusion and Future Work

Extracting the appropriate features to classify mobile models into its associated prefer-
ence class is the main difficulty in the study of the association between user attributes
and users preference on mobile model. Feature extraction is one of the key technologies
in pattern recognition field. This paper looks for customer features as the basis for users’
preference judgment from the basic features such as customer attributes, consumption
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and service usage. The basic idea is to use genetic algorithm to select the feature sub-
sets, and then use k-means clustering algorithm to determine how many classes we
should have for each feature subsets, after that, we use database index regulation to set
a formula to select features. Finally we delete those features which are high correlation
to reduce redundancy.

In our future work, we plan to try more clustering methods instead of k-means
only. Also, we plan to apply another optimization methods such as Particle Swarm
Optimization.
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Abstract. A big challenge for education and research in Requirements
Engineering and Conceptual Modeling (RE/CM) is the need for much
more empirical research about the use in practice of RE/CM, including
the practical impact of CM education. Former students of RE/CM are
potential prescriptors of the RE/CM concepts, methodologies and tools
that they have learnt, but they are also conditioned by the current use
of those same issues in practice. In this paper we focus on the views that
former students of a RE/CM course have, now as young professionals, on
the usefulness of the received CM education. We have surveyed over 70
former students to know their opinions on the usefulness of the education
on a representative set of CM artifacts. Our results show that our former
students find quite useful in general their received CM education, with
different usefulness degrees for the various learned artifacts.

Keywords: Conceptual modeling, Education, Practice, Survey.

1 Introduction

It is widely recognized that there is a need for much more empirical investigation
about the use of Requirements Engineering/Conceptual Modeling (RE/CM) in
practice and the practical impact of its education [1,2,3]. In this paper, we focus
on CM education and we try to provide some empirical data on its usefulness.

In the context of the well-known Kirpatrick’s pedagogical framework for eval-
uating educational programs [4], the work reported here corresponds to the third
evaluation level, which deals with evaluating student behavior. This aims at un-
derstanding what happens when students leave the classroom and enter jobs
where they could apply what they learnt. In this paper we focus on the views
that former students have, now as young practitioners, on the usefulness of the
CM education that they received. To this end, we have surveyed over 70 former
students in order to know their opinions and recommendations on the received
education on a representative set of CM artifacts.

We have found in the literature some reports of surveys on former students’
perceptions of the impact of the education they received on their professional
activities [5,6], but they are set up at a general and wide educational range,
dealing with the education they received during their whole studies. As far as we

J. Parsons and D. Chiu (Eds.): ER Workshops 2013, LNCS 8697, pp. 237–246, 2014.
c© Springer International Publishing Switzerland 2014



238 A. Tort, A. Olivé, and J.A. Pastor

know, there has been no prior attempt to evaluate the perceptions and behavior
of former students of RE/CM, and this is the first time in which students of an
informatics engineering university program are surveyed on their views of CM
education and practice.

The structure of the paper is as follows. Section 2 briefly describes the RE/CM
course taken by the students that later participated in the survey. Section 3
describes how we designed and conducted the survey. Section 4 presents the
general results of the survey, with an emphasis on the former students’ opinions
of the CM education usefulness as well as their recommendations of learning.
Section 5 presents the detailed results for each of the four artifacts surveyed.
Finally, section 6 summarizes the conclusions.

2 The RE/CM Course

In this section we briefly describe the RE/CM course taken by the former stu-
dents that participated in the survey.

The course started in 2005 as an elective course of the speciality in Software
and Information Systems of the five-year program of Informatics Engineering
taught at the Barcelona School of Informatics of the Universitat Politècnica de
Catalunya (UPC) – BarcelonaTech. Typically, students take the course during
their fourth year in the program, after (among others) an introductory course
to software engineering.

The course is taught using a variant of the PBL (Project-Based Learning)
approach. The main activity of the course is the requirements specification of a
software system, including its conceptual schema. The structure of the require-
ments specification is an adaptation of the Volere template [7], which includes
the definition of use cases and the glossary. The structure of the conceptual
schema (specified in UML/OCL [8,9]) is the classical one: structural schema (in-
cluding integrity constraints) and behavioral schema [10]. At the beginning of
the course, the teachers establish a vision [11], which varies each course. The stu-
dents -working in groups of 5-7 people- study the relevant methods, languages
and techniques and apply them to the determination and specification of the
requirements of a system that realizes the vision.

Students have available deliverables from previous editions of the course,
which can be used as (good) examples. The conceptual schema must be defined
using the USE tool [12], and be validated by means of example instantiations.

3 Survey Design and Conduct

We created a web-based survey [13] in order to collect the perceptions of the
respondents about the current use of well-known conceptual modeling artifacts,
and the usefulness for practice of the education received on these artifacts. The
survey included two initial questions aiming at characterizing the number of
years of professional experience, and the number of projects with a significant
RE/CM activity in which the participant has been involved. The other parts of
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the survey focused on specific RE/CM artifacts. In this paper we focus only on
the four artifacts more closely related to conceptual modeling, which are: (1)
Use cases (scenarios); (2) Glossary; (3) Structural schema (UML class diagram,
ER schema); and (4) Integrity constraints (UML invariants).

The names of the artifacts in the survey were as indicated above, but it was
made clear that in practice they may be called with different names (examples
are shown above within parentheses). It was also made clear that the questions
referred to explicit artifacts written in any language and at any level of formality,
not necessarily the same as those learnt in the RE/CM course.

We targeted the survey to past students of the indicated RE/CM course. The
potential number of survey participants was 369, but we were able to know the
current email address of 182 people (49.3%). We sent them an email invitation
(and reminders) to visit the survey website. We collected survey responses dur-
ing October-December 2012. The survey was implemented using the web-based
SurveyMonkey tool. The survey was initially tested through personal interviews
with two former students with wide experience as practitioners.

In this study, we focus, for each artifact A, on the following three questions:

– The Education usefulness question (E), aimed at collecting the current per-
ception on the usefulness for practice of the received education:
E : “In general, do you think the education received on the definition of the
artifact A has been helpful in your professional practice?”

– The Learning recommendation question (L), aimed at collecting the recom-
mendation of in-depth learning for each artifact:
L: “In general, do you agree that conceptual modeling students should learn
in depth the importance of defining the artifact A and how to do it?”

– The Usage question (U), aimed at collecting the current use of each artifact
in professional practice.
U : “In general, in the projects in which you have participated, the artifact A
was created ... ?”

If the answer of the participant to U indicates low usage, then the participant
was also asked to answer the Recommendation of use question (R):

R: “In the projects in which the artifact was not created, would you have
recommended its creation, taking into account the situation and the resources
available at that time?”

The respondents were asked to answer questions E and L using a five-point
Likert scale with the values: 1 (strongly disagree), 2 (disagree), 3 (neither agree
nor disagree), 4 (agree) and 5 (strongly agree). Similarly, questions U andR were
asked to be answered using a frequency Likert scale, with the values: 1 (never),
2 (rarely), 3 (sometimes), 4 (often) and 5 (always).

The survey participants were asked whether they were willing to participate in
a post-survey meeting. A few of the most-experienced respondents were invited
to a 90-minutes meeting aimed at validating the survey results.
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Table 1. Participants by number of years and projects (%)

Projects

Years 0 1 2 3 >3

≤ 2 1.39 2.78 5.56 0.00 1.39 11.11

3 0.00 4.17 6.94 5.56 2.78 19.44

4 1.39 0.00 0.00 4.17 8.33 13.89

5 2.78 4.17 2.78 1.39 16.67 27.78

≥ 6 1.39 2.78 2.78 2.78 18.06 27.78

6.94 13.89 18.06 13.89 47.22

4 Survey Results and Discussion

In this section, we describe the general results of the survey. Our aim is to provide
an analysis about the relevance of the received education for practice, from the
point of view of our former students with professional experience. In subsection
4.1 we summarize the number of participants in the survey by the number of
years since they took the course, and the number of projects with a significant
CM activity in which the participants have been involved. Subsections 4.2-4.5
define the analysis indicators and present the main general assessments.

4.1 Participant Characteristics

We received 72 complete responses to our survey, which represents a response
rate of 39.6%. Table 1 shows the percentage of participants by the number of
years since the course was taken, and the number of projects with a significant
RE/CM activity in which the participant has been involved. It can be seen that
55% of the participants took the course five or more years ago, and that 61%
have participated in three or more relevant projects.

These results indicate that a large fraction of the respondents have a consider-
able experience in RE/CM. The table also shows that 6,94% of the respondents
have not participated in any project with a significant RE/CM activity. These
responses have been ignored in the results reported in this paper.

4.2 Education Usefulness (EU)

The first objective of our work was to obtain an assessment of the perceived Edu-
cation Usefulness (EU) for the professional practice, regarding each CM artifact.
A first assessment can be obtained from the answers to the E question.

Table 2 gives the mean (M) and the standard deviation (SD) of EU for each
artifact. It can be observed that there are differences depending on the artifact.
Some general trends (in average) can be observed: the structural schema and the
use cases are the artifacts with the highest EU mean (4.31 and 4.02), and also
with the lowest SD. (2) The EU mean for integrity constraints (3.47) shows that
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Table 2. EU , LR and CP for each artifact (Likert scale)

EU LR CP
M SD M SD M SD

Use Cases 4.02 0.83 4.42 0.80 3.10 1.13

Glossary 2.94 0.96 3.68 0.91 2.62 1.24

Structural Schema 4.31 0.74 4.58 0.69 3.56 1.20

Integrity Constraints 3.47 1.07 4.07 0.91 2.64 1.30

education on this artifact is quite useful. (3) The glossary has the lowest mean
(2.94), which is below the answer neither agree nor disagree in the Likert scale.

Table 2 also shows M and SD for the answers to question U , which indicate the
perception on the current practice of each artifact, denoted by Current Practice
(CP). These values suggest that the higher CP is observed for an artifact, the
higher EU is perceived. It is also important to note that, for all artifacts, the
mean of EU is higher than the mean of CP, so that other factors than the
current direct application of the artifacts contribute to positive perceptions on
the education usefulness.

4.3 Learning Recommendation (LR)

The second objective of our work was to obtain an assessment of the Learning
Recommendation (LR) for each CM artifact, from the perspective of the former
students that participated in the study. A first assessment is provided by the
answers to the question L.

Table 2 shows the mean (M) and the standard deviation (SD) of LR for each
artifact. We can observe that LR and EU follow similar trends, although there is
more emphasis on the learning recommendation for each artifact. These results
suggest that the learning recommendation is mainly influenced by the perception
on the usefulness for practice of the received education. It is also important to
note that for all artifacts the mean of LR is greater than the neutral value (3) in
the Likert scale. However, learning about the structural schema and the use cases
clearly have a higher recommendation, in comparison with integrity constraints
and glossaries.

4.4 High/Low Education Usefulness and Learning Recommendation

In order to go in depth in the relationship between the perception on the edu-
cation usefulness for practice (EU) and the learning recommendation (LR), we
classified the answers to questions E and L into two groups:

– High agreement answers: Those that correspond to the values agree (4) or
strongly agree (5) in the Likert scale.

– Low agreement answers: Those that correspond to the values neither agree
nor disagree (3) or disagree (2) or strongly disagree (1).
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Fig. 1. High and Low indicators for EU and LR

This classification allows to formally define the high (H) and low (L) indicators
for EU and LR as follows for each A artifact:

EUH(A) =
E4(A) + E5(A)

E(A)
∗ 100 EUL(A) =

E1(A) + E2(A) + E3(A)

E(A)
∗ 100

LRH(A) =
L4(A) + L5(A)

L(A)
∗ 100 LRL(A) =

L1(A) + L2(A) + L3(A)

L(A)
∗ 100

where Ei(A), i = 1..5, is the number of respondents that answered i in the
Likert scale of the E question of artifact A. Similarly, Li(A), i = 1..5, is the
number of respondents that answered i in the Likert scale of the L question of
artifact A. E(A) and L(A) are the total number of respondents to each question.
Note that EUH(A) + EUL(A) = 100 and LRH(A) + LRL(A) = 100.

Fig. 1 shows the relationship between EU and LR by means of two bars
for each artifact. The first bar classifies the percentage of responses between
those that are in the High Education Usefulness (EUH) situation, and those
that are in the Low Education Usefulness (EUL) situation. Similarly, the second
bar classifies the percentage of respondents in two groups: those that are in the
High Learning Recommendation (LRH) situation, and those that are in the Low
Learning Recommendation (LRL) situation.

The bar chart in Fig. 1 reinforces the idea that the usefulness of the received
education for practice is an important influence factor on the positive learning
recommendation, since first and second bars for each artifact follow a similar
trend.

4.5 Current Practice Influence on Education

In this section we analyze in depth the influence of the current practice on the
Education Usefulness (EU) perception and the Learning Recommendation (LR)
according to the view of the participants in the survey.
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Table 3. EUH and EUL responses (%) classified into CP situations

EUH EUL
CHP IP ALP Total CHP IP ALP Total

Use Cases 81.5 0.0 0.0 81.5 0.0 10.8 7.7 18.5

Glossary 33.3 0.0 0.0 33.3 0.0 34.9 31.7 66.7

Structural Schema 90.2 0.0 0.0 90.2 0.0 6.6 3.3 9.8

Integrity Constraints 58.1 0.0 0.0 58.1 0.0 22.6 19.4 41.9

Tables 3 and 4 classify the answers of EUH/EUL and LRH/LRL in three
Current Practice (CP) situations, according to the analysis in conjunction of
questions U and R [14]:

– Current High Practice (CHP). These are the situations in which, according
to the answer to question U , the artifact is often (4) or always (5) used.

– For Current Low Practice (CLP) situations (in which the artifact is never (1)
or rarely (2) or sometimes (3) used according to the answer to question U),
the answer to the recommendation of use R question, allows us to distinguish
the following situations:
• Improvement Potential (IP) if the answer was often (4) or always (5).
• Accepted Low Practice (ALP) if the answer was never (1), rarely (2) or
sometimes (3).

Our rationale for the definition of IP(A) is that we consider that situations
have potential for improvement if they are in CLP but the respondents would
have recommended often or always the creation of the corresponding artifact.
That is, if the recommendation had been followed in the given situation, then it
would have been in the CHP situation.

Similarly, ALP situations are defined as those that are in CLP and the re-
spondents would have not recommended often or always the creation of the
artifact.

Table 3 points out that there is a strong relationship between high education
usefulness perception (EUH) and current high practice (CHP), since all respon-
dents that perceive an artifact as highly applied in practice also consider the
received education useful. In contrast, those that perceive a low current use also
perceive a low usefulness of the education for current practice (EUL), regardless
they expect an improvement potential on the use (IP situation) or not (ALP).

In Table 4, it can be observed that most of the respondents in the low rec-
ommendation of learning (LRL) situation are those that accept a low current
practice of the artifact (ALP). There are also very few respondents for each arti-
fact who, although they consider that the education on the artifact may be useful,
they would not recommend to learn it in depth. On the other hand, respondents
who highly recommend to learn an artifact (LRH) are those that consider ei-
ther that (1) the artifact has a current high practice (CHP), or (2) there is an
improvement potential (IP) situation, in which they would recommend the use
of the artifact if they would lead the project.
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Table 4. LRH and LRL responses (%) classified into CP situations

LRH LRL
CHP IP ALP Total CHP IP ALP Total

Use Cases 78.5 10.8 0.0 89.2 3.1 0.0 7.7 10.8

Glossary 25.8 35.5 0.0 61.3 6.5 0.0 32.3 38.7

Structural Schema 88.5 6.6 0.0 95.1 1.6 0.0 3.3 4.9

Integrity Constraints 56.5 22.6 0.0 79.0 1.6 0.0 19.4 21.0

5 Results per Artifact

In this section we focus on each of the four artifacts and we briefly describe
the analysis about its education relevance for practice, based on the indicators
presented in Section 4.

5.1 Use Cases

Table 2 shows that, for the use cases artifact, EU (4.02) and LR (4.42) have a
value in the Likert scale greater than 4. In Fig. 1, it is also clear that EUH and
LRH are significantly greater than EUL and LRL. These results indicate that
use cases are relevant artifacts for the professional practice and that learning
them in-depth may be useful for practitioners.

According to Table 3, 81.5% of the respondents consider that use cases have
a current high usage in practice (CHP), and that the education on this artifact
is useful (EUH). Table 4 also shows that the 89.2% of respondents recommend
to learn the artifact (LRH). These respondents correspond to those that either
perceive use cases as currently highly used (CHP) in practice (78.5%) or would
recommend (IP) its use (10.8%).

5.2 Glossary

As illustrated in Table 2, EU(glossary) is lower than the neutral value in the
Likert Scale (2.94) and, consequently, its relevance for practice is quite low.
However, its LR mean is 3.68, so that several respondents recommend to learn
about the glossary. Fig. 1 shows that this is the only artifact for which EUL is
greater than EUH. The analysis suggests that the education on the specification
of glossaries has the lowest relevance perception for practice.

In Table 3, it can be observed that 66.7% of the respondents consider that
glossaries have a current low usage in practice and that the education on this
artifact has a low usefulness perception. Only 33.3% of the respondents consider
that the glossary is highly used and that the education is useful for current
practice. Nevertheless, according to Table 4, an important percentage of the
respondents (35.5%) are in the IP situation and recommend to learn about the
glossary, together with those that perceived them as already highly used (25.8%).
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5.3 Structural Schema

Table 2 shows that, for this artifact, the mean of EU is 4.31 and the mean of
LR is 4.42. These are the highest values in comparison with the rest of artifacts
considered in the study. This results are also confirmed in Fig. 1, where it is clear
that EUH and LRH are greater than 90%, while EUL and LRL are very low.
These results indicate that the education on the elicitation and specification of
the structural schema of an information system is considered very relevant for
practice and its learning is highly recommended.

Tables 3 and 4 clearly show that the dominant situation is that of respondents
in the CHP situation (those that perceive a high usage of conceptual schemas
in practice) who also consider the education on structural schemas very useful
(90.2%) while they recommend its learning (95.1%).

5.4 Integrity Constraints

As illustrated in Table 2, EU(integrity constraints) is 3.47 and LR(integrity
constraints) is 4.07. Fig. 1 also shows that, although EUH is lower than the same
value for the structural schema and the use cases, near 60% of the respondents
recommend that students learn about integrity constraints.

Table 3 confirms that the highest education usefulness on integrity constraints
(EUH) is perceived for those that are in the CHP situation (58.1%). However,
Table 4 shows that there is an important percentage of respondents (22.6%) in
the IP situation that highly recommend to learn about the integrity constraints,
together with those (56.6%) that already consider that their use is high (CHP).
Only 19.4% of the respondents accept the low practice (ALP) of integrity cons-
traints and do not recommend their learning (LRL).

6 Conclusions

In this paper, we have analyzed the perceptions on the usefulness for the profes-
sional practice of CM education, based on a survey answered by over 70 former
students of a RE/CM course within an informatics engineering university pro-
gram. The survey was aimed at knowing their opinions and recommendations,
as practitioners, on the received education on a representative set of CM arti-
facts. As far as we know, this is the first attempt to evaluate the perceptions of
RE/CM former students about the received education for their current practice.

In general, the survey results indicate that our former students consider their
received CM education as useful for their professional work. The analysis of the
results also points out that there are differences on theses perceptions depending
on the artifact. In particular, they consider very useful the structural schema and
the use cases, both with very high levels of perceived usefulness. Consistently,
they highly recommend in-depth education on these artifacts. For integrity cons-
traints, the perceptions on their education usefulness are lower, although many
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participants recommend to learn them in-depth. In contrast, the education re-
ceived on the specification of glossaries has the lowest perception of usefulness
for practice.

The results reported in this paper are subject to some threats to their validity
beyond our local context. The main threat is the geographic and domain bias of
the survey, created by drawing the respondents from the former students of an
RE/CM course offered by a particular university.

We consider that the analysis reported in this paper can be useful for improv-
ing the effectiveness of our RE/CM course, taking into account the views and
recommendations of our former students with professional experience in software
development. Hopefully, these results could be of interest to other similar courses
on conceptual modeling.
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Abstract. In this paper, a framework for scholarly teaching is discussed and 
applied to teaching conceptual modeling in a database design course.  The 
learning objectives are identified and used to select appropriate learning expe-
riences and evaluation mechanisms.  Student learning is evaluated via exam 
questions and a design capture project.  A novel contribution of the assignment 
is that it includes both individual and team work, and the students revise their 
initial designs with instructor feedback as well as peer interaction.  Results of 
assessment of student learning are given; the  performance improvement of stu-
dents on the assignment after feedback and with a partner is statistically signifi-
cant.  The framework is demonstrated to be useful for faculty to focus on  
guiding students to achieve competency and develop conceptual modeling 
knowledge and skills. 

Keywords: conceptual modeling, database design, entity-relationship model. 

1 Introduction 

Richlin condenses decades of best practices taken from the literature on the scholar-
ship of teaching and learning in her handbook for course design [R06].  This paper 
describes an application of her process and selected techniques in order to create and 
evaluate learning experiences to support achievement of learning objectives and 
course goals for an introductory database design course.  The stages in the process are 
as follows: 

 
1. identify big questions in the course, 
2. select teaching goals, 
3. design learning objectives, 
4. consult the literature, 
5. choose and use learning experiences, 
6. conduct systematic observation and assessment, 
7. document observations, 
8. analyze results, and 
9. obtain peer evaluation. 
 

The big questions are “intriguing problems that your course will help students con-
front, answer, and solve” [R06]. In the introductory database course, answering these 
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questions leads to course learning objectives.  For the course described here, the 
learning objectives are that students will: 

 
1. use a fundamental conceptual modeling technique to capture database re-

quirements in a graphical representation, 
2. learn relational database terminology and concepts and derive an implemen-

tation schema from their conceptual design, 
3. apply relational normalization theory to evaluate good design practices, 
4. learn query processing techniques by writing queries using a standard lan-

guage and studying the impact of physical storage options such as indexing, 
and 

5. learn fundamental practices in database systems to ensure transaction con-
currency and recovery from failure. 

 
The teaching goals are what the instructor hopes to achieve in the course, but the 

goals do not have to be tied to measurable or observable outcomes.  Certainly the 
teaching goals include student competency with the subject material, but they can also 
include the professor’s philosophy of classroom management, for example.  The pri-
mary teaching goal addressed in this course (that is not related directly to subject 
knowledge) is how the class is conducted.  The instructional delivery emphasizes 
student ownership of learning through a variety of mechanisms, including  interactive, 
collaborative experiences in the classroom as well as outside of the classroom.  Public 
domain software programs such as Dia [Dia13] and free educational software such as 
WinRDBI [W13] are also utilized to practice and reinforce concepts. 

The remainder of this paper focuses on the learning outcomes, learning expe-
riences, evaluation, and observations related to conceptual modeling in an introducto-
ry database design course.  A review of related literature and topics for future work 
conclude the paper. 

2 Learning Objectives 

The learning objectives related to conceptual modeling can be summarized as (1) 
given an Entity-Relationship (ER) schema, interpret the meaning of constructs used in 
it, and (2) given a description of requirements, design an ER schema (design capture).  
The in-class activities are geared toward understanding, applying, and analyzing small 
examples, while the outside of class activities are geared toward evaluation and crea-
tion of knowledge, as described in Bloom’s taxonomy [K02]. 

In Richlin’s framework, learning objectives are the abilities students are expected 
to have upon completing the course. Learning experiences are activities for meeting 
those objectives. The evaluation plan devises assessments that directly reflect 
achievement of learning goals.  The course planning framework includes these three 
aspects and four cognitive dimensions as well.  The factual dimension refers to learn-
ing and understanding terminology, the conceptual dimension refers to understanding  
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context and ideas, the procedural dimension refers to actions performed by the stu-
dent, and the meta-cognition dimension refers to reflections on learning and know-
ledge gained.  Course learning aspects (objectives, experiences, evaluation) and  
cognitive dimensions are summarized in Table 1. By refining and classifying the ob-
jectives according to Richlin’s conceptual taxonomy, balance between learning levels 
can be observed.   

Table 1. Student Perspective of Learning Aspects and Cognitive Dimensions 

 factual conceptual procedural meta-cognition 
learning 
objective 

Become familiar 
with ER model 
terminology and 
graphical  
conventions 

Use a design 
process to analyze 
requirements and 
create an ERD  

Create an individual 
ER schema from a 
requirements speci-
fication  

Discuss and modify 
solutions with a 
partner 

learning 
experience 

Use symbol chart 
and example 
schemas to an-
swer questions in 
class and as 
homework  

Observe step-by-step 
examples and prac-
tice in class and as 
homework 

(1) Analyze re-
quirements (analyze) 
(2) Create schema 
(3) Render ERD in 
Dia 
(4) Document 
design decisions 

(1) Revise ERDs 
with partner and 
merge schemas 
(2) Render mutual 
ERD in Dia 

evaluation 
plan 

Discuss solutions 
in class; solve a 
problem on the 
midterm exam  

Discuss solutions in 
class 

Revew graded 
feedback on design 
capture flaws  

Review graded 
feedback on design 
prior to relational 
implementation 

3 Learning Experiences 

The first section below describes experiences in the factual dimension, while the 
second describes design capture in the conceptual, procedural, and meta-cognition 
dimensions. 

3.1 Terminology and Interpretation 

In order for students to become aware of ER concepts and graphical modeling con-
ventions, students use a handout with the notation to answer questions about different 
applications represented using the ER model.  The instructor interacts with the class 
to do this for an example in class, followed by the students working together in pairs 
to interpret additional sample ERDs.  Student solutions are presented and reviewed in 
class.  Students are asked to interpret a new ERD in the same way as an exam ques-
tion.  A healthcare ERD from the Fall 2012 midterm exam appears in Figure 1.  
Students are asked questions about the ERD and asked to briefly justify their answers.  
Some sample questions include: 

 
1. Can a medication have 0, 1, or many active ingredients?  (circle all that ap-

ply) 
2. Can a condition have 0, 1, or many icd9codes? (circle all that apply) 
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3. Can a patient have 0, 1, or many dates of diagnosis associated with their 
primary condition? (circle all that apply) 

4. Can a patient have no condition? 
5. Can a condition have no patients? 

 

 

Fig. 1. A Healthcare ERD 

The use of Dia for drawing ERDs has numerous advantages.  The drawing tool is free 
and it can be installed on both Windows and Linux platforms.  The ER package in Dia 
is completely self-contained for the purposes of creating ERDs using the basic con-
ventions covered in introductory database design; the learning curve is very small 
since students need only focus on a few relevant concepts.  Everything the students 
need to know is demonstrated in a 5 minute screen capture video created by the in-
structor [D13].  Dia allows students to create and submit professional quality concep-
tual schema designs that can be electronically revised after receiving feedback and 
collaborating with teammates.  In addition, Dia is a tremendous time-saver for the 
instructor for creating example exercises and evaluation questions. 

3.2 Design Capture 

To experience design capture, students complete an ER modeling assignment in two 
phases.  Each time the course is offered, a new requirement specification is created by 
the instructor.  In the Fall 2012 offering of the course, the web-based software case 
study was selected from a thesis containing ten case studies [Z12].  The requirements 
were altered so that students could not directly use the solutions presented in the the-
sis.  The application description given to students appears in Figure 2.  An outline of 
project responsibilities and documentation is given below.   
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Project Responsibilities 

1. Each student should read the requirements document and prepare an ERD as 
well as a list of questions that arise while attempting to create the ERD 
(Phase 1 submission). 

2. The graded Phase 1 submission with extensive feedback is returned and teams 
(pairs of students) are assigned.  In a team meeting, each student should review 
his or her design and questions with the other (the beginning of Phase 2). 

3. The team should arrive at a mutually acceptable second draft (ERD and as-
sumptions) by merging and refining their individual ideas. 

4. One team member should prepare the merged version for submission (for-
mat) and the other should review it against the requirements. 

5. If further revisions are required, the team members should swap roles (for-
matting vs. reviewing). 

Project Documentation 

1. graded Phase 1 ERDs and question/assumption lists, 
2. meeting logs including: date, time, duration, location of meetings,  and brief 

description of activities during the meeting, 
3. results of design reviews and who performed what roles with what responsi-

bilities, and 
4. final version of ERD and assumptions. 

 

Our website manages software projects for downloads to users.  Some projects may 

depend on other projects and we keep track of the dependency.  Each project is developed 

by a group of developers, who are subscribers, and uploaded to our website in one or 

more transactions.  Anyone in the group is considered an owner of the project, but only 

one person is designated as the primary developer. 

A software project  has a unique ID, a name, a description, a testing stage (A=alpha, 

B=beta, R=released, U=unavailable), and a category number.  Categories have descrip-

tions. 

A user can be a guest user or a subscriber.  A user has a name, an email address, and 

a unique user ID.  Subscribers have passwords they set themselves and we track the be-

ginning date of the subscription. 

Subscribers use their passwords to file bug reports, upload software projects, or up-

date patches.  A user can download any project, and the number of downloads per user 

per project is recorded. 

Every bug has a unique ID and a description.  A bug report refers to a single project 

and reports a single bug.  Each bug report is made by a single subscriber.  A bug has a 

status (R=resolved, O=open), and a severity level (1, 2, or 3).   

Some subscribers are developers.  They can post software projects and updates 

(patches) for their own projects. 

Each project post or update is created by a single developer.  Each update patch is 

uploaded to the site in a transaction.  A transaction has a unique ID per project and the 

date it took place.  An update patch may refer to specific bug reports. 

 

Fig. 2. The WebForge Application Requirements 
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Team assignments were made after the individual ERDs were created (Phase 1) to 
promote individual responsibility for learning ER concepts prior to teaming.  Students 
were confidentially surveyed about their preferences and non-preferences for team-
mates, and teams were assigned that considered this information for the completion of 
Phase 2 (the team work phase) of the project.  Grades on Phase 1 were also consi-
dered in the assignment of teammates.  Students were paired with other sudents who 
scored similarly on the first assignment when possible.  In 2012, all pairs were within 
5 points of each other and most were within 2 points. 

A second project (not detailed here) has the students revise (if necessary) and im-
plement their relational schema on a database platform of their choice; they then po-
pulate it and query it. 

4 Evaluation Results 

Evaluation of student learning for ERD interpretation and design capture are dis-
cussed below.  The 53 students in the introductory course in Fall 2012 were from 
three different populations: (1) 16 undergraduate computer science students (3rd year) 
required to take the course, (2) 15 senior (5th year) electrical and computer engineer-
ing students taking the course as an elective, and (3) 23 first year graduate students1 in 
computer science and engineering.  During the teaming phase, undergraduates were 
paired together and graduate students were paired togther. Achievement results for 
each group are reported below. 

4.1 Test Question and Student Achievement 

On the midterm exam, all students had the same ERD interpretation problem (using 
the diagram in Figure 1 and 8 questions) for a total of 20 points.  The average and 
standard deviation for each group are reported in Table 2.  The graduate student per-
formance was lower than expected. 

Table 2. Exam Question Scores 

 CS (3rd year) ECE (5th year) CSE grad 
number of students 16 15 23 
average 16.50 17.19 15.78 

standard deviation 2.24 2.01 1.76 
 

To address the low performance, an optional bonus question on this material was 
offered to the students after completing their final exam (which is only over the ma-
terial from the second half of the course).  Earned points would be added to the mid-
term exam (up to 4 points), but there was no penalty for attempting the question.  
It was hoped that students would demonstrate better mastery of the concepts after 

                                                           
1 The lecture notes and activities are the same, however, the graduate students have additional 

test questions and an additional homework assignment using WinRDBI to answer tuple rela-
tional calculus queries. 
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completing the project and having more experience with the topic.  Some students 
attempted it without any additional preparation because they felt they had “nothing to 
lose.”  For comparison purposes, the question was scored a second time (not for cre-
dit) on the same point scale as the midterm question. Of the 18 graduate students who 
submitted the bonus, 5 outperformed their midterm question grade.  Of the 11 CS 
undergrads who attempted the problem, only 3 improved their performance; of the 14 
ECE undergrads attempting the problem, 4 improved their performance.  Even though 
this is a convenience sample only, not a well-formed experiment, overall 28% of the 
students who attempted the second problem achieved a higher score than they did on 
the first. 

4.2 Project Performance 

Paired difference t-tests (Phase 1 score minus Phase 2 score) were performed on each 
of the three project performance data sets to determine if the difference in perfor-
mance is meaningful; the resulting t-values are statistically significant in each case.  
Thus the differences between the students’ performance on Phases 1 and 2 of the 
assignment are too large to be explained by random chance. In fact, only one student 
in the course in Fall 2012 did not improve his/her grade in the second phase.  Average 
improvement in the scores for the two phases of the design capture project along with 
t statistics and p values are given in Table 3. 

Table 3. Project Scores 

 CS (3rd year) ECE (5th year) CSE grad 
number of students 15 16 23 
average  Phase 1 score (%) 69.6 73.5 76.3 

average  Phase 2 score (%) 89.2 91.3 95.1 
paired difference average (%) 19.6 17.8 18.8 
standard deviation 12.58 11.67 12.56 
t statistic 6.05 6.08 7.17 
p value 1.50-5 1.05-5 1.72-7 

4.3 Student Perception of Learning 

Students were asked an open response question in an anonymous survey: “Why did 
you do better on the second part of the project?”  Selected responses are given here: 

 
• just got a better understanding of the requirements after talking with partner 
• talking with my partner about when I can use relationships and multivalued 

attributes 
• having 2 heads working on the project, you pick up new details that one per-

son doesn’t see; also, more assumptions are made and recorded. 
• better understanding of ERDs and how they relate to RDBs 
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• not so much concrete things, but I have a better feel for interpreting the re-
quirements into an ERD 

• learned how cardinality works 
• ER designs don’t have to be complicated to convey a lot of information 

 
The responses were coded into 7 categories and the frequencies are shown in Fig-

ure 3.  Working with a partner and fixing mistakes based on feedback were the most 
frequent reasons students attributed to their improved scores on Phase 2. 

19

14

4

4

2

2

2

w orking w ith a partner

fixing mistakes based on individual feedback

better effort on second part/gained experience

class discussion of common mistakes

did w ell on f irst part

easier task to f ix mistakes than create an initial ERD

understood professor expectations

 

Fig. 3. Frequency of Responses about Improved Performance on Phase 2 

In conclusion, some students demonstrated higher mastery of ER concepts at the end 
of the course, and students significantly improved performance on a second phase of the 
ER design capture assignment.  Reflection on the reasons for their improvement via a 
survey also substantiate the importance of being able to revise their designs. 

5 Related Work 

Several research efforts focus on practitioners and examine causes for the difficulty 
novice users encounter when creating a database [BS94, STR95, TR02, MS03, B07, 
T07].  Storey et al. propose a framework based on skill/knowledge dimensions from 
the literature to evaluate database design expert systems at novice, intermediate, and 
expert levels.  Our work focuses training human users at the novice level, defined as a 
familiar application domain, a known data model, a known methodology, and 
straightforward complexity (a small case study) [STR95].  A topic for future research 
would be to create a teaching methodology to take novice users to the intermediate 
level and validate the results with a study.  Moody and Shanks [MS03] describe the 
importance of detecting and correcting mistakes early in the application development 
process with a particular focus on the quality of schema design.  A topic for future 
work would be to couple the ideas from their Data Model Quality Advisor tool with 
Dia diagrams as input to provide feedback to students on their schema designs. 
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Dietrich and Urban [DU96] describe experiences with cooperative learning in a 
group project that is similar to ours; both have a conceptual modeling phase, a rela-
tional design phase, and a relational implementation phase.  One major difference is 
that their project has 4-5 students per team and they identify and develop require-
ments for different applications in their initial phase, whereas we have individual and 
then paired conceptual design activities starting with the same case study.  Connolly 
and Begg [CB06] propose a constructivist approach to teaching database analysis and 
design that includes a cognitive apprenticeship and project-based learning; students 
learning by exploring the problem independently and with their peers, guided by the 
faculty as facilitators who coach and model problem-solving processes, geared toward 
an end-product rather than a completely open-ended inquiry (as in problem-based 
learning.)  Both projects have larger scope than ours (they include requirements ga-
thering, for example), but are similar in teaching philosophy.  Theirs do not, however, 
include the explicit second revision phase we introduce here. Their projects offer 
more real-world authentic experience, while ours controls application scope and of-
fers greater individual accountability for learning the concepts as well as the ability to 
offer targeted feedback related to a common application in the classroom. 

6 Conclusions and Future Work 

Following Richlin’s course design framework is a useful instructional design metho-
dology and a step toward scholarly teaching that leverages pedagogical research and 
best practices from the literature.  It is an effective way to ensure coverage of topics 
while varying the emphasis and depth appropriately, planning learning experiences, 
and assessing learning.   

Many instructors teach conceptual modeling and likely already have an assignment 
similar to ours.  Some of the potentially helpful ideas for instructors offered here in-
clude: 

 
1. recommendation of case studies [Z12] to adapt for new requirements for 

projects, 
2. demonstration of the impact on student learning achieved with a two-phase 

assignment; the first phase allows for an initial individual experience with 
modeling, and the second phase allows for a deeper engagement with the 
concepts and practice of modeling, and 

3. use of Dia to create ERDs easily and quickly that are useful for teaching 
ERD interpretation, making up new exam and quiz questions, and later for 
teaching ERD to relational model translation. 

 
One improvement that could be made to the course in the future is better delinea-

tion of the big questions addressed by the course content; the instructor currently in-
cludes examples of MS and PhD thesis topics illustrating how the course content pro-
vides a foundation for research, but relevant problems from the professor’s consulting 
experience could be better incorporated to build intuition about practical challenges 
that can be solved using database modeling and systems principles.  Other areas for 
improvement to the learning experience would be to: 
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1. incorporate a rubric for student use and grading developed from the practi-
tioner studies for schema quality [STR95, TR02, MS03, S07], 

2. address identified areas of difficulty with additional practice [STR95, B07, 
P07], and 

3. consider use of automated tools for evaluation [BS94, MS03] and animations 
for teaching concepts [MS+04, MG09]. 
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Abstract. The dominant database management systems such as Oracle
and DB2 are based on the object-relational model, which grew out of the
research in 1990s by extending the relational model with object-oriented
features. They provide extended modeling power to users to build com-
plex applications as it has shortened the distance from the conceptual
model to the logical model. However there are three main problems with
this approach. Firstly, it does not allow object migration so that the ap-
plication development is unnecessarily complicated, time consuming and
difficult to evolve. Secondly, it don’t support inverse relationship so that
the user has to manually define them and maintain their consistency.
Thirdly, as the current implementations simply convert object-oriented
features into various flat relations, the object manipulation and query
processing are quite inefficient. Information Network Model is a novel
conceptual model that can directly represent real-world organizational
structures and different kinds of relationships and their inverse relation-
ships between real-world entities and corresponding context-dependent
properties so that the design and development of complex data applica-
tions is greatly simplified. Over the past three years, we have system-
atically designed and implemented this semantic database management
system based on INM. In this paper, we describe the system.

1 Introduction

In early 1990s, various object-oriented models were proposed to support the
direct modeling of real-world entities by means of object identity, complex values,
typing, classification, property inheritance, etc. [1,2]. The object-relational model
extends the relational model with these key object-oriented features [3,4] and has
been adopted by the dominant database management systems such as Oracle and
DB2. They do so by adding an object-relational layer on top of the relational
engine so that it appears to be object-relational but the data is actually split
and stored in various underlying relations. This approach provides users with
extended modeling power to build complex applications. However, there are three
main problems with this approach. Firstly, it does not allow object migration
as an object must have a direct class and cannot change its membership during
its life time. This limitation makes the application development unnecessarily

� This work is supported by National Natural Science Funds of China under grant No.
61202100.
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complicated, time consuming and difficult to evolve. Secondly, it don’t support
the representation of the inverse relationship as in ODMG 3.0 [5]. The user
has to manually define them and maintain their consistency. Thirdly, as the
current implementations simply convert object-oriented features into various flat
relations, the object manipulation and query processing are quite inefficient as
many underlying relations are involved.

To solve these problems, Information Network Model (INM) has been pro-
posed [6]. It supports two kinds of classes: object classes and role classes, two
kinds of attributes: simple and composite, six kinds of relationships: normal,
contain, context, role, role-based and composite. With these constructs, we can
directly represent real-world organizational structures, various relationships and
their inverse relationships between real-world entities and corresponding context-
dependent properties. Indeed, INM is a conceptual model that is more expressive
than existing ones such as UML [7] and ER [8]. It is quite easy to create the
conceptual model of an application with INM. INM has three languages: data def-
inition language (IDL), data manipulation language (IML) and query language
(IQL). Based on the object class and relationship definitions in IDL, various role
classes for the roles that entities play in the relationships can be generated auto-
matically and objects can evolve to different role classes when needed. In INM,
all information regarding a real-world entity is represented as a single object
with a unique object identifier and one or more names. The object can belong
to several classes to reflect the dynamic, many-faceted and evolutional aspects
of the entity and objects are networked through various relationships and their
inverse relationships. The object contains attribute/relationship names together
with their values so that data in the object is self-describing. Furthermore, we
use not only oids but also object names as relationship values so that the user can
see what objects this object has relationships with, without jumping to linked
objects to find their names.

Over the past three years, we have designed and implemented a semantic
database management system based on INM to solve the problems with domi-
nant database management systems. In this paper, we describe our implementa-
tion of the system. First, we give a brief overview of the INM modeling languages
and then the architecture of INM database management system, which employs
a conventional thin client/fat server software architecture. Also, we
elaborate the core processing module, schema manager, instance manager, stor-
age manager and query manager in which we use the advantage of object-oriented
programming language and techniques, and at last the conclusion.

2 Overview of INM Languages

To introduce INM modeling, let us take university information modeling as an
example. A university has a number of departments and locates in a city. Within
a department, there are a number of faculty members and students, and each fac-
ulty member supervises some students. A person has an attribute birthdate and
resides in a city, a country contains some provinces which in turn contain some



A Semantic DBMS Prototype 259

cities. The following examples show several ways to use Information Definition
Language (IDL), Information Manipulation Language (IML) and Information
Query Language (IQL) for this application.

Example 1. First, we can use a nested relation so that all properties of Univ are
nested as composite attributes, such as address, departments, faculty, students,
etc. The following is the corresponding IDL statement, where * indicate the
attribute is multi-valued.

create class Univ [

@yearfounded: int,

@category: {public,private},
@address: [no:int,street:string,city:string,postcode:string],

@departments*: [

name:string,

faculty*: [

name:string,

address: [no:int,street:string,city:string,postcode:string],

birthdate: [day:int,month:int,year:int],

students*: [name:string,

address: [no:int,street:string,city:string,postcode:string],

birthdate: [day:int,month:int,year:int]]]]];

Example 2. Different kinds of entities can be represented as INM objects of some
classes, such as Univ, Country, Province, City and Person. In addition, faculty
and student are the roles persons play in a department, so they are represented
using role relationships. While playing the roles, these entities can have prop-
erties: a faculty member supervises students. Every relationship has a unique
inverse, which can be a user-define one or a system generated default one if the
inverse clause is not given. Also, we can represent cardinality constraints on the
relationship and its inverse. For example, we can use (1:N) or * express one to
many. The following IDL statements define classes and their various relation-
ships.

create class Univ [normal address(N:1): City(inverse hasUniv),

contain depts*: Department(inverse belongTo)];

create class Department [role Student*: Person(inverse studiesIn),

role Faculty [role based supervise*: Student(inverse supervisor)]*

:Person(inverse worksIn)];

create class Person [@birthdate: [day:int,month:int,year:int],

address(N:1): City(inverse hasPerson)];

create class Country [contain provinces*: Province(inverse belongTo) ];

create class Province [contain cities*: City(inverse belongTo)];

Example 3. The following IML statements show how to insert the facts that
Department CS has a Student Jack and a Faculty Mike whose birthdate is 1960-
1-1 and resides in Beijing, and supervises Student Jack.

insert Person Mike [@birthdate: [@day: 1,@month: 1,@year: 1960],address: Beijing];

insert Department CS [role Student: Jack, role Faculty: Mike [supervise: Jack]];
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Fig. 1. Diagram of system architecture

Example 4. The following IQL statement finds and displays the birthyear of
Mike and the student Mike supervises. Note that unlike SQL which mix querying
and result constructing together, IQL strictly separates them so that queries are
easier to write and understand.

query $x=Mike[birthdate/year:$y,//supervise:$s]
construct Professor $x[birthyear:$y,Student:$s];

In the query clause, logical variables $x matches the name Mike, $y and $s in the path

expressions match the year 1960 and name Jack respectively. The construct clause

specifies how to output the query result.

3 Overview of INM Database Management System

The INM database management system is a full-fledged database management
system implemented in C++ on top of a PC running Linux. The lexical and
syntactic analyzer is implemented using Flex 2.5.35 and Bison 2.4.1. The imple-
mentation employs a conventional thin client/fat server software architecture, as
shown in Fig.1.

Client. The client of the database management system is organized into two
layers: the graphical/web interface and the communication module. The graphi-
cal/web interface sends user requests to the server via the communication module
and takes the query results from the server for proper display. The second layer
is the communication module. It sends user requests from the first layer to the
server for parsing and execution, and obtains query results from the server and
then sends them back to the first layer.
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Server. The server is organized into five layers. The first layer is the communi-
cation module which communicates with the communication modules of clients.
It accepts user requests from clients, sends them to the scheduler, and ships the
results back to these clients. Also, we provide on the server side a Utility Tools
and available commands that for administrators to manage database, like batch
file, statistics, clearing database, opening database listener, etc.

The second layer is the scheduler. It obtains multiple user requests from the
communication module and the utility tools, schedules user requests, and ships
them to the lexical and syntactical parser.

The third layer is the lexical and syntactical analyzer which performs lexical
and syntactical analysis of user requests. It filters out invalid requests, transforms
strings of valid requests into standard forms, and sends them to the schema
manager, instance manager and query manager, which collectively referred to as
the logical level.

The forth layer is the logical level which is in charge of class definition, ob-
ject creation and modification and query processing. The schema manager vali-
dates operations and checks various integrity constrains. The instance manager
matches objects with classes, and it is in charge of storing, modifying and delet-
ing objects in the database. The query manager decides on what evaluation
strategies to use according to the nature of the query, and it invokes the schema
and the instance manager to handle queries of classes and objects respectively.

The last layer is the storage manager. It is responsible for the management of
disk-baseddata structures andmoves thedatabetweendiskandmemoryasneeded.
It is implemented in four layers, operator, cache, database and storage engine and
each outer layer encapsulates the next inner layer respectively. It provides rapid
access to classes, objects and other meta information about them on the disk.

3.1 Schema Manager

Schema manager is in charge of the logical processing of classes’ definitions
and updates and responsible for the interfaces to instance manager for objects’
validation.

The structure of INM class consists of class identifier, class name, attributes
and various relationships. The class identifier is generated automatically by the
system as the key for each class. Attributes are prefixed with the symbol @ and
there are two kinds of attributes in INM: simple and composite. In Example 1,
attributes yearfounded and category are simple whereas the rest are composite.
Also, attributes can either be single valued or multi-valued.

There are six kinds of relationships: role relationship, context relationship,
role-based relationship, normal relationship, composite relationship and contain
relationship. Schema manager insures that every relationship has a unique cor-
responding inverse relationship.

All classes are stored in the class primary file, in which the key of each record
is the class identifier and the value is a byte array of the class’s tree struc-
ture.Furthermore, there is a class name index whose key column stores the string
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Fig. 2. A sample of the Class Name Index and the Class Primary File

which consists of the class name and the class version and value column stores
the ID of the corresponding class.

Fig.2 displays several data records of the class primary file and a part of the
class name index of the Example 2. Role class Department.Faculty induced from
the corresponding role relationship in the class Department generates the con-
text relationship worksIn and the role-based relationship supervise. In addition,
there is no direct definition for the class City in Example 2, but for the inverse
relationship mechanism, City has the relationship belongTo with Province and
the relationship hasPerson with Person.

3.2 Instance Manager

Instance manager takes care of object generating, object modifying and object
removing. It firstly executes validation check of the intermediary object structure
and merges the objects confirmed to be the same entity. Three principles estab-
lished to simplify object creation are partial instantiation, multi-inheritance and
consistency maintaining.

The entire structure of an object contains object name, identifier, version,
belonging classes, attributes and relationships. Only name, ID and a belonging
class are necessary to construct basic objects. So objects can be partially instan-
tiated in two ways: via instance creation command as (1) (3) in Fig.3, and via
relationship target as (2) (4) in Fig.3. Segments of the same object are merged
and stored as an entire object in the instance primary file.

Target of role relationship usually generates multi-inheritance for the target
object already exists as an instance of an object class. The new generated role
instance will be merged with the object instance referring to Example 3, as
shown in Fig. 3(3).

Whenever a relationship is created with object generation, the inverse rela-
tionship with binding attributes and sub-relationships will be generated in the
target object. The same thing happens during modifying and removing pro-
cedure to maintain the data consistency. Various indexes are created to raise
efficiency of data access. The instance primary file is divided into the object ID
index, the object file and the large object file to reduce memory fragments. In the
object ID index, the key column stores the object ID and the value column keeps
a marker bit marking in which file, the object file or the large object file, the
object is stored. In both the object file and the large object file, the object ID is
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Fig. 3. Partial instantiation and multi-inheritance of object in the instance file

stored as the key and the byte array of the object’s tree structure as the value.
Objects with the size smaller than 1 KB are stored in the object file, while others
stored in the large object file. The page size of the large object file is 32 KB, 8
times larger than the object file. There are four other indexes: the instance name
index, the class identifier index, the attribute/relationship name index and the
attribute value index, which will be introduced in the query processing example
in Section 3.4.

3.3 Storage Manager

Storage manager is responsible for the interfaces for the logical level. We divide
storage module into four layers, the operator layer, the cache layer, the database
layer and the storage engine layer, as shown in Fig.1.

Operator Layer. According to the needs of the logical level, the operator layer
consists of two parts: schema operator and instance operator. The operator layer
schedules the cache layer and the database layer and provides interfaces of data
access for the logical level. For example, the instance operator encapsulates meth-
ods that getting an object by object name or oid and methods that removing
an object from database, etc. The logical level cannot directly access the other
layers, but the operator layer.

Cache Layer. Corresponding to the two parts of the operator layer, the cache
layer also contains two aspects, and each aspect packs a cache table. The cache
table is used to buffer the deserialized data.

Database Layer. Like the cache layer, the database layer also has two parts
in accordance with the operator layer. It creates indexes, serializes data, and
fetches data by means provided by the storage engine layer.

Storage Engine Layer. The storage engine layer is the Berkeley DB [9]. It
provides the fundamental database management service, including the access to
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Fig. 4. Process diagram

the record in the class file and the instance file, transaction management, log,
lock, buffer, etc.

As in Fig.4, when a process is created, firstly the database will be opened, in
which the class file, the class index file, the instance file, and the instance index
files are opened by calling methods of the storage engine level, and we call those
data collectively Global Data. When the listener service is open, eight threads
will be created and each thread possesses a pointer to the Global Data, a schema
operator, a instance operator and a log file. When a thread receives any data
from the client, a request and a transaction will be created, and the transaction
is encapsulated in the request.

For example, when a new class is created and needs to be stored into the
database, the logical level will invoke the class-inserting method in the schema
operator, then the schema operator will pass the data to the schema cache level,
and the data will be marked dirty. For the dirty records are not written to
database instantly, the class name index is updated here to make sure this newly
created class can be searched if following operations need. After the request
finishes, the data marked dirty will be serialized and stored into the database
through the storage engine level. In addition, the cache level will be cleared
as the request’s end, and if there occur any errors during the procedure, the
transaction will roll back, otherwise, the transaction will be committed.

3.4 Query Manager

Query Manager includes query optimization, return pattern extraction, result
construction and query output handler. Parser processing generates a query tree
with variables/values bindings, which is used to store the variables, values as
well as the hierarchy fetched from query expression.
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Fig. 5. Example of query processing

Result variables fetched from the construction expression of query command
can scatter everywhere in the query tree. According to the position of result
variables, appropriate querying strategy is chosen to make an effective querying.

After using querying strategy, values of each variable are binding as the sub-
node of the variable in the query tree. The return pattern extraction extracts
variables from construction expression in query tree to check if the result vari-
ables are in the query expression or not. If there is a result variable not in query
expression, query output handler will commit the error information. Otherwise,
the result construction will build a result graph to hold query result.

The Fig.5 shows a query processing that finding the department which has the
student Jack. To optimize the query processing, we take advantage of indexes
of class and instance as we have designed and maintained in schema manager
and instance manager. From the left to the right in Fig.5, firstly we get the
class identifier of the class Department via the class name index, then we get
identifers of instances which belong to the class Department through the class
identifier index, and we collects those instance identifiers in set 1. Secondly,
we obtain identifiers of instances which have a relationship student via the at-
tribute/relationship name index, and we put those instance identifiers in set 2.
At last the value Jack, we firstly treat it as an attribute value for the attribute
value index, the instances whose attributes have the value Jack will be returned,
and here the result will be empty. We also treat Jack as a relationship target,
that is an instance, via the instance name index and the instance primary file,
easily we get the complete object Jack. For the inverse relationship mechanism,
within the targets of relationships in object Jack, there must be one which is
the result. So we get an instance identifer set 3. Finally, the intersection of the
three sets will be the result object CS.
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4 Conclusion

In this paper, we have described a prototype implementation of a novel semantic
database management system based on Information Networking Model [6]. The
complete implementation has been completed and the system is available from
the svn address: mars.whu.edu.cn/inmproject.

The system has the following novel features. All information regarding a real-
world entity is stored in a single object with a unique oid and one or more
names. The object can belong to several classes to reflect the dynamic, many-
faceted and evolutional aspects of the entity and objects are networked through
various relationships and their inverse relationships. The object contains at-
tribute/relationship names together with their values so that data in the object
is self-describing, there is no limit on the number of attributes/relationships that
objects can have, and space is not reserved for properties that are null. Further-
more, we use not only oids but also object names as relationship values so that
the user can see what objects this object has relationships with, without jumping
to linked objects to find their names.

Several applications based on the system have been developed such as the
human resource management system for Wuhan University. We are also trying
to improve the efficiency of object manipulation and query processing. We plan
to extend the system to parallel distributed environment.
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Abstract. While agent-based models are widely used for the simula-
tion of human-natural systems, it remains challenging for scientists to
specify their models in a manner in which they can be understood and
used by others. In this research project, we survey existing solutions that
have emerged to cope with models specification issues. We then propose
another approach: a domain specific modeling language for agent-based
simulations of land use/cover change. This language is intended to con-
stitute a means to promote models’ validation and reuse. We also present
the general methodology for the development of the modeling language
which consists in extending existing conceptual modeling languages with
domain-specific language profiles. We also present the first step towards
its development comprising a domain model based on a domain ontology.

Keywords: Domain ontology, Multi-Agents Systems, Domain Specific
Modeling Language, Land-Use Science.

1 Introduction

Computer-based simulations have become an important asset to understand the
complex interactions between human societies and the land resources on which
they depend. Many of these simulations rely on agent-based modeling (ABM) to
represent social interactions. A spatial context (static or dynamic) is provided to
represent the context where social interactions occur. In the particular domain of
agent-based modeling of land use/cover change (ABM/LUCC), simulations are
used to understand and test possible effects of alternative policy or management
interventions in the socio-spatial system under study. Through simulation, mod-
elers can understand and reproduce, with virtual experiments, the emergence
of nearly any kind of macro-structure or macro-dynamics from the interactions
of lower level computer processes, called agents. Building such simulations is
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challenging but ABM have been enthusiastically adopted by ABM/LUCC sci-
entists during the last decade. [24], [14] and [1] provide a broad range of ex-
amples of ABM/LUCC applications as diverse as innovation diffusion, city size
distributions study, demographic and lot effects of agriculture in the Brazilian
Amazon or forest management in Asia. However the fast development of this
type of applications quickly raised concerns related to transparency issues [20].
Transparency pertains to how easy it is for an external person to understand a
simulation model. ABM transparency issues are directly related to the manner in
which models are described and specified by their authors. In practice, the rep-
resentation of the model (and submodels) of the system in scientific papers will
differ according to the background of the system’s designer. These descriptions
integrate pieces of natural language, mathematical formulas, pseudo code, UML
diagrams and sometimes computer code. The diversity and lack of consistency
between representations make it difficult to reuse and validate models. If design
documents are unavailable, it is necessary to reverse-engineer the program back
to the design to link with the high-level description of the model given in any
source text [20] . Moreover, when, for example, reusing a model published in a
scientific journal paper, one has no guaranty that the model was correctly imple-
mented and that the results of the simulations conform to the model described.
Such concerns represent a real challenge for the users and decision makers that
rely on the simulations results.

2 Research Questions and Objectives

In order to respond to ABM/LUCC transparency issues, we propose to follow an
approach that will address three questions. The first question is how to represent
ABM/LUCC information structure in a manner in which it is decoupled from
the simulation software and can be independently processed. The second ques-
tion to address relates to the level of abstraction to achieve in order to represent
the concepts of the domain. In fact, the abstraction should enable the represen-
tation of concepts and relationships for a multidisciplinary audience who is not
necessarily expert in computer science, but, at the same time be precise enough
to represent all concepts of the domain. A third question to answer is how can
we ensure that an executable implementation conforms to a system’s model?
To respond to these questions we propose to adopt a research approach consist-
ing in the development of a Domain Specific Modeling Language (DSML). The
objective of the DSML is to define an abstract representation of the ABM/LUCC
domain, a domain model, and use it to instantiate executable systems (e.g. source
code for simulation). By following such an approach, a particular system can be
represented using the concepts defined in the domain model and its properties
can be clearly specified using the modeling language. The objective of providing
this DSML is moving towards a unified design that would facilitate the inter-
pretation of the system by developers or practitioners that would want to reuse
the system. It should answer the first two questions raised above. Our goal is
to provide a modeling language that would meet users needs and that would
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be straightforward enough to be adopted by the main users of the domain. By
following a model-driven approach we also pretend to diminish the gap between
system representation and system implementation. Providing the possibility of
deriving executable code from the modeling language, using model transforma-
tions, would allow us to respond to the third question of our research.

3 State of the Art

3.1 Model-Driven Engineering and Ontology-Driven Conceptual
Modeling

In MDE, models are described by modeling languages, where modeling languages
themselves are described by so called metamodeling languages. A modeling lan-
guage consists of an abstract syntax, at least one concrete syntax and semantics.
Domain-Specific Modeling Languages (DSML) are specification languages that
offer, through appropriate notations and abstractions, expressive power focused
on, and usually restricted to, particular problem domains [4]. A DSML can be
used to generate members of a family of systems in an application domain. The
well-designed DSML is based on a thorough understanding of the underlying ap-
plication domain, giving exactly the expressive power to generate required family
members easily. Thus, a prerequisite for the design of a DSML is a detailed anal-
ysis and structuring of the application domain. Guidelines for acquiring such an
understanding are provided by the research area of domain analysis, which in-
vestigates forms to model domains. Domain models are artefacts produced at
the early stage of the software development process and illustrates specific con-
ceptual knowledge in a problem domain, excluding irrelevant knowledge from
this domain.

Relevant to our work is ontology-based domain analysis. The term Ontology
originates in philosophy, where it was used to characterize a science about the na-
ture of things: the types of things that exist and the relationships among them.
In Computer Science environments, ontologies have been used, among others
purposes, for building Domain Oriented Software Development Environments.
Incorporating ontologies in the Software Engineering life cycle offers several ad-
vantages [23], ontologies seem to be well suited for an evolutionary approach
to the specification of requirements and domain knowledge. Moreover, ontolo-
gies can be used to support requirements management and traceability. Formal
specification may be a prerequisite in the design and implementation phases, in
model driven approaches. In this context, ontologies can be incorporated into
the DSML design phase, instead of other techniques [2], to produce a domain
model. A domain ontology specifies the invariant conditions of the domain of
interest which should be respected by any model built for that domain. The
transition from an ontology to a domain modeling language might be obtained
by a transformation between a language expressing the ontology and the DSML.
It is also possible to apply domain ontologies to conceptual schema develop-
ment by extending existing conceptual modeling languages, such as the Unified
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Modeling Language (UML), with domain-specific language profiles that are de-
fined through domain ontologies [6]. Since, ideally, domain ontologies should be
grounded in foundational ontologies [10], we decided to develop our domain on-
tology taking as basis the Unified Foundational Ontology (UFO) [12], [11]. This
choice is motivated by our concern in building a grounded domain ontology that
could be expanded, compared or merged with other ontologies. Domain ontolo-
gies that use common foundation ontologies can be merged easily or compared.
UFO is a foundational ontology that has been based on a number of theories
from Formal Ontology, Philosophical Logics, Philosophy of Language, Linguis-
tics and Cognitive Psychology. UFO has been used to evaluate, redesign and
integrate (meta) models of conceptual modeling languages, as well as to evalu-
ate, re-design and give real-world semantics to domain ontologies. It is composed
by three main parts. UFO-A is an ontology of endurants, and it is the core of
UFO. UFO-B is an ontology of perdurants (events) that is suitable to repre-
sent discrete events simulations. UFO-C is an ontology of social entities (both
endurants and perdurants) built on the top of UFO-A and UFO-B. UFO-C dis-
tinguishes agents and objects. Agents are capable of performing actions with
some intention, while objects only participate in events. UFO is appropriate to
build our domain ontology as it provides support to represent ABM simulation
through UFO-B and UFO-C.

3.2 Agent-Based Modeling and Simulation for Land Use/Cover
Change

Some authors have recently addressed the problem of communicating about
ABM. The ODD (Overview, Design concepts, Details) protocol, described in [7]
has been defined for describing individual-based models and agent-based models.
ODD is aimed at describing these types of models in scientific publications and is
essentially focused on communication and reimplementation of ABM. But ODD
is designed to describe only one definite model version [8] and can not be directly
compiled to computer code. ODD can only represent the first step on the way
to establish a general protocol for describing individual- and agent-based mod-
els [21]. Other authors have concentrated in ABM representation issues. In [13],
a development environment for the definition of multi-agent systems (MAS),
called Dsml4mas, is proposed. It is a model-driven framework that encompasses
the platform independent specification of MAS, the model validation, the model
transformation and code generation, as well as the execution of generated source
code. However, Dsml4mas does not offer the possibility to represent important
elements of the ABM/LUCC domain such as the agents’ environment. Moreover,
it is not based on a foundational ontology.

In [3], authors present an ontology defining an agent-based simulation frame-
work and discuss the possibilities for using the Web Ontology Language’s (OWL)
automated reasoning capabilities. How to benefit from OWL and Semantic Web
technologies for simulation is also the topic of other works. In [22] Polhill and
colleagues illustrate how deploying an agent-based model on the Semantic Grid
facilitates international collaboration on investigations using such a model, and



Towards a DSML for Agent-Based Modeling of Land Use/Cover Change 271

contributes to establishing rigorous working practices with agent-based mod-
els as part of good science in social simulation. The experimental work-flow is
described explicitly using an ontology, and a Semantic Grid service with a web
interface implementing the work-flow. Users are able to compare their parameter
settings and results, and relate their work with the model to wider the scien-
tific debate. But this work mainly focuses on simulations parameters and the
ontology used does not describe the models themselves.

MR POTATOHEAD [18] is another approach that tackles the design of agent-
based models of land use change. This framework involves the creation of a
standard design patterns at the conceptual level to enable the comparison of
of agent-based models of land use/land-cover change. MR POTATOHEAD is
tailored to a particular subset of models and enables a more detailed comparison
to be made than the more generally applicable ODD. The MR POTATOHEAD
framework is implemented using OWL.

Polhill and Gotts [20] presented another interesting approach to address ABM/
LUCC transparency issues. The authors propose to implement ABM simulations
using ontologies, instead of object-oriented languages. Their work illustrates that
using OWL to represent ABM as an ontology and executing an inference pro-
cess, enables representing each step of a simulation as a particular ontology. This
approach responds directly to transparency issues such as model validation be-
cause it is possible at any time to access the state of simulation and understand
how a model behaves. However, the implementation in OWL limits the number
of entities that can be represented in the model, as opposed to OO languages.
Authors also point out that ontologies are not best suited to describe the al-
gorithmic processes by which the state of the model is changed. Our ontology
seems better suited for this task as it relies on the OO paradigm. All of these
works represent a step forward to more transparent ABM but they individually
only respond partially to the issues we want to address in our research.

4 Research Methodology

As the research project sought to produce and assess an artifact (a DSML), we
based our research approach on other approaches that focus on the development
and performance of (designed) artifacts in a context. Design science [15] and Ac-
tion Research [5] are two research approaches that aim to increase the relevance
of research by incorporating a social problem-solving activity in research with-
out sacrificing rigour. Some authors ([5] and [17]) have combined both to offer
guidelines and frameworks to conduct research projects. To achieve our research
goals, we designed a research approach that carries out a series of tasks that are
synthesized in figure 1. We included, in the methodology, some of the concepts
advocated in Design Science, which include artefacts validation and design eval-
uation. The problem investigation phase is supported by a systematic literature
review (SLR) [16], in order to rank the papers of main journals and conferences
in our domain which tackle the issues related with ABM/LUCC specification.
Based on this selection, we will systematically characterize the consequences of
ABM/LUCC transparency issues and select main stakeholders.



272 C. Grueau

Fig. 1. Research methodology, adapted from [24]

Before starting to design the DSML, we will conduct a survey to evaluate how
scientists and practitioners capture requirements for their systems and how they
perform the analysis activity. The target population for answering the survey is
composed by our stakeholders: the authors of the papers the have been ranked
and selected during the SLR. The survey will also focus on the CASE tools
that are used to model ABM/LUCC and on the properties that a DSML should
provide for stakeholders. The treatment design phase focuses on the design of
the DSML. The initial stage of this phase consists in the definition of a domain
model supported by a domain ontology (see section 5). During the treatment
design phase, we will need to build an editor that enables the construction of
conceptual schemas of the phenomena belonging to the domain. It requires the
creation of an UML profile based upon the domain ontology that specifies a do-
main axiomatization in terms of concepts, relationships between concepts and
the rules that govern these relationships (i.e. the invariant conditions that define
the domain). This operation will be implemented using the Object Constraints
Language (OCL). We will target a specific Agent-based Modeling and Simulation
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Platform (ABMSP)1 to produce the code corresponding to the implementation
of a conceptual schema of a domain subsystem. The outcome of these imple-
mentations are simulation runs which provide insight to model designers and
decision makers. To properly test our DSML, we will perform, during the design
validation phase, a usability and a quality analysis of our DSML. These analy-
ses should provide insight on how users manage to learn and use the language
and what is the outcome of the modeling of the same subsystem, by different
groups of users. We will first evaluate the DSML usability with a population of
graduate students, to provide feedback from preceding to the following tasks and
carry out necessary adjustments and correction to the DSML. In the last phase,
the Treatment Implementation, we will scale up the evaluation using domain
experts. As advocated in [5], this operation can be performed using the Action
Research approach and will allow to measure the acceptance of the artifact using
a population of targeted stakeholders.

5 First Results

After a first attempt to characterize the ABM/LUCC domain [9], we decided
on a more grounded approach to construct our domain model. As tackled in
previous sections, we opted to build a domain ontology based on UFO where
relevant MAS/LUCC concepts to be considered for the language are included.
In the context of this paper, we will only illustrate a small part of the ontol-
ogy including some of the concepts specific to the MAS/LUCC domain. Figure
2 shows a fragment of the UML classe diagram illustrating the type of agents
that can be defined and the representation of the agents’ environment. It illus-
trates that two types of agents exist in ABM/LUCC. Stereotypes represent the
foundational ontology concepts and the class names, the domain concepts. For
instance, to represent groups of agents with a social role, the UML class SocialA-
gent is created with the « InstitutionAgent » stereotypes which represents the
equivalent concept in the eUFO-C3 ontology layer.

The classes describe our domain concepts and classes’ stereotypes represents
the corresponding UFO ontology concepts.

Working Example

The Ontology is currently under a validation process, which consists in adapt-
ing a published model and verifying if it supports the ontology. We have chosen
to represent SLUDGE model (Simulated Land Use Dependent on eDGe Effect
externalities), [21] for its representativeness of ABM/LUCC. SLUDGE is a sim-
ple combined cellular automaton and agent-based model designed to explore
the effects of positive and negative distance-dependent spatial externalities on
economic and landscape pattern outcomes. The first results of this validation
process allowed to highlight some limitations of the ontology to represent spatial
concepts. We are now working on incrementing the required spatial references.
1 Such as RePast (repast.sourceforge.net)

repast.sourceforge.net
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Fig. 2. Extract from the MAS/LUCC domain ontology - the agents’ layer

6 Expected Contribution

By providing a DSML to the ABM/LUCC community we aim at providing its
users with a common platform to represent and communicate the systems and
sub-models they are working on. We also aim to contribute to the validation
and reuse of the sub-models by reducing the gap between conceptualization and
implementation. We also expect that the choice we made about using a founda-
tional ontology as a basis for our domain ontology will facilitate the adoption
and extension of our DSML to other related domains.

7 Conclusions and Further Work

In this paper, we have introduced transparency issues in ABM/LUCC domain.
We have proposed the development of a Domain Specific Modeling Language
for this domain and described the methodology we will follow to respond to the
research questions we have raised. We also presented a domain model based on a
domain ontology. The next step in our work will consist in validating the domain
ontology by confronting its capacity to represent MAS/LUCC models existing in
the literature. After this validation, we will pursue by designing a UML profile for
the ontology domain axioms and formalize them as Object Constraint Language
(OCL) constraints. We will also implement an editor in Eclipse that will enable
the design of conceptual schemas in conformity with the UML profile.
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Abstract. More complex applications lead to worse maintainability and
extensibility. Flexible and dynamic concepts can help to balance main-
tainability and complexity. The role concept is an approach that is used
in software systems and programming languages to enable dynamic ob-
jects. Database systems with dynamic data objects are not available,
which leads to complex mappers if the data have to be stored relation-
ally. In this paper we outline research towards a role-concept-enabled re-
lational database system. We describe a definition of this concept based
on existing results and discuss open research questions related to our defi-
nition. Since today’s RDBMSs cannot handle the role concept inherently,
we also detail architecture and query language extensions.

Keywords: relational database system, role concept definition, model-
ing language, query language, relational architecture extension.

1 Introduction

Modern software applications are becoming increasingly complex, and growth
in complexity worsens maintainability and extensibility. To keep applications
maintainable, more flexibility is desired, and not only in programming contexts.
Database systems also have to keep pace with this development. Nowadays, soft-
ware is usually written in an object-oriented (OO) style with special persistence
layers that map objects onto relational tables. The problem of mapping enti-
ties onto tables gets more complex if the software uses concepts, like the role
concept, that enable dynamic objects. This concept was initially proposed as
extension of the network model for databases [1] and has since been adapted to
OO programming languages to get dynamic objects.

The idea of the role concept is based on the observation that real-world entities
are role-oriented [1]. In the role model, an entity need not represent all aspects at
the same time, as entities are constrained to do in the relational model. Figure
1 illustrates an example schema and its changes over time. It shows two data
object types, each of which consists of a core object type and two role types.
Person and public facility represent core objects that can be extended by roles.
These roles are student and employee for person and university and employer
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Fig. 1. Schema flexible data objects

for public facility. Both, core objects and roles come with their own attributes.
E.g. a person has a first name and a last as well as a date of birth and the role
student a student ID. The left part of this figure represents the state when no
role is active and only the core object instances exist (active types are shaded
gray). At a particular time, an instance of the person core object enrolls at a
university and thus, becomes a student. Because of the student role, the person
gets in a relationship to a public facility that plays a university role as shown in
the middle of Figure 1. At some future date the same person becomes a student
assistant at the same university. For this reason, the person acquires the role
employee and the public facility the role employer. The schema of this person
data object instance has changed a second time now and compasses all attributes
of person, student, and employee. The example’s final state is shown on the right
in the figure, but at runtime this state could change again, e.g. the person stops
being an employee at the university.

The example shows the main advantage of this approach. Objects can be
retyped at runtime by acquiring or abandoning roles dynamically without losing
their identity. Where it started being typed as a person, the data object is retyped
to person–student and later to person–student–employee. In most object-oriented
systems, an object must be an instance of a specific type for its whole lifetime.
If the object evolves, it would not be an instance of this type anymore and
must be transformed into a new instance. Furthermore, the role concept reduces
the number of entity types. To type instances precisely, an entity type for each
entity–role combination must be defined. Taking into consideration that roles
can be played several times without limitation, the definition would never end.
With the role concept, entities and roles are defined only once and by combining
them, the type is defined implicitly. Imagine a person who is a student and
simultaneously has a student-assistant job at the university. An entity type that
holds all these attributes simultaneously must be instantiated and each time the
person acquires or abandons a role, a new instance is required.
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In the software technology community, the role concept is more accepted than
in the relational database community. The role concept is accepted in modeling
software and modeling data; and there exist programming language extensions
that enable this concept at runtime. Furthermore, systems exist that perform
object-relational mapping for dynamic objects, but on the application level and
not in the DBMS. The DBMS still cannot handle these flexible objects, because
role concept semantics are in the application or mapping layer. Our goal is to de-
velop a relational database system that is able to deal with dynamic data objects
where these objects are represented by the role concept. In consequence, both
applications and the DBMS can benefit of this approach. First, if application and
database system communicate by using the same language, the object-relational
mapper would significantly be simplified. Second, the database system can dis-
tinguish between entities and roles by having a richer semantics than traditional
relational systems. Finally, the role concept gets transactional support by the
DBMS.

Numerous approaches have been developed and each of these approaches has
its own notion of the concept, but no universally accepted definition of the term
“role” exists. One study [2] analyzed most approaches and found 15 character-
istics of roles that are generally related to the term “role” in modeling. Based
on these results, the authors created a more general definition [2]. Relational
database systems are not capable of handling roles inherently and for this reason
we have to solve several problems. Defining our notion of the role concept is the
first task. To visualize the definition, we need a lightweight modeling language,
and to communicate with applications we need an extended query language. Fi-
nally, the database architecture, including logical and physical representation,
must be aligned to the role concept.

The rest of the paper is structured as follows: The next section describes our
definition of the role concept together with the open research question related to
that definition. Section 3 comprises all research questions related to the relational
database management system extension, to be able to handle roles. The related
work in Section 4 and Section 5 finishes the paper by summarizing the main
contributions and the paper generally.

2 Our Role Concept Notion

In four decades of research related to the role concept, many somewhat conflict-
ing approaches have been developed. To clearly specify our notion of the concept,
in Section 2.1 we put the concept into a set-theoretical model to describe general
relations. Next we define the elements natural type and role type in detail. In a
DBMS, there exists not only entities of certain types, but there also exist con-
straints between those entities or attribute-related constraints (e.g. “not NULL”
or “only numeric” for a ZIP-code). The role concept contains different kinds of
constraints that we present in Section 2.2. In Section 2.3, we discuss related open
research questions.
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2.1 Role Concept Definition

The role concept we want to specify here is based on Guarino’s [3] ontological
distinction between role types and natural types and is also related to the defini-
tion of Lodwick presented in [2]. To distinguish the natural types from role types,
we have to take in consideration two properties of the concepts: foundation and
rigidity. The foundation property denotes the element’s dependency on another
element, or rather it depends on a relationship to this element. For example, a
student cannot be a student without being enrolled at a university. Here, ex-
istence of the student role clearly depends on the relationship of a student to
a university. Founded types are always part of a relation and they cannot ex-
ist without this relationship. Rigidity denotes the fact that an individual cannot
drop its type without losing its identity. A human person will always be a human
person. If the person stops being a person, it would not be the same object. With
these properties we can distinguish natural types and role types. Natural types,
like “person,” are semantically rigid but not founded. On the other hand, role
types are founded but lack semantic rigidity. In consequence of our definition,
only role types can be part of a relationship.

Set-Theoretical Definition. Our system consists of a set of natural types and
role types, generally. Role types (R) can be played by certain natural types (N),
hence, the role types have a relation (≤NR) to natural types. Set-theoretically
this relation is defined as:

≤NR ⊆ N ×R

To associate a certain role type (r) with a certain natural type (n) we write:

n ≤NR r

Further, it is required that each role be associated to at least one natural type,
i.e. an isolated role is prohibited.

∀r ∃n (n ≤NR r);n ∈ N, r ∈ R

Roles always have to be part of a relationship to other roles. This relation (≤RR)
is defined by:

≤RR ⊆ R×R

To specify that a role (r1) is in a relationship with another role (r2) we write:

r1 ≤RR r2

It is also required that each role be part of a relationship, since roles cannot be
played without a relation.

∀r1 ∃r2 (r1 ≤RR r2); r1, r2 ∈ R

The ≤RR relation is left-total and unidirectional. This means that each role
must be in at least one relationship with a role r2 (left-total) and r1 ≤RR r2
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does not imply r2 ≤RR r1 (unidirectional). The left part of ≤RR describes the
role that must be in a relationship with the role on the right side. All these
relationships are mandatory to r1, the role on the left. Furthermore, a role can
only participate in relationships that are part of its role definition, there are no
optional relationships. In fact, we can find many examples where the natural
language indicates relationships of a role that are not mandatory by definition.
Consider the student example that we discussed previously. A student visits a
movie theater with a special discount and thus, he is involved into a relationship
with this movie theater. Actually, s/he does not visit the movie theater as a
student, but rather as a person that plays the role of movie-goer, which is defined
by a relationship to a cinema role. The student role is only the requirement to
get the student discount. Thus we can see that a relationship of role r1 to a role
rn that is not mandatory to r1 can be modeled by a special auxiliary role rs,
which the natural type has to acquire instead. The special role rs is defined by
a relation to the role rn.

Element Definition. Up to now, we have handled natural types and role types
as elements of sets without any information about them. Now, we want to define
the two types in detail.

A natural type, the core element, is defined by:

n : (A)

Its schema contains a name (n) and a set of attributes (A). The natural type
can be compared with a standard schema of a table in a database system.

A role is defined by the following tuple:

r : (A,N,R)

A role has a name (r) and a set of attributes (A) like the natural types have. In
addition, a role references the natural types (N) that can play this role and the
mandatory relations to other roles (R).

Defining the running student example in detail could lead to the following
natural type definitions:

1. public facility : ({name, address, number students})
2. person : ({first name, last name, birthdate, place of birth, address})
The corresponding roles could be defined as follows:

1. university : ({number of professors}, {public facility}, {other role})
2. student : ({student id, semester}, {person}, {university})

2.2 Constraints

Another important use case of roles is constraints between them. In the real
world there exist many limitations, such as the constraint that a member of the
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scientific staff in a research group has to be an alumnus of the corresponding
university. Here, the role “alumnus” is a requirement to play the role “member
of scientific staff.” Likewise, being a student, retiree, or disabled person is a pre-
condition to receiving discounts at museums or movie theaters. Furthermore,
there are limitations that are related to time. For instance, a member of the
supervisory board of a company must not be in the management board for at
least three years. Another example is an employment contract that is limited
to one year. The associated role should be valid only for the given year. As we
can see, limitations and constraints can be very complex. We found five different
types of constraints that are not yet formalized:

1. Concurrency of roles (e.g. the roles “retiree” and “employee” must not be
played by the same person)

2. Changeover of roles (e.g. if a student finishes his or her studies, s/he has to
abandon the role “student” and acquire the role “alumnus”)

3. Transfer of roles (e.g. if natural type n1 abandons a role, n2 has to take over
this role)

4. Cardinality of roles (e.g. there can only be a single prime minister in rela-
tionship to a particular country)

5. Temporal aspects of roles (e.g. the “prime minister” role is only valid for the
corresponding legislative period)

In many scenarios we must connect several constraints logically. In the dis-
count scenario we described above, it is sufficient to play one of the roles “stu-
dent,” “retiree,” or “disabled person” to get a discount at the museum. Here,
the roles are constrained and connected by disjunction. The implemented system
has to support such logical operations on constraints.

2.3 Open Research Questions

In the field of concept formalization, at least three research tasks remain. First,
constraints need a formal and comprehensive definition, since roles may depend
on other roles or be limited in cardinality. Since roles come with temporal aspects,
we also should investigate which techniques of temporal databases can be used
to ensure temporal requirements. The second task comprises the definition of our
concept on the level of instances. Roles are related to natural-type instances and
can be played several times simultaneously. Each role has to be identifiable and
referenceable to other roles and natural types. We have to investigate how value-
based references can be used, especially if two roles are referencing each other
mutually. A visualization of the concept, as a bridge between data modeling and
database management systems, by a lightweight modeling language is the third
task.

3 Database Architecture Extension

The role concept can enable dynamics not only for software systems, but also
database systems can benefit by understanding the notion of roles. Unfortunately,
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traditional RDBMSs are not able to handle such dynamics inherently. For this rea-
son, we have to adjust the DBMS architecture to our notion of the role concept.

3.1 Query Language

In consequence of the extended relational model, an extended query language
has to be designed as well. Here, the first question is whether standard SQL
is sufficient for our purpose. Over time, SQL has become increasingly powerful
with many new language constructs. In the latest version of SQL, SQL:2011, the
feature of temporal databases was essentially improved. Nevertheless, SQL does
not support all aspects of the role concept semantics, like the differences between
role types and natural types.

Of course, the new query language has to support our notion of the role concept.
That includes defining, updating, and querying natural types and role types.With
a role-concept-specific query language, novel query potentials arise.Anatural-type
instance that plays a certain role is logically a single element. Querying one of the
role’s attributes should return the role with the corresponding natural type. By
querying only a natural type’s attribute, all attributes related to roles should not
be returned. Consider the student example again. We would certainly expect that
a person will not play only the student role over his or her whole lifetime. At some
point in future, a student becomes a student assistant at the university where he or
she studies. Querying this person’s student role should only return the attributes
of person and student. But, querying for the student assistant role, the attributes
of role student should be accessible as well, because to be a student assistant it is
required that this individual is a student as well.

Temporal facets must be considered by the query language as well. For ex-
ample, consider the situation where a role can only be acquired if a certain role
has not been played for at least three years, and this constraint is known by the
DBMS. The DBMS has to block role acquisition if this constraint is violated.

In the end, we have to create a new connectivity to the enhanced database
model. This connectivity has to support the role concept notion and query lan-
guage as well.

The research tasks related to the query language topic are:

1. Defining a query language whose semantics represent the roles concept.
2. How can the different types, including the temporal aspects of them, be

queried by a query language?
3. Which attributes should be visible if natural types or role types are queried?

3.2 Internal Representation and Storage Layout

Internal representation manages access and how the data are handled inside of
the DBMS. Traditionally, relational data objects are represented as tables with
a fixed schema. In our case we have dynamic data objects with a flexible schema,
since roles are acquired and abandoned dynamically. These flexible data objects
must be stored relationally. By definition, each role can be played simultaneously
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several times. A table that holds all attributes of a natural-type instance and
its corresponding roles is not sufficient, since there is no maximal number of
simultaneously-played roles. A suitable solution could be to store roles in a nested
model, like the non-first-normal-form [4], but there are other possibilities as well.

Regardless of the logical representation we have to investigate the physical
representation. Because our system consists of more than a single meta type and
in a relational DBMS only entity types exist, the storage-model decision affects
two abstraction levels: (1) types and (2) instances.

On the level of types several options are conceivable, e.g. storing the whole data
object in a block or separately. It can be seen as a type-level decision between
a block-wise storage model, where the entity is stored with its currently played
roles, or a columnar storage model, where entities and roles are stored separately,
or a mix of both. A block-wise storage model implies that the storage is able to
handle schema-flexible data objects. Each time a role is acquired or abandoned,
the schema changes. Further, the space the objects occupy changes with each role
change and thus, the page has to be reorganized continuously.This approachwould
be advantageous if natural-type instances are queried in conjunctionwith their cor-
responding roles, since all information is stored in clusters.

Accordingly, storing in a columnar fashion means storing natural-type in-
stances and currently played roles separately. A flexible storage is nonessential
compared to a block-wise storage. With decomposed data objects, the reconstruc-
tion and linkage of parts is more important. Each role type would be stored in
particular pages and special pages would link the natural-type instances to roles.
In this scenario, the logical data object would have to be reconstructed when
roles are queried. Hence, we are enhancing the relational data model and both
types consist of attributes, like in RDBMSs, and thus we can use the well-known
techniques like NSM or DSM [5] on the level of instances.

Besides the logical and physical representations, we also have to investigate
efficient access paths. In RDBMS there are usually three options to navigate: (1)
scanning a table, (2) using a non-composite index such as B-Trees or hashing,
or (3) using a composite index such as multi-key hashing. Depending on the
internal representation, the access paths have to be aligned. For accessing only
the natural type’s attributes, a non-composite index would be sufficient if a
primary key exists. In case roles are queried in conjunction with attributes of
the natural-type instance, a composite index, which references both keys, would
be efficient. In general, the number of currently played distinct roles defines the
dimensionality of a composite index, if we want to access a natural-type instance
and role combination within a single index access.

Since roles can be constrained with temporal aspects, abandoned roles have
to be stored. The research questions here are both how and how long to store
abandoned roles. In general, a natural-type instance can reacquire in the future
the same role it played in the past, e.g. an employee returns to work for a
company he or she previously left. It is the same natural type and the old
employee role could be reactivated. Furthermore, for some legal reasons or other
constraints archiving roles may be necessary.
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To summarize the research tasks for database architecture alignment, we have
to solve the following problems:

1. Defining a query language that is capable of representing the defined role
concept.

2. Investigating different options for the internal representation including the
logical, physical, and temporal design.

3. Analyzing options to access dynamic data objects efficiently.

4 Related Work

The term “role” is used in many varied domains and contexts such as linguistics
or acting, and thus many definitions for this term exist. Here, we discussed
a “role” term and its underlying concept, which goes back to [1] and [6] in the
1970s. Especially in modeling, this concept was adopted to solve certain problems.
The application area ranges from conceptual modeling [7], data modeling [1],
and knowledge representation [8] to specialized object-oriented programming
languages [9] or a generalized approach [2].

This work aims to develop a role concept definition that can be implemented
into an enhanced relational database system. Thus, the related work comprises
conceptual and data modeling as well as programming and implementation ap-
proaches. On the level of conceptual and data modeling much research has been
done. Steimann has given an overview of research up to the year 2000 [10]. This
habilitation thesis analyzes most of the research in modeling with roles. The level
of implementation, especially for database systems, did not get much attention.
Only DOOR [11] can be seen as an approach that enables roles in a DBMS,
particularly an object-oriented DBMS.

5 Contribution and Summary

In this work we aim to bring together flexible data structures based on the role
concept and relational database management systems. There are three main
contributions in this work. The first contribution comprises the definition of the
role concept enabled relational data model and how the components (natural
types and role types) can be assembled. The second contribution is the relational
transformation of this data model. Here, we have to analyze which relational and
object–relational techniques can be exploited and in case any of these techniques
are sufficient to meet our goal, we have to develop new approaches. Within the
second contribution, our goal is to ensure efficient storage of these flexible data
structures. The third contribution encompasses the development of an extended
query language. This query language bridges the gap between our storage layer
and applications.

In this paper we outlined our research to bring the relational data model and
role concept together to take advantage of both models. On the one hand, the
relational model has been researched for more than 40 years and is well-known.
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On the other hand, the role concept provides dynamics by handling several
aspects of entities as roles.

There are many different and partly oppositional definitions of the role con-
cept and for that reason we defined our notion of the role concept in a first step.
Following Guarino’s [3] ontological distinction between natural types and role
types, we formalized these two types both set-theoretically and on the model
level in Section 2. As open research questions of the data model, formalization
of constraints and instance-level definition together with the modeling language
as visualization remain as future work. To get the role concept into a RDBMS,
we detailed feasible modifications in Section 3. Open research questions related
to the relational database management system are defining a query language
suitable for our role concept notion along with defining the internal representa-
tion. In Section 4 we gave a short overview of related work. We look forward to
continuing our development of this important research area. A solid, generally
accepted role mechanism as we envision it would make for a better information
systems development and management infrastructure.
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Abstract. Reviews and comments play important role in online shop-
ping. It can help people getting more information about stores and prod-
ucts. The potential customers tend to make decision according to it.
However, driven by profit and fame, spammers post spurious reviews to
mislead the customers by promoting or demoting target store. Previ-
ous studies mainly focused on the text features and ratings to identify
fake reviews. However, these studies ignore the importance of relation-
ship between store and reviewer. This paper first proposes sentiment
analysis techniques to calculate the sentiment score of reviews. Then a
relationship-based method has been proposed to identify the spammers.
We also present an algorithm which can detect both single-mode spam-
mers and multi-mode spammers. A subset of highly suspicious reviewers
is selected for evaluation by human judges. Experimental results show
that the proposed method can find out the review spammer efficiently.

Keywords: review spam, review relationship, sentiment analysis.

1 Introduction

With the development of Web 2.0, online shopping has become a popular ac-
tivity of many peoples life. Previously, people usually transfer experience within
small scope such as friends and relatives. Nowadays, customers prefer to share
their experiences about store and product by posting reviews, while potential
customers tend to gain indirect experience by watching user generating reviews
before online shopping. The online comments have also been used by stores to
identify their product and service problems to attract more customers. However,
Spammers publish spurious reviews to promote or demote target online store,
inducing users buy or not to buy something from particular store. More and
more spam reviews emerge in major review websites such as Epinion.com, Re-
sellerrating.com, and Shopzilla.com. Therefore, detecting such spurious reviews
and spammers become a pressing issue.

Previous works have paid more emphasis on text features of reviews. Similarity
of text has been regarded as main evidence to identify the spam reviews. While
cunning spammers avoid writing near duplicated text, the text-based methods
dont work now. Other works use rating score and feedback score as indicator to
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detect the spam reviews. In this paper, we study the relationship between store,
reviewer and review. We also incorporate the sentiment analysis techniques into
spam review detection.

There are two typical spammers: single-mode spammers and multi-mode spam-
mers. Single-mode spammer is spammer who only uses one userid to post reviews.
In [15], time series analysis has been employed to detect the single-mode spam-
mers. Multi-mode spammers usually post several reviews using one userid [4].
Previous works either capture single-mode spammers by time-series analysis of
reviews, or capture multi-mode spammers by means of review graph. Due to the
analysis of relationship between stores and reviewers, our method can capture
both single-mode spammers and multi-mode spammers, which is different from
previous works.

In this paper, our researches mainly focus on the relationship between store
and reviewer. Firstly we incorporate the sentiment analysis techniques to cal-
culate the sentiment score. Then deviation of sentiment and rating has been
analyzed by a relationship-based method. We also propose an algorithm to cap-
ture the spammers mentioned above. It is important to note that our idea is
different from [9] even if we all use relationships. We map the reviewers and
stores into a heterogeneous graph, and consider the entities and the relationship
between them. To our knowledge, this is first study detecting both single-mode
and multi-mode spammers.

Our contributions in this paper are then as follows:
1. We incorporate the sentiment analysis techniques into spam review detec-

tion, and propose a method to calculate the sentiment score of reviews.
2. We map the reviews and stores into a heterogeneous graph, and propose a

relationship-based approach to calculate the deviation of sentiment and rating
scores.

3. We propose an algorithm to detect both single-mode spammers and multi-
mode spammers. Experimental results demonstrate the effectiveness of the pro-
posed method.

The remainder of the paper is organized as follows. Section 2 discusses re-
lated work in the area of spam detection and their limitations. In Section 3, we
first propose sentiment analysis method to calculate sentiment score of reviews.
Then the deviation of review has been calculated. Finally, an algorithm has been
proposed to capture both single-mode and multi-mode spammers by means of
store-reviewer relationship. In section 4 we present an evaluation of the spammer
detecting on the real world dataset. Finally, conclusions and directions for future
work are given in section5.

2 Related Work

In this section we summarize the previous approaches, and how our method
differs from them.
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2.1 Spam Review Detection

In [1], Web spam was defined as a phenomenon that web pages exist only to
mislead search engine into leading user to certain web sites. Term-based methods
and link-based methods were proposed in many studies [2, 3]. Email spam and
Blog spam also have been studied in [4] and [5].

The problem of detecting review or opinion spam was first introduced in
[6], which treated review spam detection as a classification problem. Supervised
learning was employed while duplicated and near duplicated reviews were re-
garded as positive training data. In [14], three approaches were proposed to iden-
tify deceptive reviews. A classifier was developed for specific domain dataset. [12]
characterize spam by a set of frequently occurring sequential patterns and en-
hancement it by using a min-closed sequence. [7] identify unusual review patterns
which represent suspicious behaviors of reviewers, and formulate the problem as
finding unexpected rules.

Due to the complexity of the problem, many complementary approaches were
employed to solve the problem. [8] identify several characteristic behaviors of
review spammers by using the rating score, and model this behaviors to detect
the spammers. In [11], feedback of review and the returned customers were em-
ployed to explore the inconsistency problem between the evaluation scores and
review contents. [10] propose several behavior features derived from collusion
among spurious reviewers, and introduce a model named GSRank, which can be
considered a relationships among groups, individual reviewers and products.

2.2 Sentiment Analysis

User-generated-content in the Web such as review, blog and microblog usually
express the authors emotion. The extraction, analysis and summarization of sen-
timent become an important research field. In [16], the features of the product are
extracted. A summarization system has been built to show the users sentiment
to every feature of the product. In [17], Ding et al. present a holistic lexicon-
based approach to analyze the sentiment of both explicit and implicit aspect
of product, and realize an opinion mining system. In [18], sentiment analysis
is classified at word and sentence level. A series of definition about sentiment,
sentiment holder and sentiment polarity are presented in [19]. In [20], Senti-
WordNet lexical resource has been applied in automatic sentiment classification.
In [21], signals have been incorporated into unsupervised sentiment analysis to
model two main categories: emotion indication and emotion correlation. In [22],
Twitter as a corpus has been automatically collected, and sentiment classifier
has been built to determine sentiment polarity. In [23], sentiment analysis has
been combined with K-means clustering and support vector machine (SVM) to
develop unsupervised text mining approach in the forum hotspot detection and
forecast. In [24], classifying sentiment in microblogs has been found easier than in
blogs and reviews. In [25], a concept-level sentiment analysis has been seamlessly
integrated into lexicon-based opinion mining.
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In order to study the sentiment analysis, it is important to extract product
features. Two approaches have been proposed to solve this problem. One method
is based on dependency parser. According to previous studies, product features
are almost noun phrase. Therefore, product features can be extracted by phrase
dependency parsing [26-28]. The other method is based on probabilistic topic
model such as LDA and PLSA. Through unsupervised learning, not only product
features but also their corresponding sentiment can be extracted simultaneously
[29-31].

It is important to note that our idea is different from [9] even if we all use
relationships. We map the reviewers and stores into a heterogeneous graph, and
consider the entities and the relationship between them. In [9], only multi-mode
spammers have been taken into consideration. Single-mode spammers will be
ignored in [9].

However, both single-mode spammers and multi-mode spammers have been
studied in this paper. The proposed method can capture both of them.

3 The Proposed Method

In this section, we first compute sentiment score of review through sentiment
analysis. Then several deviations between sentiment and rating score have been
presented based on review relationship. Finally, an algorithm has been proposed
to capture both single-mode spammers and multi-mode spammers.

3.1 Sentiment Analysis of Reviews

Our goal in this section is to incorporate sentiment analysis into the spam review
detection. To achieve this aim, two tasks should be considered. The first task is
to generate a sentiment lexicon. The second task is to compute the sentiment
score. For ease of presentation, we give the notations listed in Table 1.

Table 1. Notations

Notation Definition

w The word in a review.
s The sentence in a review.
V Word vocabulary.
CN The number of negation word in in one feature.
d A review
∣
∣ d

∣
∣ The number of sentence of review d

o(*) The sentiment polarity of a word, sentence, or review. o(*) ε [-1,1]
e(d) The rating of a review. e(d) ε [-1,1]
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Sentiment Lexicon Generation. In the opinion mining and sentiment anal-
ysis research field, there are many sentiment lexicons such as SentiWordNet and
MPQA [32, 33].

We choose it as general sentiment lexicon respectively. However, store reviews
have their characteristics in natural language text. To improve the accuracy,
sentiment lexicon special for store should be prepared in this task.

We extract the reviews from Resellerrating.com from October, 26, 2012 to
November 20, 2012. 2000 reviews with four stars to five stars are regarded as
positive samples while 500 reviews with one star to two stars as negative samples.
We choose Information Gain for feature selection.

Equation (1) is the definition of information entropy. Equation (2) is the
Information Gain.

entropy(D) = −
|c|∑

j=1

P (cj)log2P (cj),

|c|∑

j=1

P (cj) = 1 (1)

IG(t) = entropy(D)− entropy(c|t) (2)

The Information Gain of the sentiment words in the product reviews are
calculated after preprocessing. Then the sentiment words are listed in descending
order respectively. We choose 260 positive words and 180 negative words special
for store manually. The whole lexicon has been built by SentiWordNet plus
MPQA plus sentiment word special for product respectively.

Computing Sentiment Score. In this section, the task is to determine the
sentiment score of each review. Several definitions are presented as below.

Definition 1 (Sentiment Score). Sentiment score (denoted by ) is a score
of a review , which means the sentiment strength of review. For ease of under-
standing and computation, we limit the range of in [-1, 1].

The extraction methods are proposed in lots of previous works [26, 27]. We
propose an equation computing sentiment score considering the negation words.
All the word scores are summed up using the following equation (3):

o(s) =
∑

wjεs∧wjεV

(−1)cNO(wj) (3)

In equation (3), means the sentiment polarity of the word . A positive word is
assigned the sentiment polarity score of +1, and a negative word is assigned the
sentiment polarity score of -1. means the number of negation word in sentence.
If there is no negation word, equals 0. While there is one negation word, the
polarity of the sentiment is reversed through multiply by -1. The sentence score
of each review is listed in Equation (4).

o(d) =
∑

siεd

o(s)/|d| (4)
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3.2 Deviation Analysis of Reviews

An important observation in this paper is the inconsistency of sentiment score
and rating score. Compared with rating score, the content of the reviews will
represent more accurate sentiment of the reviewer. Therefore it will indeed in-
fluence the potential customer. Three main observations about the rating and
content of the reviews are listed below.

(1) The inconsistency between rating and sentiment polarity exist in reviews.
There is large number of reviews whose rating and the sentiment polarity is
inconsistent. There are two reviews listed in Figure 1, which are collected from
the whole lexicon dataset. It is obviously that the rating and the sentiment
polarity of two reviews are contradicted. We choose 1000 reviews randomly from
the dataset, and find that 132 reviews belong to this inconsistent case.

(2) The sentiment strength expressed in the review varies considerably. Ac-
cording to [34], the sentiment strength of review The picture quality is very good
and the review I like the camera are different. Although all the sentiment polarity
is positive, the former review has specific description of the product feature. The
latter review just has rough evaluation. Therefore they have different sentiment
strength.

(3) The sentiment strength differs when two reviews have different number
of sentences. For instance, two reviews have the same rating scores. However,
one review has lots of sentences, and has detail description about the shopping
procedure, usage of the product and service quality as well. The other review has
just one or two sentences with simple comment without trustful fact to support.
It is obviously that the former will be convincing than the latter.

According to the analysis mentioned above, the content of reviews is more
important than rating score. In addition, we can also take advantage of the
contradiction of the rating score and the content of the review.

Fig. 1. Rating and Content of the Reviews

We already get the sentiment score of review last section. If sentiment score of
one review contradict with its rating score, spamming may occur. Therefore, we
take the deviation of sentiment score with rating score as indicator to measure
spamming.

For each review d, the interior deviation measure the sentiment and rating
deviation. o(d) and e(d) represent sentiment score and rating score of one review
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respectively. If one reviewer posts review whose rating score contradict sentiment
score, he is suspicious reviewer.

id(d) = |o(d)− e(d)| (5)

In [8], a reasonable customer is expected to give rating similar to others of the
same store. As spammers attempt to promote or demote the store or product,
his rating score will different from others. We take deviation of rating score with
others as indicator.

sdG(d) = |o(d)− avgd′εGo(d
′)| (6)

Sentiment Deviation of Review measures the sentiment score of one review
with mean score of review group G.

rdG(d) = |e(d)− avgd′εGe(d
′)| (7)

3.3 Relationship-Based Detection Algorithm

The customer may post reviews to many stores. In Figure 2, r, d and s repre-
sent the reviewer, review and store respectively. To identify the spammer, two
clues can be taken advantage of. One is the deviation of review connected with
him. The other is the suspicious store connected with him. We use deviation as
indicators to measure the spam degree. The deviation of a store is defined as:

Fig. 2. Relationship between store-reviewer

We model the reviewer spam (rs for short) as a linear regression of id(d),
sdG(d), and rdg(d). The algorithm is listed below.

Algorithm: Review Spammer Detection
Input: the set of review D, store S and reviewer R,o(di), e(di)
Begin
for each d ∈ D
compute id(d)
end
for each s ∈ S
compute sds(d), rds(d)
end
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for each r ∈ R
compute rs(r)
sort rs(r) and corresponding v,r
end
return Descending sort list of r, List of v
end

4 Experimental Evaluation

4.1 Experiment Setup

We use the data set from Resellerrating.com for the experiment. Resellerrat-
ing.com is a large active store review website. The data of 5 categories out of 20
categories were crawled which include: Books & Magazines; Computer Hardware
& Software; Consumer Electronics; DVD and VHS Videos; Music, Instruments,
CDs. Our data set has 8737 stores, 628707 reviews and 561703 reviewers.

Table 2. Statistic information for datasets

Dataset BeforePreprocessing AfterPreprocessing

# of reviewers 561703 457463
# of stores 8737 7933.
# of reviews 628707 590605

In many previous works, a few samples are prepared for experiment. However,
spam degree should be calculated iteratively. Therefore, we use the whole dataset
for the experiment. The stop words are removed in the dataset. Then we use
Porter Stemming tool to stem all the words.

4.2 Experiment Result

According to the previous researches [7-10], evaluating the detection of the spam
mainly depends on manually work. We recruit three undergraduates to read
the reviews after calculation and use their intuitions to make the judgments.
There are several challenges in store review detection. Firstly, the number of
suspicious reviewers that calculated from our methods is several hundred and it
is impossible for our human evaluators to judge everyone. Evaluating a review
is a very time consuming work. It needs the evaluators patience. Secondly, it is
lack of ground truth for us to tell which review is a spam or which reviewer is
suspicious in the review data set.

We solve the first issue by choosing a relative small subset of reviewers to be
evaluated. These suspicious reviewers are calculated from our proposed method.
Sampling in small subset is a frequently used method in information retrieval
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(IR) task evaluation. Therefore, we can also examine the small subset of the sus-
picious reviewers. We choose 50 suspicious reviewers according to the spamicity
descending. It is obvious that these 50 suspicious reviewers may be most harmful
as we discussed on the above section. To solve the second issue, we mainly rely
on the intuition of the evaluators and the method to check the consistency be-
tween different reviewers. A report named 30 Ways You Can Spot Fake Online
Reviews introduced some useful techniques to identify the spammers.

Our evaluators work independently on spammer detection. In this evaluation,
if more than one evaluator regards a reviewer as a spammer, we label it as
a suspicious spammer. Our evaluators identified about 29 out of 50 suspicious
reviewers. Then the precision is 58%. The table shows the agreement of different
evaluators. Evaluator 1 finds 29 spammers out of 50 suspicious reviewers by our
method. 20 out of which are identified by evaluator 2, and 19 out of which are
confirmed by evaluator 3.

Table 3. Evaluation Result

Evaluator1 Evaluator2 Evaluator3

Evaluator1 29 23 21
Evaluator2 27 24
Evaluator3 29

The agreement between three evaluators can be measured by [35]. It is an
inter-evaluator agreement measure mainly for the observer. This method is usu-
ally used in medical clinical diagnosis. The Kappa between evaluator 1 and 2 is
59%, and the Kappa between evaluator 1 and 3 is 56%. According to the crite-
rion, the kappa shows the substantial agreement among three evaluators. This
result proved the trustiness of our experiment.

Our evaluation is better than previous work [8], since our solution mainly
focus on the spammer-targeting stores.

4.3 Result Comparison

We use four types of baseline for comparison.
TP- This is a model used to detect the spam reviewers in different product.

If a reviewer posts multiple similar reviews to one store, he might be a spammer
[3].

GD- This is a model based on deviation from the average rating on the same
store [3].

RG- This is a model based on the review graph. It takes advantage of rating
deviation as measurement for detection [9].

TS- This is a model based on time series analysis of rating score burst phe-
nomenon to detect the spammers [15].
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With the labeled spammers, we train the linear regression model to predict
the parameter α , β , γ . We minimize the mean square error, and get α=0.63,
β=0.20, γ=0.17. This value is used as the default setting in our experiment. The
result also show that the interior deviation play important role in reviewer spam
detection.

We take NDCG(Normalized Discounted Cumulative Gain) to compare the re-
sults from the model and those from the evaluators. NDCG is a popular measure
for spam reviewer detection. We examine the NDCG for different top k positions
(k= 1 to 50) in the rank list produced by each method. As shown in Figure 2,
the proposed model generates the best ranking list. It performs better than any
of others.

Fig. 3. Comparison with the baselines

5 Conclusion

We presented in this paper a method to detect the store review spammer based
on review relationship. Our work is the first to consider the deviation of senti-
ment and the preference of the spammers. We first calculate the sentiment score
of reviews. Then relationship between store and reviews has been studied, an
algorithm has been proposed to detect the spammers. Experimental result show
that proposed method can identify both single-mode and multi-mode spammers
efficiently with good precision.
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