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Preface

The Conference on Technologies and Applications of Artificial Intelligence
(TAAI) entered its 19th year, 5 years after its internationalization in 2010. TAAI
2014, held during November 21–23, known as the biggest AI academic event in
Taiwan, was organized by the National Taiwan University of Science and Tech-
nology.

TAAI 2014 gathered participants from universities, research institutes, and
industry together to present, discuss, and address the cutting edge of technologies
and applications in AI. The conference provides an international platform for the
sharing of original research results and practical development experiences among
researchers and application developers from the many AI-related areas including
machine learning, data mining, statistics, computer version, Web intelligence,
information retrieval, and computer games.

This year the conference was fortunate to have six keynote speeches, a panel
discussion, an international track with two invited sessions organized by the In-
stitute of Statistical Science, Academia Sinica, one international workshop, a
domestic track, demonstrations of intelligent multimedia systems with human
interactions, computer game tournaments, a poster session, and a special exhi-
bition of research results from the Intelligence Computing Area of the Ministry
from Science and Technology.

We thank Prof. Sarit Kraus (Israel), Prof. Lichen Fu (Taiwan), Prof. Chun-
nan Hsu (USA), Dr. Wei-Ying Ma (China), Prof. Mark Schmidt (Canada), and
Prof. Masahiko Inami (Japan) for their keynote speeches at TAAI 2014. The
conference also featured insightful panel discussions on the latest research areas
and topics in AI. Prof. Shou-de Lin chaired the panel discussion on industrial
opportunities for AI people with the following panelists: Dr. Wei-Ying Ma from
MSRA, Dr. Edward Chang from HTC Inc., Dr. Peter Wu from ASUS Cloud
Corporation, Dr. Chih-Han Yu from Appier, and Prof. Chih-Jen Lin from NTU.
We thank them.

This year the international Program Committees were formed by 82 re-
searchers. We received 93 submissions to the international track, domestic track,
and international workshops. Submissions to the international track received
more than three reviews on average, and 35 papers are published in the con-
ference proceedings, including 23 regular and, four short presentations at the
conference as well as eight workshop papers. We are grateful to Springer for
publishing these selected papers in the prestigious Lecture Notes in Artificial
Intelligence series. The publication chair, Prof. Shin-Ming Cheng, completely
devoted himself to ensure that all camera-ready versions were submitted in a
timely and error-free manner. It is one of the important requirements for having
high-quality conference proceedings. We must thank all the authors who sub-
mitted their excellent research work to TAAI 2014. We owe a great debt to all



VI Preface

Program Committee members for undertaking the reviewing in a timely manner.
Their contribution helped TAAI 2014 be a high-quality international conference.

The local arrangements chair, Prof. Kai-Lung Hua, the Taiwanese Association
for Artificial Intelligence assistant Miss Siao-Nong Chen, and Miss Ya-Lin Shao
provided all the support needed for a successful conference. Needless to say, there
are still many colleagues and friends who helped us in immeasurable ways. We
are also grateful to them all.

Last but not the least, we would like to thank the following leading-edge
organizations, and government agencies, whose generous support contributed
to the success of TAAI 2014: National Taiwan University of Technologies, Tai-
wanese Association for Artificial Intelligence, ACM Taipei, Ministry of Science
and Technology, Research Center for Information Technology Innovation Aca-
demic Sinica, National Taiwan University, Intel-NTU CCC Center and Ministry
of Education. The industrial sponsors were Bridgewell Inc. and Vpon Inc. Their
involvement in TAAI 2014 and their support of the conference is especially ap-
preciated and demonstrates their commitment to the future of AI.

November 2014 Jane Yung-Jen Hsu
Yuh-Jye Lee

Hsing-Kuo Pao
Hsuan-Tien Lin
Hui-Huang Hsu
Tzong-Han Tsai

Chuan-Kang Ting
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Age and Gender Estimation Using Shifting  
and Re-scaling of Local Regions  

Nawwar Ali, Chi-Fu Lin, Yuh-Shen Hsiung, Yun-Che Tsai, and Chiou-Shann Fuh 

Department of Computer Science and Information Engineering, 
National Taiwan University, Taipei 10617, Taiwan (R.O.C) 

{nawwar.ali.j,daky1983,bear8039,jpm9ie8c}@gmail.com, 
fuh@csie.ntu.edu.tw 

Abstract. A method for estimating age and gender using multiple local patches 
is proposed in this thesis. We use the histogram of rotation-invariant local bi-
nary pattern as our features to train the SVM model. We further introduce the 
shifting and scaling of the local patches to enhance the accuracy of the estima-
tion. Our proposed method not only provides accurate results but also can be 
incorporated with other methods to further improve their accuracy. 

Keywords: Age and Gender Estimation, Local Invariant Local binary patterns, 
Support Vector Regression, Haar Cascades, integral image, Supervised Descent 
Method. 

1 Introduction 

Age and gender estimation is an important research topic in computer vision today; it 
could be hard for humans to estimate the age and gender correctly, and automating  
the process could offer many advantages. Age and gender estimation is to label a face 
image automatically with the correct gender and the exact age or the age group of the 
individual face. 

Age estimation in humans is an ability that is developed early in life and it can be 
fairly accurate. However it is usually more accurate in the estimator’s own kind, i.e. if 
you try to estimate somebody’s age who is in your own age group and race and shares 
with you the same gender you achieve better accuracy than other people. Humans 
could use some other factors other than the face to estimate the age, such as the over-
all posture, hair color, and facial hair.  

 Some of the applications for such system would be to limit access for services to 
users of a certain age; such as the sale of alcohol or tobacco or access to certain web-
site, or it could be used to retrieve photos of yourself when you were a certain age. It 
could be used to allow different Graphical User Interface (GUI) to different users, if 
the user appears to be of an older age the interface would use bigger size text.  

Some of the challenges for accurate age detection are that aging is uncontrollable 
non-linear process and that different people seems to age at different speeds. Another 
problem is that the available databases for labeled facial images leave much be  
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desired. Ideally we would have the face of each person throughout his whole life; at 
least one picture per year, but most databases have pictures of people at a certain age 
only. Moreover, the images at higher ages are especially rare. 

The goal of this paper is to implement an age and gender estimation algorithm us-
ing frontal facing facial images where the input would be an image and the output 
would be estimation for the age and the gender, respectively. 

2 Related Works 

There are many aging face models. The models recognized in [6] are: 

• Anthropometric Model. 
• Active Appearance Model. 
• Aging Pattern Subspace. 
• Age Manifold. 
• Appearance Model. 

Once we get our aging feature representation, the next step would be to estimate 
the age. The choice of your aging feature representation should affect our choice for 
age estimation algorithm, for example if we had strong facial features our age estima-
tion algorithm should be simple and if we choose simple facial features our age esti-
mation algorithm should be complex. 

While gender classification is clearly a classification problem (Only two classes to 
choose from; male and female). The question that begs itself is whether age estima-
tion is a classification problem or a regression problem. Age estimation can be looked 
at as a pattern recognition task where each age label can be viewed as a class; there-
for, age estimation can be looked at as a classification problem. Another way to look 
at the problem is that age numbers are a set of sequential numbers; therefore, age 
estimation can be considered as a regression problem. 

Thus age estimation can be viewed as a classification or a regression problem. To 
find out which is more suitable, we need to try both of them on the same databases to 
see the performance difference. Guo et al. [10, 11] did that and they chose Support 
Vector Machine (SVM) as the classifier and Support Vector Regression (SVR) as the 
regressor. They used the same image database for both experiments to evaluate their 
performance. The result depended on which database they used, on the YGA database 
the SVM outperformed the SVR. While with the FG-NET [5] database, it was the 
other way around. This leads to suggest that it might be wise to combine classification 
and regression for higher robustness and to get benefit from both methods. 

3 Background 

3.1 Face Detection Using Haar Cascades 

To estimate the age and gender, we need to find the location of the face first. One of 
the methods to detect faces is using Haar Feature-based cascade classifiers [24]. It is a 
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machine learning based approach where a cascade function is trained with negative 
and positive samples and then could be used to detect objects in other images. 

3.2 Landmark Extraction Using Supervised Descent Method 

We will describe our method to detect the landmark points on the face, which is Su-
pervised Descent Method (SDM) and its Applications to Face Alignment [23]. The 
main difference between SDM and other gradient descent methods is that during 
training, the SDM learns a sequence of descent directions that minimize the mean of 
Non-linear Least Squares (NLS) functions sampled at different points. Then in test-
ing, the SDM minimizes the NLS objective using the learned descent directions. 

The training begins with finding the face in the training images, and then the initial 
shape estimate is given by centering the mean face at the square. Then the translation-
al and scaling differences between the initial and manually labeled landmarks are 
computed. Then Scale Invariant Feature Transform (SIFT) [21] descriptors are com-
puted on 32 x 32 pixel local patches. The SIFT features offer robust representation 
against illumination changes. The goal is to learn a sequence of descent directions and 
re-scaling factors such that it produces a sequence of updates starting from the initial 
estimate that converges to the ground truth location. 

3.3 Rotation Invariant Local Binary Pattern 

Local Binary Pattern (LBP) is a texture operator that was first introduced by Ojala et 
al. [19] based on the assumption that texture has locally two complementary aspects: 
a pattern and strength. One of the most attractive features of LBP is its robustness to 
gray-scale changes caused by differences in illumination. 

3.4 Support Vector Machines 

Support Vector Machines (SVMs)[1][4] are a useful technique for data classification 
and regression. Given a set of training samples each labeled with a class label and a 
set of features. The goal is to find a model to predict the label for the test data given 
only the features for the test data. 

4 Methodology 

4.1 Overview 

Our age and gender estimation system uses frontal face images for training and test-
ing. The first step is to detect whether or not a face exists and find its location using 
the Haar cascades. After that, we find the cranio-facial landmarks on the face using 
the supervised gradient descent method, so we can separate the face into different 
regions. After separating the face into different regions of interest (left eyebrow, right 
eyebrow, left eye, right eye, nose, and mouth), we begin to extract features, the fea-
tures we choose are the histogram of the rotation-invariant local binary pattern. 
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We try to use landmark points that do not change positions with the change of fa-
cial expression. For example, the width of the eye always stays the same, but the 
height changes depending on whether the eyelids are closed or not. Thus we try not to 
use the landmark points that change positions easily.  

Table 1. Facial landmarks-dependent ROI boundaries. The notation , ,  represents the x 

and y coordinates from the n-th facial landmark. 

 Left Bound Upper Bound Width Height 

Left  
Eyebrow 

, 0.25, ,  
min , , , , , 1.5 0.5 , ,  

Right  
Eyebrow 

, 0.25
, ,  

min , , , , ,  1.5 , ,  0.5 , ,  

Left Eye , 0.5, ,  

, , , ,/4  0.6 , ,  

1.9 , , 1.4 , ,  

Right Eye 
, 0.5

, ,  

, , , , /40.6 , ,  1.9 , , 1.4 , ,  

Nose 
, 0.35

, ,  
, 0.1 , , 1.7 , ,  1.2 , ,  

Mouth 
, 0.25

, ,  
, 1.1 , , 1.5 , , , , 2 , 

1.1 . ,  

Face 
, 3 

, ,  
, 1.5 , , 6 , ,  4 , ,  

 
The bounding boxes used to crop out the ROI are shown in Table 4-1. They are 

based on several ratios in the face that remain steady throughout the change of facial 
expressions, such as the width of the eye or the height of the nose. 

4.3 Feature Extraction 

We use the histogram of the rotation-invariant LBP to describe each ROI. Since every 
face is different, and to work around alignment issues, we use local regions. However, 
within each region there is variation in position and shape. To solve the problem of 
alignment in local scale, we introduce a sliding window in Fig. 5.  
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Fig. 3. (a) Face image of 

Fig. 4. (a) Face image of a 

 

a man [18]. (b) ROI selected on the image. (c) ROI cropped. 

women [18]. (b) ROI selected on the image. (c) ROI cropped

 

. 
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Fig. 5. (a) Face image of a man with the nose region highlighted [18]. (b) The 9 cropped areas 
taken by sliding the original ROI by s pixels (9 pixels in this example). 

We start with the original position of the patch and move it to the left by s pixels 
and upwards by s pixels. Then we increment the x and y position by s pixels indepen-
dently three times. This way, we have 9 patches around the original one. This should 
solve any alignment issues in the local scale. 

Before we apply the LBP operator, we rescale each patch multiple times (in our 
experiments, we take 3 sizes). We use bilinear interpolation to resize each patch. 
Once we have the resized patches ready we can apply the invariant LBP operator. 

4.4 SVM Training and Region Voting 

Once we have each shifted and scaled patch ready, we apply the rotation-invariant LBP. 
We take the histogram of the rotation-invariant LBP and average it out across each re-
gion and normalize it to its size. This will be our feature vector describing each region. 

The next step is to train using the SVM for gender and SVR for age. We use 
LIBSVM [2] for the implementation of the SVM and SVR. Each region would have 
its own classifier and its own decision. The final decision (estimation) would be de-
cided by a majority vote where each region would cast its vote (male or female in 
case of gender classification). Each region has an equally weighted vote, and since we 
are using 7 regions, there would be no ties. 
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5 Experimental Results 

Experimental Environment 
1. CPU: Intel® CoreTM i5-650 3.2GHz processor 
2. Memory: 12GB 
3. OS: Windows 7TM 
4. Programming Language: Matlab, C++, Python. 

 
We use FERET database [22] as the data set for our age and gender estimation algo-
rithm. All the images in the test set are 512x768 pixels. The data set contains 2722 
grey-scale pictures: 1007 female pictures and 1715 male pictures. We use 5-fold cross 
validation where each fold would be trained on 2178 images and tested on 544 im-
ages. 

5.1 The Effect of Shifting on Gender Estimation 

Table 2. The accuracy of the gender estimation on different regions separately using different 
amounts of shift in pixels 

 0 pixels 30 pixels 60 pixels 90 pixels 120 pixels 

Left Eyebrow 78.54% 78.46% 82.93% 81.53% 74.70% 

Right Eyebrow 78.20% 80.62% 82.65% 84.09% 76.53% 

Left Eye 71.94% 76.90% 82.46% 87.75% 82.76% 

Right Eye 72.42% 74.43% 83.55% 86.47% 85.79% 

Nose 71.91% 73.83% 79.91% 85.59% 86.61% 

Mouth 78.12% 81.40% 86.87% 87.53% 84.87% 

Face 86.60% 87.29% 88.42% 80.91% 66.73% 

Voting  89.12% 88.95% 90.91% 91.05% 85.58% 

 
We expected the best results would be in the region of 10 to 20 pixels shift, this way 
all the patches would overlap with the original patch (Fig. 5). However, as we keep 
increasing the shifting amount, the results keep getting better and would only drop off 
when the patches would start shifting to the outside of the face regions. The cause of 
this is that all areas of the face carry information about gender and age. Moreover, 
when there is less overlapping between regions, we can extract more information that 
can lead to better estimations. 
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Fig. 7. The accuracy of gender classification from the voting of the different regions using 
multiple scales 

5.3 Age Estimation Results 

For age estimation, we use the same algorithm as the gender classification algorithm 
with using SVR instead of SVM. We measure the age estimation accuracy in mean 
absolute error in years (lower is better). 

Table 4. The accuracy of the age estimation on different regions separately using different 
scales and a shift of 90 pixels 

 [1.0] [0.8, 1.0, 1.2] 

Left Eyebrow 8.654 8.760 

Right Eyebrow 8.931 8.873 

Left Eye 7.804 7.493 

Right Eye 7.745 7.613 

Nose 7.766 7.491 

Mouth 8.315 8.298 

Face 7.955 7.785 

Average   8.167 8.044 

91.05%

92.88% 92.78%

85.00%

90.00%

95.00%

A
cc

ur
ac

y

Majority Voting [1.0]

[0.8, 1.0, 
1.2]
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Abstract. Information purchasing is a crucial issue that auctioneers
have to consider when running auctions, in particular in auction set-
tings where the auctioned item’s value is affected by a common value
element. In such settings it is reasonable to assume the existence of a
self-interested information provider. The main contribution of the infor-
mation provider may be the elimination of some uncertainty associated
with the common value of the auctioned item. The existence of an in-
formation provider does not necessarily impose the use of its services.
Moreover, in cases in which the auctioneer decides to purchase informa-
tion, it is not always beneficial for him to disclose it. In this work, we
focus on environment settings where the information that may purchased
still involves some uncertainty. The equilibrium analysis is provided with
illustrations that highlight some non-intuitive behaviors. In particular,
we show that in some cases it is beneficial for the auctioneer to initially
limit the level of detail and precision of the information he may pur-
chase. This can be achieved, for example, by limiting the information
provider’s access to some of the data required to determine the exact
common value. This result is non-intuitive especially in light of the fact
that the auctioneer is the one who decides whether or not to use the ser-
vices of the information provider; hence having the option to purchase
better information may seem advantageous.

Keywords: auction, common value, self interested auctioneer, informa-
tion provider.

1 Introduction

One of the main crucial issues that an auction mechanism designer should take
into account is information disclosure. Namely, what part of the information
should be revealed in order to maximize the auctioneer’s target utility which
can either be related to the auctioned good’s expected revenue in case of a self-
interested designer or social welfare in cases in which the auction designer acts as
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the social planner. Many researchers have explored this issue in both theoretical
and empirical manners [9,12]. In particular, this issue becomes more relevant in
auction settings where the auctioned item involves an uncertain common value
element [11,29,14,13,20,21,4]. For example, the board of a firm for sale can choose
which part of the firm’s client list or its sales forecast will be disclosed to the
potential buyers. The decision regarding the information disclosure directly af-
fects bidders’ valuation of the auctioned item and consequently also the winner’s
determination and the auctioneer’s expected revenue.

More often, information regarding the common value element is not available
to the auctioneer before the auction. However, the auctioneer may use some
relevant expert services termed external information provider. This situation is
common in scenarios where information discovery involves special expertise or
equipment the auctioneer does not own. Specifically, in the scenario of a firm for
sale, the information may pertain to the financial stability of key clients of the
firm, hence typically offered for sale in the form of business analysts’ reports.
In such situations the auctioneer’s responsibility is to decide both whether to
purchase the information and whether to disclose it fully or partially to bidders
when purchased. Such scenarios become much more complex when the infor-
mation provider acts strategically, controlling the accuracy of the information
provided and its price.

Prior work in such settings assumed strategic behavior on the auctioneer and
the information provider sides. However, the auctioneer’s strategy was limited
to the choice of the information to be disclosed to the buyers [4,11] while the
information provider’s strategy was limited to setting the price of the information
provided (i.e., assume the information provided is fully certain and captures the
exact common value [34]).

In this paper we extend the model to the more realistic case, where the infor-
mation provider cannot guarantee the identification of the true common value,
but rather can offer a more precise estimate of this variable. In particular we
focus on the case in which the information provider can only eliminate some of
the possible values and cannot fully distinguish between others. For example in
the example of the firm, it is possible that the information provider will be able
to classify customers as ”good” and ”bad” where each category spans a wide
range of possible values. Similarly, it is possible that the information provider
will be able to distinguish between strong and weak sales forecasts, but will not
be able to differentiate between a wide range slightly above or below the average
sales figures.

To this end, the paper’s contribution is twofold:

– We augment the three-ply equilibrium analysis (considering the strategic
behavior of the information provider, the auctioneer and the bidders) to
cases where the information provider can reduce the uncertainty associated
with the common value rather than provide its true value.

– We illustrate a beneficial, yet somewhat non-intuitive, strategic behavior
of the auctioneer. In particular, this behavior is the auctioneer’s choice to
intentionally limit the information provider’s (e.g., the analyst) ability to



16 S. Alkoby, D. Sarne, and E. David

distinguish between values. This becomes possible when the information
provider’s ability to provide accurate information depends on inputs received
from the auctioneer. For example, in the sale of the firm example, the board
can decide to provide the analyst with accurate, yet aggregative, informa-
tion, such that the information provider can estimate future sales as weak
or strong rather than a certain figure from a wider range of values. The non-
intuitiveness of doing this is attributed to the fact that at the end of the day
the information provider’s information is offered for sale to the auctioneer
herself, thus by restricting the information provider’s ability to distinguish
between values the auctioneer restricts himself by not having the choice of
purchasing more accurate information.

The paper is structured as follows. In the following section we provide a for-
mal presentation of the model. Then, we present an equilibrium analysis and
illustrate the potential profit for the auctioneer from influencing the accuracy of
the information that can be provided by the information provider. Finally we
conclude with a review of related work and a discussion on the main findings.

2 The Model

Our model considers an auctioneer offering a single item for sale to n bidders
using a second-price sealed-bid auction (with random winner selection in case
of a tie). The auctioned item is assumed to be characterized by some value X
(the “common value”), which is a priori unknown to both the auctioneer and
the bidders [16,17]. The only information publicly available with regard to X
is the set of possible values it can obtain, denoted X∗ = {x1, ..., xk}, and the
probability associated with each value, Pr(X = x) (

∑
x∈X∗ Pr(X = x) = 1).

Bidders are assumed to be heterogeneous in the sense that each is associated
with a type T that defines her valuation of the auctioned item (i.e., her “private
value”) for any possible value that X may obtain. We use the function Vt(x)
to denote the private value of a bidder of type T = t if the true value of the
item is X = x. It is assumed that the probability distribution of types, denoted
Pr(T = t), is publicly known, however a bidder’s specific type is known only to
herself.

The model assumes the auctioneer can obtain information related to the value
of X from an outside source, denoted “information provider”, by paying a fee
C that is set by the information provider. Similar to prior models (e.g., [34]),
and for the same justifications given there, it is assumed that the option of pur-
chasing the information is available only to the auctioneer, though the bidders
are aware of the auctioneer’s option to purchase such information. In its most
general form, the information provided by the information provider is a subset
X ′ ⊂ X∗, ensuring that one of the values in X ′ is the true common value. This
is usually the case when the information provider cannot distinguish between
some of the possible outcomes however can eliminate others. Therefore, the in-
formation provider will provide a subset X ′ ∈ D = {X1, ..., Xl} where D is the
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set of possible subsets of X∗, each containing values between which the infor-
mation provider cannot distinguish, such that ∪Xi∈DXi = X∗ and Xi∩Xj = ∅,
∀i, j.

If the information is purchased, the auctioneer, based on the subset obtained,
can decide either to disclose the information to the bidders or keep it to her-
self (hence disclosing ∅). If she discloses the information, then presumably the
information received from the information provider is disclosed as is (i.e., truth-
fully and symmetrically to all bidders), e.g., if the auctioneer is regulated or
has to consider her reputation. Finally, it is assumed that all players (auction-
eer, bidders and the information provider) are self-interested, risk-neutral and
fully rational agents, and are acquainted with the general setting parameters:
the number of bidders in the auction, n, the cost of purchasing the information,
C, the possible subsets that may be obtained by the information provider, D,
the discrete random variables X and T , their possible values and their discrete
probability distributions.

The above model generalizes the one found in [11,29] in the sense that it
requires that the auctioneer decide whether or not to purchase the external
information rather than assume that she initially possesses it. Similarly, it gen-
eralizes the work in [34] in the sense that it allows the information provider to
provide a subset of values rather than the specific true value.

3 Analysis

Our analysis uses the concept of mixed Bayesian Nash Equilibrium. Since the
auctioneer needs to decide both whether to purchase the information and if so
whether to disclose the information received, we can characterize her strategy
using Rauc = (pa, pa1 , ..., p

a
l ) where p

a is the probability she will purchase the in-
formation from the information provider and pai (1 ≤ i ≤ l) is the probability she
will disclose to the bidders the subset received if that subset is Xi. The dominat-
ing bid of a bidder of type t, when subset X ′ is received (including the case where
X ′ = ∅, i.e., no information is disclosed), denoted B(t,X ′), is the expected pri-
vate value calculated by weighing each private value Vt(x) according to the post-
priori probability of x being the true common value given the information X ′,
denoted Pr(X = x|X ′) [11], i.e.: B(t,X ′) =

∑
x∈X∗ Vt(x) ·Pr(X = x|X ′). If the

auctioneer discloses a subset X ′ ⊂ X∗ 	= ∅ then Pr(X = x|X ′) = Pr(X=x)∑
y∈X′ Pr(X=y)

for any x ∈ X ′ and Pr(X = x|X ′) = 0 otherwise. If no information is disclosed
(X ′ = ∅) then Pr(X = x|X ′ = ∅) needs to be calculated based on the bid-
ders’ belief of whether information was indeed purchased and if so, whether
that value is intentionally not disclosed by the auctioneer. Assume the bid-
ders believe that the auctioneer has purchased the information from the in-
formation provider1 with a probability of p and that if indeed purchased then
if the information received was the subset Xi then it will be disclosed to the

1 Being rational, all bidders hold the same belief in equilibrium.
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bidders with a probability of pi. In this case the probability of any value x ∈ Xi

being the true common value is given by:

Pr(X=x|X ′=∅) = Pr(X = x)(p(1 − pi) + (1− p))

(1− p)+p
∑
Xj

(1− pj)
∑

y∈Xj

Pr(X = y)
(1)

The term in the numerator is the probability that x is indeed the true value
however the subset it is in is not disclosed. If indeed x is the true value (i.e., with
a probability of Pr(X = x)) then it is not disclosed either when the information
is not purchased (i.e., with a probability of (1− p)) or when purchased but not
disclosed (i.e., with a probability of p(1−pi)). The term in the denominator is the
probability information will not be disclosed. This happens when the information
is not purchased (i.e., with a probability (1 − p)) or when the information is
purchased however the auctioneer does not disclose the subset received (i.e.,
with a probability of p

∑
(1 − pj)

∑
y∈Xj

Pr(X = y)). Further on in the paper
we refer to the strategy where information is not disclosed as an empty set.
The bidders’ strategy, denoted Rbidder, can thus be compactly represented as
Rbidder = (pb, pb1, ..., p

b
k), where pb is the probability they assign to information

purchased and pbi is the probability they assign to the event that the information
is indeed disclosed if purchased and becomes Xi.

In order to formalize the expected second-best bid if the auctioneer discloses
the subset X ′ we apply the calculation method given in [34] but replace the
exact value x with a subset X ′. We first define two probability functions. The
first is the probability that given that the subset disclosed by the auctioneer
is X ′ , the bid placed by a random bidder equals w, denoted g(w,X ′), given
by: g(w,X ′) =

∑
B(t,X′)=w Pr(T = t). The second is the probability that the

bid placed by a random bidder equals w or below, denoted G(w,X ′), given by:
G(w,X ′) =

∑
B(t,X′)≤w Pr(T = t).

The auctioneer’s expected profit when disclosing the subset X ′, denoted
ERauc(X

′), equals the expected second-best bid:

ERauc(X
′) =

∑
w∈{B(t,X′)|t∈T}

w(

n−1∑
k=1

n

(
n− 1

k

)
(1−G(w,X ′))(g(w,X ′))k(G(w,X ′)− g(w,X ′))n−k−1

+

n∑
k=2

(
n

k

)
(g(w,X ′))k(G(w,X ′)− g(w,X ′))n−k)

(2)

The calculation iterates over all of the possible second-best bid values, assign-
ing to each its probability of being the second-best bid. As we consider discrete
probability functions, it is possible to have two bidders place the same highest
bid (in which case it is also the second-best bid). For any given bid value, w, we
therefore consider the probability of either: (i) one bidder bidding more than w,
k ∈ 1, ..., (n− 1) bidders bidding exactly w and all of the other bidders bidding
less than w; or (ii) k ∈ 2, ..., n bidders bidding exactly w and all of the others
bidding less than w.
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Consequently, the auctioneer’s expected revenue from the auction itself (i.e.,
excluding the payment C to the information provider), when the auctioneer uses
Rauc = (pa, pa1 , ..., p

a
k) and the bidders use Rbidder, denoted ER(Rauc, Rbidder),

is given by:

ER(Rauc, Rbidder)=pa
l∑

i=1

∑
x∈Xi

Pr(X = x)pai ·ERauc(Xi)

+ ((1−pa)+pa
l∑

i=1

∑
x∈Xi

Pr(X = x)(1 − pai )) ·ERauc(∅)
(3)

where ERauc(Xi) is calculated according to (2) (also in the case where Xi = ∅).
Consequently the auctioneer’s expected benefit, denoted EB(Rauc, Rbidder), is
given by EB(Rauc, Rbidder) = ER(Rauc, Rbidder)− pa ∗ C.

A stable solution in terms of the mixed Bayesian Nash Equilibrium in this
case is necessarily of the form Rauc = Rbidder = R = (p, p1, ..., pl) (be-
cause otherwise, if Rauc = R′ 	= Rbidder then bidders necessarily have an
incentive to deviate to Rbidder = R′), such that: (a) for any 0 < pi <
1 (or 0 < p < 1): ERauc(∅, R) = ERauc(Xi) (or ERauc(∅, Rbidder) =
ERauc((1, p1, ..., pl), R

bidder)); (b) for any pi = 0 (or p = 0): ERauc(∅, Rbidder) ≥
ERauc(Xi) (or ERauc(∅, Rbidder) ≥ ERauc((1, p1, ..., pl), R

bidder); and (c) for
any pi = 1 (or p = 1): ERauc(∅, Rbidder) ≤ ERauc(Xi) (or ERauc(∅, Rbidder) ≤
ERauc((1, p1, ..., pl), R

bidder). The proof for this derivation is similar to the proof
given in [34] (see page 39), with the exception that instead of referring to individ-
ual values of X we refer to subsets of values Xi. Therefore we need to evaluate
all the possible solutions of the form (p, p1, ..., pl) that may hold (where each
probability is either assigned 1, 0 or a value in-between). Each mixed solution of
these 2 · 3k combinations (because there is only one solution where p = 0 is ap-
plicable) should be first solved for the appropriate probabilities according to the
above stability conditions. Since the auctioneer is the first mover in this model
(deciding on whether or not to purchase information), the equilibrium used is
the stable solution for which the auctioneer’s expected profit is maximized.

We note that if the information is provided for free (C = 0) then information
is necessarily obtained and the resulting equilibrium is equivalent to the one
given in [11] for the pure Bayesian Nash Equilibrium case and in [29] for the
mixed Bayesian Nash Equilibrium case. Similarly, if |Xi| = 1 ∀i is enforced
(i.e., the information provider provides the exact value of X) then the resulting
equilibrium is the same as the one given in [34].

4 Influencing the Information Provider’s Capabilities to
Distinguish between Values

As discussed in the introduction, in various settings the auctioneer can influ-
ence the information provider’s ability to distinguish between different values
the common value obtains. In this section we consider the case where the auc-
tioneer has full control over the structure of D, i.e., the division of X∗ into
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disjoint subsets, each composed of values which the information provider cannot
distinguish between.

Limiting the information provider’s ability to distinguish between values may
seem non-intuitive in the sense that it limits the auctioneer’s strategy space when
it comes to disclosing this information to bidders, if it is purchased. Nevertheless,
in many settings the strategy of constraining the information provider’s input
can actually play into the hands of the auctioneer and improve her expected
profit. This phenomenon is illustrated in Figure 1, which depicts the auction-
eer’s expected profit (vertical axis) as a function of the information purchasing
cost (horizontal axis), for several possible divisions of X∗ into subsets of non-
distinguishable values. The setting used for this example is given in the table
below the graph. It is based on three bidders, where each can be of four different
types. The first column of the table depicts the different bidder types and the
second column gives their probability. Similarly, the second and third rows depict
the different possible values of X (denoted x1,x2,x3 and x4) and their proba-
bilities. The remaining values are the valuations that bidders of different types
assign different possible values of the parameter X . For example, if a bidder is
of type 3, then her valuation of x2 is 59.

Fig. 1. The auctioneer’s expected profit as a function of the information purchasing
cost for different divisions of X∗ into subsets of non-distinguishable values
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Each of the three graphs given in the figure relates to different possible divi-
sions, d ofX∗ (marked next to it), depicting the expected profit of the auctioneer
in the equilibrium resulting in the specific cost of information on the horizontal
axis. In this example the resulting equilibrium is always based on pure strategies
(i.e., p, pi ∈ {0, 1}) and the points of discontinuity in the curve represent the
transition from one equilibrium to another. In particular, for C values in which
the curve decreases, the equilibrium is based on always purchasing the informa-
tion (though not necessarily disclosing all subsets). This happens when the cost
of purchasing the information justifies its purchase, i.e., for relatively small C
values. The non-decreasing part of the curve is associated with an equilibrium
in which the information is essentially not purchased.

As can be seen from the figure, for any cost of purchasing the information
0.9 < C < 1.1, the auctioneer is better off not allowing the information provider
to distinguish between all values: the division d = {{x1}, {x2}, {x3}, {x4}} is
dominated by d′ = {{x1}, {x2, x3}, {x4}} and d′′ = {{x1, x2}, {x3, x4}}. The
explanation for this interesting phenomenon lies in the different costs of the
transition between equilibria due to stability considerations. With fully distin-
guishable values, it is possible that a desired solution which yields the auctioneer
a substantial expected profit is not stable (e.g., in our case when 0.9 < C < 1.1
the solution is that the information is not purchased at all), whereas with inac-
curate information the solution is stable and holds as the equilibrium.

In particular, in our example, when the information provider acts fully strate-
gically, i.e., sets the price of information to the maximum possible price for
which the information will still be purchased (the C value in which the equi-
librium changes from purchase to not purchase the information, marked with
circles in the graphs) the auctioneer will gain (and the information provider will
essentially lose) from restricting the information provider’s ability to distinguish
between values. For example, with {{x1}, {x2, x3}, {x4}} the information will be
priced at C = 0.4 yielding the auctioneer an expected profit of 47.6 (compared
to C = 1.1 and a profit of 46.8 in the “fully distinguishable” case).

5 Related Work

Auctions are an effective means of trading and allocating goods whenever the
seller is unsure about buyers’ (bidders’) exact valuations of the sold item [24,25].
The advantage of many auction mechanism variants in this context is in the
ability to effectively extract the bidders’ valuations [23,32], resulting in the most
efficient allocation. Due to its many advantages, this mechanism is commonly
used and researched and over the years has evolved to support various settings
and applications such as on-line auctions [22,27,19,37,36], matching agents in
dynamic two-sided markets [5], resource allocation [31,30,7] and even for task
allocation and joint exploration [15,26]. In this context great emphasis has been
placed on studying bidding strategies [40,38,3], the use of software agents to
represent humans in auctions [6], combinatorial auctions [39] and the develop-
ment of auction protocols that are truthful [5,8,7,2] and robust (e.g., against
false-name bids in combinatorial auctions [41]).
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The case where there is some uncertainty associated with the value of the sold
(auctioned) item is quite common in the literature on auctions. Most commonly
it is assumed that the value of the auctioned item is unknown to the bidders
at the time of the auction and bidders may only have an estimate or some pri-
vately known signal, such as an expert’s estimate, that is correlated with the
true value [17,24]. Many of the works using uncertain common value models
assumed asymmetry in the knowledge available to the bidders and the auction-
eer regarding the auctioned item, typically having sellers more informative than
bidders [1,11]. As such, much emphasis was placed on the role of information
revelation [28,33,9,12,14,13,20,21]. In particular, several authors have consid-
ered the computational aspects of such models where the auctioneer needs to
decide on the subsets of non-distinguishable values to be disclosed to the bid-
ders [11,29,10]. Nonetheless, all these works assume the auctioneer necessarily
obtains the information and that the division into non-distinguishable groups,
whenever applicable, is always a priori given to the bidders. Furthermore, not
disclosing any information (signal) is not allowed in these works. Our problem,
on the other hand, does not require that the auctioneer possess (or purchase) the
information in the first place, and allows the auctioneer the decision of whether
or not to disclose any value even if the information is purchased. In particular,
when no information is disclosed bidders cannot distinguish between the infor-
mation not being purchased in the first place and the information is purchased
but the value is not disclosed. More importantly, none of the prior work considers
the option of influencing the ability of the information provider to distinguish
between different values.

Prior work that considers a three-ply equilibrium in settings where informa-
tion can be potentially purchased from an external information provider assumes
the information provider can always supply the true common value [34]. More-
over, this work does not allow any influence whatsoever on the auctioneer’s
strategy over the ability to distinguish between different values. Work in other
domains that did consider selective information disclosure, e.g., for comparison
shopping agents [18] or for sharing data for user modeling [35] is very far in terms
of the principles used, and cannot be applied in our case. On the whole, despite
the many prior models that consider a subset of our model’s characteristics, to
the best of our knowledge, an analysis that addresses all of the different aspects
included in our model does not exist in the literature.

6 Conclusions and Future Work

In this paper we advance the state of the art by providing a three player equi-
librium analysis that allows the ability of influencing the auctioneer’s expected
profit through controlling the granularity and accuracy of the information of-
fered for sale. The presence of information providers in multi agent systems
has become substantial and consequently, enforces the reconsideration of the
equilibrium where this time such options are taken into account. The informa-
tion providers may be individuals with specific expertise who offer their services
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for a fee (e.g. an analyst) or large information service providers such as car-
fax.com or credit report companies. It is commonly assumed that these informa-
tion providers indeed can control the level of accuracy they offer their customers.
Moreover, the accuracy of the information provided depends on the customer’s
cooperation and the level of the inputs she provides. Against this background,
the importance of this equilibrium construction and analysis for auctioneers or
the information providers is clear, especially, in terms of the ability to control
the granularity in which information is provided.

Here, we show an interesting phenomenon where the auctioneer may benefit
in cases where the information provider cannot fully identify the exact state of
nature, even though the information is eventually offered exclusively to the auc-
tioneer. This phenomenon is explained by the stability requirement – beneficial
solutions that could not hold with the complete (”perfect”) information scheme,
because of stability considerations, are found to be stable once the information
being offered for sale is constrained.
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Abstract. This paper aims to realize high efficient remote cloud data center 
backup using HBase and Cassandra, and in order to verify the high efficiency 
backup they have applied Thrift Java for cloud data center to take a stress test 
by performing strictly data read/write and remote backup in the large amounts 
of data. In order to optimize traffic flow of data center backup, adaptive 
network-based fuzzy inference system (ANFIS) along with particle swarm 
optimization (PSO) has been employed to off-line tune seamless handoff and 
network traffic flow. Finally, in terms of the effectiveness-cost evaluation to 
assess the remote database backup, a cost-performance ratio has been evaluated 
for several benchmark databases and the proposed ones. As a result, the 
proposed HBase approach outperforms the other databases. 

Keywords: NoSQL Database, HBase, Cassandra, Remote Data Center, 
Backup, ANFIS-PSO, Thrift Java. 

1 Introduction 

In recent years, cloud services [1][2] are applicable in our daily lives. Many 
traditional services such as telemarketing, television and advertisement are evolving 
into digitized formats. As smart devices are gaining popularity and usage, the 
exchange of information is no longer limited to just desktop computers, but instead, 
information is transferred through portable smart devices [3][4], so that humans can 
receive prompt and up-to-date information anytime. This leads to the emergence of 
non-relational databases, of which many notable NoSQL databases that are currently 
being used by enterprises are HBase [5], Cassandra [6], and Mongo [7]. 

This paper will implement data center remote backup using two remarkable 
NoSQL databases HBase and Cassandra, and perform stress tests with a large scale of 
data, for instances, read, write, and remote data center backup. Furthermore, in order 
to maintain data center backup over internet smoothly, we proposed an intelligent 
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adaptation scheme, an adaptive network-based fuzzy inference system (ANFIS) [8] 
together with particle swarm optimization (PSO) approach [9], which has employed 
for tuning seamless handoff and control traffic flow between different data 
centers.The experimental results of remote data center backup using HBase and 
Cassandra will show the assessment of their effectiveness and efficiency based on 
cost-performance ratio [10]. 

2 Large-Scale Database in Data Center 

This paper will realize remote data center backup for the two distributed databases 
HBase and Cassandra. Both designs achieved two of the three characteristics that are 
consistency (C), availability (A), and partition tolerance (P) in C.A.P theory [11]. 
HBase, a distributed database, works under the master-slave [12] framework, where 
the master node assigns information to the slave node to realize the distributed data 
storage, meanwhile emphasizing on consistency and partition tolerance 
characteristics. Regarding remote data center backup, a certain data center with 
HBase has the following advantages: (1) retain data consistency, (2) activate instant 
reading or writing of massive information, (3) access to large-scale unstructured data, 
(4) expand new slave nodes, (5) provide computing resources, and (6) prevent a 
single-node failure problems in the cluster. 

Cassandra, a distributed database, works under the peer-to-peer (P2P) [13] 
framework, where each node contains totally identical backup information to realize 
the distributed data storage with uninterrupted services, at the same time emphasizing 
on availability and partition tolerance characteristics. As for remote data center 
backup, a certain data center with Cassandra has the following advantages: (1) each 
node shares equal information, (2) cluster setup is quick and simple, (3) dynamically 
expand new nodes, (4) each node has the equal priority of its precedence, and (5) 
cluster does not have a single-node failure problem. 

3 Remote Data Center Backup 

3.1 Remote HBase and Cassandra Data Centers Backup 

In remote HBase data center backup architecture [14], the master cluster and slave 
cluster must possess its own independent Zookeeper in a cluster [15]. The master 
cluster will establish a copy code for the data center, and designate the location of the 
replication, so to achieve offsite or remote data center backup between different sites. 
In remote Cassandra data center backup architecture [16], Cassandra is of peer-to-peer 
(P2P) framework connects all nodes together. When information is written into data 
center A, a copy of the data is immediately backed up into a designated data center B, 
as well, each node can designate a permanent storage location in a rack [17]. 

This paper expands the application of a single-cluster replication mechanism to the 
replication of data center level. Through adjusting the replication mechanism between 
data center and nodes, the corresponding nodes from two independent data centers are 
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connected and linked through SSH protocol, and then information is distributed and 
written into these nodes by master node or seed node to achieve remote data center 
backup. 

3.2 Cross-Platform Data Transfer Using Apache Thrift 

Apache Thrift [18] was developed by the Facebook team [19], and it was donated to 
the Apache Foundation in 2007 to become one of the open source projects. Thrift was 
designed to solve Facebook’s problem of large number of data transfers between 
various platforms and distinct programming languages, and thus cross-platform RPC 
protocols. Thrift supports a number of programming languages [20], such as C++, C#, 
Cocoa, Erlang, Haskell, Java, Ocami, Perl, PHP, Python, Ruby, and Smalltalk. With 
binary high performance communication properties, Thrift supports multiple forms of 
RPC protocol acted as a cross-platform API. Thrift is also a transfer tool suitable for 
large amounts of data exchange and storage [21]; when comparing with JSON and 
XML, its performance and capability of large-scale data transfer is clearly superior to 
both of them. The Input Code is the programming language performed by the Client. 
The Service Client is the Client side and Server side code framework defined by 
Thrift documents, and read()/write() are codes outlined in Thrift documents to realize 
actual data read and write operations. The rest are Thrift’s transfer framework, 
protocols, and underlying I/O protocols. Using Thrift, we can conveniently define a 
multi-language service system, and select different transfer protocol. The Server side 
includes the transfer protocol and the basic transfer framework, providing both single 
and multi-thread operation modes on the Server, where the Server and browser are 
capable of interoperability concurrently. 

4 Research Method 

4.1 Implementation of HBase and Cassandra Data Centers 

The following procedures will explain how to setup HBase and Cassandra data 
centers using CentOS 6.4 system, and achieve remote backup. Next, this paper will 
test the performance of data centers against reading, writing and remote backup of 
large amounts of information. 

(1) CentOS’s firewall is strictly controlled, to use the transfer ports, one must pre-set 
the settings that is a snapshot from the webpage of CentOS’s firewall in Chinese 
version. 

(2) IT manager setup HBase and Cassandra data centers and examine the status of all 
nodes. 

(3) Forms with identical names must be created in both data centers in HBase 
system. The primary data center will execute command (add_peer) [14], and 
backup the information onto the secondary data center. 
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(4) IT Manager edits Cassandra’s file content (cassandra-topology.properties), then 
sets the names of the data center and the storage location of the nodes (rack 
number). 

(5) IT manager edits Cassandra’s file content (cassandra.yaml), and then changes the 
content of endpoint_snitch [16] to PropertyFileSnitch (data center management 
mode). 

(6) IT manager executes command (create keyspace test with strategy_options 
={DC1:2,DC2:1} and placement_strategy=‘NetworkTopologyStrategy’) in 
Cassandra’s primary data center, and then creates a form and initialize remote 
backup. 

(7) IT manager eventually has to test the performance of writing, reading, and offsite 
data backup against large amounts of information using Thrift Java. 

4.2 Intelligent Parameter Adaptation 

In order to maintain the smooth remote backup over internet, we focus on the quality 
of services (QoS) about the data transmission and receipt. In other words, we have to 
deal with the crucial problems about jitter, loss, latency, and throughput. This paper 
introduces an intelligent adaptation for tuning data transmission and receipt 
parameters appropriately in both datacenters. As shown in Fig. 1 the diagram 
illustrates an intelligent adaptation using an adaptive network-based fuzzy inference 
system (ANFIS) [8] along with particle swarm optimization (PSO) [9] approach, 
where C, D, W, R, and M denote the normalized CPU clock rate, the size of SDRAM, 
network bandwidth, the ratio of read to write operation, and the number of message, 
respectively, to adjust remote backup parameters in HBase, i.e., the time interval 
between RegionServer and master as well as the ratio of read to write operation in 
system. It is noted that PSO approach is utilized to search the optimal weight 
parameters of ANFIS. Besides, the same scheme of ANFIS is applied for tuning 
remote backup parameters in Cassendra, namely the maximum size of commitlog 
space in memory, the maximum throughput in read/write operation, and the 
percentage of cache release for saving the out of bound of Java heap as shown in Fig. 
2 where N represents the number of read plus write operation instead of R in Fig. 1. 
We have collected a lot of data by the manner of trial-and-error during the 
experiments. Once the data collection has completed, those of data have been put into 
the ANFIS for training and validating so that we can get a trained ANFIS system for 
infer the key parameters such as  

(1) hbase.regionserver.msginterval,  
(2) hbase.ipc.server.callqueue.read.ratio,  
(3) commitlog_total_space_in_mb,  
(4) compaction_throughput_mb_per_sec, and  
(5) reduce_cache_capacity_to.  

After that, the remote data center backup has been tested in the cloud computing 
system based on web interface and as a result it performs very well on HBase and 
Cassendra data center backup remotely. 
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4.3 Performance Index, Total Cost of Ownership, and Cost-Performance Ratio 

Eq. (1) calculates the average access time (AAT) for each data size. In Eq. (1), 
ijkAAT represents average access time with the same data size, and ikN  represents the 

current data size. The following three formulae will evaluate the performance index 
(PI) [1][2]. Eq. (2) calculates the data center’s average access times overall 

jksAAT  

for each test (i.e. write, read, remote backup), in which 
ijksAAT  represents the average 

access time of each data size, please refer back to Eq. (1). Eq. (3) calculates the data 
center’s normalized performance index. Eq. (4) calculates the data center’s 
performance index overall, 1SF  is constant value and the aim is to quantify the value 
for observation. 
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The total cost of ownership (TCO) [1][2] is divided into four parts: hardware costs, 
software costs, downtime costs, and operating expenses. The costs of a five-year 
period jgCost  are calculated using Eq. (5) where the subscript j  represents various 

data center and g  stands for a certain period of time. Among it, we assume there is 
an annual unexpected downtime, 

aserverfordowntimeCost , the monthly expenses 

periodCost
bmonthly ⋅ , including machine room fees, installation and setup fee, 

provisional changing fees, and bandwidth costs. 
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This section defines the cost-performance ratio (C-P ratio) [10], jgCP , of each data 

center based on total cost of ownership, jgCP , and performance index, jPI , as shown 

in Eq. (6). Eq. (6) is the formula for C-P ratio where 2SF  is the constant value of 
scale factor, and the aim is to quantify the C-P ratio within the interval of (0,100] to 
observe the differences of each data center. 
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5 Experimental Results and Discussion 

This section will go for the remote data center backup, the stress test, as well as the 
evaluation of total cost of ownership and performance index among various data 
centers. Finally, the assessment about the effectiveness and efficiency among various 
data centers have done well based on cost-performance ratio. All of tests have 
performed on IBM X3650 Server and IBM BladeCenter. The copyrights of several 
databases applied in this paper have Apache HBase and Apache Cassandra are of 
NoSQL database proposed this paper, but otherwise Cloudera HBase, DataStax 
Cassandra, and Oracle MySQL are alternative databases. 

5.1 Intelligent Parameter Adaptation 

In order to improve the quality of services (QoS) on remote data center backup, we 
have to deal with the crucial problems about jitter, loss, latency, and throughput in 
this experiment. According to the diagram as shown in Figs. 1 and 2, an intelligent 
adaptation using an adaptive network-based fuzzy inference system (ANFIS) with 
particle swarm optimization (PSO) approach is employed, which have utilized  
the CPU clock rate, the size of SDRAM, NIC bandwidth, message, the ratio of read  
to write operation per second or the number of read plus write operation per  
second, and the number of messages per second, respectively, as listed in Tables 1 
and 2, to adjust two parameters (1) hbase.regionserver.msginterval and (2) 
hbase.ipc.server.callqueue.read.ratio in HBase and three parameters (1) 
commitlog_total_space_in_mb, (2) compaction_throughput_mb_per_sec, and (3) 
reduce_cache_capacity_to in Cassendra, as shown below in Figs 3 and 4. 
 

Fig. 1. Intelligent parameter adaptation for 
remote HBase backup 

Fig. 2. Intelligent parameter adaptation for 
remote Cassandra backup 

Table 1. Five operational mode for HBase backup 

Operational 
Mode 

CPU Clock 
Rate (MHZ) 

Size of 
DRAM 
(GByte) 

Band Width 
(Mbps) 

Read/Write 
Ratio (per 

sec) 

Message 
(per sec) 

1 2400 32 77.79 0.9 15 
2 2300 32 77.79 0.5 5 
3 2200 32 77.79 0.7 9 
4 2100 32 77.79 0.8 12 
5 2000 32 77.79 0.6 7 
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Table 2. Five operational mode for Cassandra backup 

Operational 
Mode 

CPU Clock 
Rate (MHZ) 

Size of 
DRAM 
(GByte) 

Band Width 
(Mbps) 

Read+Write 
(per sec) 

Message 
(per sec) 

1 2400 32 77.79 3150 15 
2 2300 32 77.79 2900 5 
3 2200 32 77.79 3000 9 
4 2100 32 77.79 2850 12 
5 2000 32 77.79 2950 7 

 

 
 

Fig. 3. Estimated parameters for HBase backup 

 

 

Fig. 4. Estimated parameters for Cassandra backup 
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5.2 Stress Test of Data Read/Write and Data Center Backup 

Writing and reading tests of large amounts of information are originating from 
various database data centers. A total of four varying data sizes were tested, and the 
average time of a single datum access was calculated for each. 

(1) Data centers A and B perform large amounts of information writing test through 
Thrift Java. Five consecutive writing times among various data centers were 
recorded for each data size. We substitute the results into Eq. (1) to calculate the 
average time of a single datum write for each type of data center. 

(2) Data centers A and B perform large amounts of information reading test through 
Thrift. Five consecutive reading times among various data centers were recorded 
for each data size. We substitute the results into Eq. (1) to calculate the average 
time of a single datum read for each type of data center. 

The remote backup testing tool, Thrift Java, is mainly used to find out how long will 
it take to backup each other’s data remotely between data centers A and B. As a 
matter of fact, tests show that the average time of a single datum access for the remote 
backup of Apache HBase and Apache Cassandra only takes a fraction of mini-second. 
Further investigations found that although the two data centers are located in different 
network domains, they still belonged to the same campus network. The information 
might have only passed through the campus network internally, but never reach the 
internet outside, leading to speedy the remote backup. Nonetheless, we do not need to 
setup new data centers elsewhere to conduct more detailed tests because we believe 
that information exchange through internet will get the almost same results just like 
performing the remote backup tests via intranet in campus. Five consecutive backup 
times among various data centers were recorded for each data size. We substitute the 
results into Eq. (1) to calculate the average time of a single datum backup for each 
type of data center. 

5.3 Cost-Performance Ratio Assessment 

The following subsection will evaluate the performance index. We first substitute in 
the average execution times into Eq. (2) to find the normalized performance index of 
data centers for each test. Next we substitute the numbers into Eq. (3) to find average 
normalized performance index. Finally, we substitute the numbers into Eq. (4) to find 
the performance index of data centers as listed in Table 3. The total cost of ownership 
(TCO) includes hardware costs, software costs, downtime costs, and operating 
expenses. TCO over a five-year period is calculated using Eq. (5), and has listed in 
Table 4. We estimate an annual unexpected downtime costing around USD$1000; the 
monthly expenses includes around USD$200 machine room fees, installation and 
setup fee of around USD$200/time, provisional changing fees of around 
USD$10/time, and bandwidth costs. In Eq. (6) the formula assesses the cost-
performance ratio, jgCP , of each data center according to total cost of 

ownership, jgCost , and performance index, jPI . Therefore we substitute the numbers 

from Tables 3 and 4 into Eq. (6) to find the cost-performance ratio of each data center 
as listed in Table 5. 



34 B.R. Chang et al. 

 

Table 3. Performance index 

DataBase Performance Index 

Apache HBase 93 
Apache Cassandra 80 
Cloudera HBase 54 

DataStax Cassandra 51 
Oracle MySQL 18 

Table 4. Total cost of ownership over a 5-year period (unit: USD) 

DataBase 1st Year 2nd Year 3rd Year 4th Year 5th Year 

Apache HBase 12686 10020 10020 10097 10171 
Apache Cassandra 12686 10020 10020 10097 10171 
Cloudera HBase 14240 12373 12373 12050 12109 

DataStax 
Cassandra 14190 12727 12727 12209 12313 

Oracle MySQL 15030 13373 13373 13450 13524 

Table 5. C-P ratio over a 5-year period 

DataBase 1st Year 2nd Year 3rd Year 4th Year 5th Year 

Apache HBase 74 93 93 93 92 
Apache Cassandra 63 80 80 79 78 
Cloudera HBase 38 44 44 45 45 

DataStax 
Cassandra 36 40 40 42 42 

Oracle MySQL 12 14 14 13 13 

6 Conclusion 

This paper realizes the remote data backup for HBase and Cassandra data centers, and 
has employed adaptive network-based fuzzy inference system (ANFIS) along with 
particle swarm optimization (PSO) to off-line tune seamless handoff and control 
network traffic flow. As a result both HBase and Cassandra yield the best C-P ratio 
when comparing with the others, provided that this paper indeed gives us an insight 
into the topic of remote data center backup. 

Acknowledgments. This work is fully supported by the National Science Council, 
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Abstract. Discovering the interactions between proteins mentioned in 
biomedical literature is one of the core topics of text mining in the life sciences. 
In this paper, we propose an interaction pattern generation approach to capture 
frequent PPI patterns in text. We also present an interaction pattern tree kernel 
method that integrates the PPI pattern with convolution tree kernel to extract 
protein-protein interactions. Empirical evaluations on LLL, IEPA, and HPRD50 
corpora demonstrate that our method is effective and outperforms several well-
known PPI extraction methods. 

Keywords: Text Mining, Protein-Protein Interaction, Interaction Pattern 
Generation, Interaction Pattern Tree Kernel. 

1 Introduction 

With a rapidly growing number of research papers, researchers have difficulty finding 
the papers that they are looking for. Relationships between entities, mentioned in 
these papers, can help biomedical researchers find the specific papers they need. 
Among biomedical relation types, protein–protein interaction (PPI) extraction is 
becoming critical in the field of molecular biology due to demands for automatic 
discovery of molecular pathways and interactions in the literature. The goal of PPI 
extraction is to recognize various interactions, such as transcription, translation, post 
translational modification, complex and dissociation between proteins, drugs, or other 
molecules from biomedical literature. 

Most PPI extraction methods can be regarded as supervised learning approaches. 
Given a training corpus containing a set of manually-tagged examples, a supervised 
classification algorithm is employed to train a PPI classifier to recognize whether an 
interaction exists in the text segment (e.g., a sentence). Feature-based approaches and 
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kernel-based approaches are frequently used for PPI extraction. Feature-based 
methods exploit instances of both positive and negative relations in a training corpus 
to identify effective text features for protein-protein interaction extraction. For 
instance, Van et al. [16] propose a rich-feature-based kernel which applies feature 
vectors in combination with automated feature selection for protein-protein 
interaction extraction. In addition, a co-occurrence-based method is introduced by 
Airola et al. [1], which explores co-occurrence features of dependency graphs for 
representing the sentence structure.  

However, feature-based methods often have difficulty finding effective features to 
extract entity relations. In order to address this problem, the kernel-based methods 
have been proposed to implicitly explore various features in a high dimensional space 
by employing a kernel to directly calculate the similarity between two objects. In 
particular, kernel-based methods can be effective in reducing the burden of feature 
engineering for structured objects in Natural Language Processing (NLP) research, 
such as the tree structure in PPI extraction. For instance, Erkan et al. [6] define two 
kernel functions based on the cosine similarity and the edit distance among the shortest 
paths between protein names in a dependency parse tree. Moreover, Satre et al. [19] 
develop a system called AkanePPI, which extracts features using the combination of a 
deep syntactic parser to capture the semantic meaning of the sentences with a shallow 
dependency parser for the tree kernels, in order to automatically create rules to identify 
pairs of interacting proteins from a training corpus. 

Current research attempt to use tree kernel-based methods mainly due to its 
capability to effectively utilize the structured information derived from sentences, 
especially for the constituent dependencies knowledge. Vishwanathan et al. [17] 
propose a subtree (ST) kernel which considers all common subtrees in the tree 
representation of two compared sentences. Here a subtree comprises a node with all 
its descendants in the tree, and two subtrees are identical if labels of the node and 
order of their children are identical for all nodes. Likewise, Collins et al. [3] introduce 
a subset tree (SST) kernel that relaxes the constraint that requires all leaves to be 
included in the substructures at all times. In the meanwhile it preserves the 
grammatical rules. For a given tree node, either none or all of its children have to be 
included in the resulting subset tree. In addtion, Moschitti et al. [13] adopt a partial 
tree kernel (PT) which is more flexible by virtually allowing any tree sub-structures; 
the only constraint is the order of child nodes must be identical. Both SST and PT 
kernels are convolution tree kernels. Kuboyama et al. [9] propose a spectrum tree 
kernel (SpT) which put emphasis on the simplest syntax-tree substructures among 
these four tree kernels. It compares all directed vertex-walks, that is, sequences of 
edge connected syntax tree nodes, of length q as the unit of representation. When 
comparing two protein pairs, the number of shared sub-patterns called tree q-grams 
are measured as similarity score.  

To extract PPI from biomedical literature effectively, we modeled interaction 
extraction as a classification problem. We proposed an interaction pattern generation 
approach to capture frequent PPI patterns. Furthermore, to identify interactions 
between proteins, we developed an interaction pattern tree kernel that integrates the 
shortest path-enclosed tree (SPT) structure with generated PPI patterns to support 
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vector machines (SVM). The results of experiments demonstrate that the iteractive 
pattern tree kernel method is effective in extracting PPI. In addition, the proposed 
interaction pattern generation approach successfully exploits the interaction semantics 
of text by capturing frequent PPI patterns. Consequently, the method outperforms the 
tree kernel-based PPI method [3, 9, 13, 17]; the feature-based PPI method [1, 16]; and 
the shortest path-enclosed tree (SPT) detection method which is widely used to 
identify relations between named entities. 

2 Our System Architecture 

Figure 1 shows the proposed interaction extraction method, which is comprised of two 
key components: interaction pattern generation and interaction pattern tree 
construction. We regard interaction extraction as a classification problem. The 
interaction pattern generation component aims to automatically generate representative 
patterns of mention interactions between proteins. Then, the interaction pattern tree 
construction integrates the syntactic and content information with generated interaction 
patterns for representation of text. Finally, the convolution tree kernel measures 
similarity between interaction pattern tree structures for SVM to classify interactive 
expressions. We discuss each component in detail in the following sections. 
 

 

Fig. 1. The interaction extraction method 

3 Interaction Pattern Generation 

The human perception of a protein-protein interaction is obtained through the 
recognition of important events or semantic contents to rapidly narrow down the 
scope of possible candidates. For example, when an expression contains strongly 
correlated words like "beta-catenin", "alpha-catenin 57-264" and "binding" 
simultaneously, it is natural to conclude that this is a protein-protein interactive 
expression, with a less likelihood of a non-interactive one. This phenomenon can 
explain how humans can skim through an article to quickly capture the interactive 
expression. In light of this rationale, we proposed an interaction pattern generation 
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approach that aims to automatically generate representative patterns from sequences 
of expression of protein-protein interactions. 

We formulate interaction pattern generation as a frequent pattern mining problem. 
First of all, the instances undergo the semantic class labeling process. To illustrate the 
process of semantic class labeling, consider the instance In = "Abolition of the gp130 
binding site in hLIF created antagonists of LIF action", as shown in Fig. 2. First, 
"gp130" and "hLIF" are two given protein names, as tagged PROTEIN1 and 
PROTEIN2 respectively. Then, we stem remaining tokens by using porter stemming 
algorithm [15]. Finally, trigger words "bind" and "antagonist" are labeled with their 
corresponding types by using our compiled trigger word list which extracts from a 
BioNLP corpus [8]. Evidently the SCL can group the synonyms together by the same 
label. This enables us to find distinctive and prominent semantic classes for PPI 
expression in the following stage. 

 

 
Fig. 2. Semantic class labeling process 

After labeling semantic classes, we based on the co-occurrence of semantic classes 
to construct a graph to describe the strength of relations between them. Since 
semantic classes are of an ordered nature, the graph is directed and can be made with 
association rules. In order to avoid the generation of frames with insufficient length, 
we empirically set the minimum support of a semantic class as 20 and minimum 
confidence as 0.5 in our association rules. Thus, an association rule can be 
represented as (1). Fig. 3 is an illustration of a semantic graph. In this graph, vertices 
(SCx) represent semantic classes, and edges represent the co-occurrence of two 
classes, SCi and SCj, where SCi precedes SCj. The number on the edge denotes the 
confidence of two connecting vertices. After constructing all of the semantic graphs, 
we then generate semantic frames by applying the random walk theory [13] in search 
of high frequency and representative classes for each topic. Let a semantic graph G be 
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defined as G=(V,E) (|V|=p, |E|=k), a random walk process consisting of a series of 
random selections on the graph. Every edge (SCn, SCm) has its own weight Mnm, 
which denotes the probability of a semantic class SCn, followed by another class SCm. 
For each class, the sum of weight to all neighboring classes N(SCn) is defined as (2), 
and the whole graph's probability matrix is defined as (3). As a result, a series of a 
random walk process becomes a Markov Chain. According to [4], the cover time of a 
random walk process on a normal graph is 24, kCSC

nSCn ≤∀ . We select frequent 

semantic classes and their neighborhoods as start nodes of a random walk process. 
We can conclude that using random walk to find frequent patterns on the interactive 
graph would help us capture even the low probability combinations and shorten the 
processing time. 
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Fig. 3. An interactive graph for pattern generation 

Although the random walk process can help us generate frames from frequent 
patterns in semantic graphs, it can also create some redundancy. Hence, a merging 
procedure is required to eliminate the redundant results by retaining the patterns, with 
long length and high coverage, and dispose of bigram patterns that are completely 
covered by another pattern. For example, the pattern [PROTEIN1]->[Binding] is 
completely covered by the pattern [PROTEIN1]->[Binding]->[Regulation]-
>[Transcription]->[PROTEIN2]. Thus, the former pattern is incorporated. Otherwise, 
if a bigram pattern partially overlaps with another, the overlapping part is 
concatenated to form a longer pattern. For instance, the pattern [Positive_regulation]-
>[Regulation] partially overlaps with [Regulation]->[Gene_expression]-
>[PROTEIN1], thus the two patterns are merged into another single pattern 
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[Positive_regulation]->[Regulation]-> [Gene_expression]->[PROTEIN1]. Moreover, 
the reduction of the semantic classes space provided by pattern selection is critical. It 
allows the execution of more sophisticated text classification algorithms, which lead 
to improved results. Those algorithms cannot be executed on the original semantic 
classes space because their execution time would be excessively high, making them 
impractical [1]. Therefore, to select patterns closely associated with an interaction 
would improve the performance of PPI extraction. We use the pointwise mutual 
information (PMI) [1], a popular statistical approach used in feature selection, to 
discriminate semantic classes for PPI instances. Given a training dataset comprised of 
positive instances, the PMI calculates the likelihood of the occurrence of a semantic 
class in the expressions of PPI. A semantic class with a large PMI value is thought to 
be closely associated with the interaction. Lastly, we rank the interaction patterns in 
the training dataset based on a sum of semantic classes PMI values and retain the top 
20 for representing protein-protein interactions. 

4 Interaction Pattern Tree Construction 

A PPI instance is represented by the interaction pattern tree (IPT) structure, which is the 
shortest path-enclosed tree (SPT) of the instance enhanced by following steps. To 
facilitate comprehension of the construction process, the positive instance shown in Fig. 
4(a), which mentions the interaction between "AVP" and "PKC", serves as an example. 

 
(a). Full Parse Tree (FPT) 

   
(b). Shortest Path-enclosed Tree (SPT) (c). IPT Pruning (d). IPT Ornamenting 

 

Fig. 4. The interaction pattern tree construction procedure for a PPI instance “The inhibitory 
action of AVP involves both the activation of PKC and the transcription of iNOS mRNA in 
cultured rat GMC” 
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In [15], the authors show that the SPT is effective in identifying the relation 
between two entities mentioned in a segment of text. Given an instance, therefore we 
first construct the smallest common sub-tree including the two proteins. In other 
words, the sub-tree is enclosed by the shortest path linking the two proteins pi and pj 
in the parse tree, which as shown in Fig. 4(b). Next, in order to make the IPT concise 
and clear, we remove indiscriminative IPT elements. Frequent words are not useful 
for expressing interactions between proteins. For instance, the word “both” in Fig. 
4(c) is a common word and cannot discriminate interactive expressions. To remove 
stop words and the corresponding syntactic elements from the IPT, we sort words 
according to their frequency in the text corpus. Then, the most frequent words are 
used to compile a stop word list. Moreover, to refine the list, protein names and verbs 
are excluded from it because they are key constructs of protein-protein interactions. 
Finally, the generated interaction patterns can help us capture the most prominent and 
representative patterns for expressing PPI. Highlighting interaction patterns closely 
associated with PPIs in an IPT would improve the interaction extraction performance. 
For each IPT that matched an interaction pattern, we add an IP tag as a child of the 
tree root to incorporate the interactive semantics into the IPT structure (as shown in 
Fig. 4(d)). 

A convolution kernel aims to capture structured information in terms of 
substructures. Generally, we can represent a parse tree T by a vector of integer counts 
of each sub-tree type (regardless of its ancestors): 

))(#),...,(#),...,((#)( 1 TsubtreeTsubtreeTsubtreeT ni=φ ,        (4) 

where #subtreei(T) is the occurrence number of the ith sub-tree type (subtreei) in T. 
Since the number of different sub-trees is exponential with the parse tree size, it is 
computationally infeasible to directly use the feature vector ψ(T). To solve this 
computational issue, we leverage the convolution tree kernel [3] to capture the 
syntactic similarity between the above high dimensional vectors implicitly. 
Specifically, the convolution tree kernel KCTK counts the number of common sub-trees 
as the syntactic similarity between two rich interactive trees IPT1 and IPT2 as follows: 
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where N1 and N2 are the sets of nodes in IPT1 and IPT2 respectively. In addition ∆(n1, 
n2) evaluates the common sub-trees rooted at n1 and n2 and is computed recursively as 
follows: 
(1) if the productions (i.e. the nodes with their direct children)at n1 and n2 are 

different, ∆(n1, n2) = 0; 
(2) else if both n1 and n2 are pre-terminals (POS tags), ∆(n1, n2)=1×λ; 
(3) else calculate ∆(n1, n2) recursively as: 
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where #ch(n1) is the number of children of node n1; ch(n, k) is the kth child of node n; 
and λ(0<λ<1) is the decay factor used to make the kernel value less variable with 
respect to different sized sub-trees. The parse tree kernel counts the number of 
common sub-trees as the syntactic similarity measure between two relation instances. 

The time complexity for computing this kernel is )( 21 NNO ⋅ . 

5 Experiments 

5.1 Experimental Setting 

We evaluated our method with three publicly available corpora that contain PPI 
annotations: LLL [13], IEPA [4] and HPRD50 [6] (the distribution of corpora are 
shown as the Fig.5). All the corpora are parsed using Stanford parser 
(http://nlp.stanford.edu/software/lex-parser.shtml) to generate the output of parse tree 
and part-of-speech tagging. In our implementation, we use Moschitti’s tree kernel 
toolkit [1] to develop the convolution kernel of an IPT. To derive credible evaluation 
results, we utilize the 10-fold cross validation method [1] on all of the corpora. This 
guarantees the maximal use of the available data and allows comparison to the earlier 
relevant work. The evaluation metrics are the precision rate, recall rate, and F1-
measure [1]. The F1 value is used to determine relative effectiveness of the compared 
methods. We exploit the macro-averaged score to indicate the overall performance 
across three different corpora for each evaluation metric. 
 

 

Fig. 5. Distribution of 3 corpora used for performance evaluation of PPI extraction 

5.2 Results and Discussion 

The proposed interaction pattern tree kernel uses the PPI patterns to enhance the SPT. 
In the following, we compare it with several feature-based and kernel-based PPI 
extraction methods reported by [17] to demonstrate the effectiveness. As shown in 
Table 1, the proposed method significantly outperforms SPT and AkanePPI. 
Furthermore, the syntax tree-based kernel methods (ST, SST, PT, and SpT) only 
examine the syntactic structures of text and cannot sense the semantics of protein 
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interactions. By contrast, our method analyzes the semantics and content (i.e., PPI 
patterns) of text to identify protein-protein interactions. Hence, our performance is 
superior to that of them. It is noteworthy that syntax tree-based kernel methods 
oftentimes are just on par with the co-occurrence approach in terms of F1-measure. 
On the very small LLL, their results practically coincide with co-occurrence. The 
rich-feature-based and Cosine also outperform SPT, AkanePPI and syntax tree-based 
kernel methods as it incorporates dependency features to distinguish protein-protein 
interactions. Although Cosine can accomplish higher performance by further 
considering term weighting, it is difficult to represent word relations. By contrast, our 
method can extract word semantics, and generate PPI patterns that can capture long 
distance relations among them. Consequently, we can achieve a better outcome than 
other methods. 

To summarize, the proposed interaction pattern tree kernel approach successfully 
integrates the syntactic and semantic information in text to identify protein-protein 
interactions. Hence, it achieves the best performance among the compared methods, 
as shown in Table 1. 

Table 1. The interaction extraction performance of the compared methods 

System LLL IEPA HPRD50 Macro-
average 

Precision, Recall, F1-measure (%) 
SPT 56.4 / 96.1 / 69.6 55.5 / 28.8 / 37.1 46.2 / 13.4 / 20.8 52.7 / 46.1 / 42.5 
AkanePPI [19] 76.7 / 40.2 / 52.8 66.2 / 51.3 / 57.8 52.0 / 55.8 / 53.8 65.0 / 49.1 / 54.8 
co-occ. [1] 55.9 / 100. / 70.3 40.8 / 100. / 57.6 38.9 / 100. / 55.4 45.2 / 100. / 61.1 
PT [13] 56.2 / 97.3 / 69.3 63.1 / 66.3 / 63.8 54.9 / 56.7 / 52.4 58.1 / 73.4 / 61.8 
SST [3] 55.9 / 100. / 70.3 54.8 / 76.9 / 63.4 48.1 / 63.8 / 52.2 52.9 / 80.2 / 62.0 
ST [17] 55.9 / 100. / 70.3 59.4 / 75.6 / 65.9 49.7 / 67.8 / 54.5 55.0 / 81.1 / 63.6 
SpT [9] 55.9 / 100. / 70.3 54.5 / 81.8 / 64.7 49.3 / 71.7 / 56.4 53.2 / 84.5 / 63.8 
rich-feature-based [16] 72.0 / 73.0 / 73.0 64.0 / 70.0 / 67.0 60.0 / 51.0 / 55.0 65.3 / 64.7 / 65.0 
Cosine [6] 70.2 / 81.7 / 73.8 61.3 / 68.4 / 64.1 59.0 / 67.2 / 61.2 63.5 / 72.4 / 66.4 
Our method 59.9 / 94.4 / 71.6 52.2 / 88.1 / 65.2 59.3 / 83.0 / 67.3 57.1 / 88.5 / 68.0 

6 Concluding Remarks 

Automated extraction of protein-protein interactions is an important and widely 
studied task in biomedical text mining. To this end, we proposed an interaction 
pattern generation approach for acquiring PPI patterns. We also developed a method 
that combines the shortest path-enclosed tree structure with the generated PPI patterns 
to analyze the syntactic, semantic, and content information in text. It then exploits the 
derived information to identify protein-protein interactions in biomedical literatures. 
Our experiment results demonstrate that the proposed method is effective and also 
outperforms well-known PPI extraction methods. 

In the future, we will investigate the syntactic dependency tree in text to 
incorporate further syntactic and semantic information into the interactive pattern tree 
structures. We will also utilize information extraction algorithms to extract interaction 
tuples from positive instances and construct an interaction network of proteins. 
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Abstract. Electronic health records (EHRs) contain a wealth of information, 
such as discharge diagnoses, laboratory results, and pharmacy orders, which can 
be used to support clinical decision support systems and enable clinical and 
translational research. Unfortunately, the information is represented in a highly 
heterogeneous semi-structured or unstructured format with author- and domain-
specific idiosyncrasies, acronyms and abbreviations. To take full advantage of 
health data, text-mining techniques have been applied by researchers to recog-
nize named entities (NEs) mentioned in EHRs. However, the judgment of  
clinical data cannot be known solely from the NE level. For instance, a disease 
mention in the section of past medical history has different clinical significance 
when mentioned in the family medical history section. To obtain high-quality 
information and improve the understanding of clinical records, this work devel-
oped a machine learning-based section heading recognition system and eva-
luated its performance on a manually annotated corpus. The experiment results 
showed that the machine learning-based system achieved a satisfactory F-score 
of 0.939, which outperformed a dictionary-based system by 0.321. 

Keywords: Information Extraction, Natural Language Processing, Electronic 
Health Record, Section Recognition. 

1 Introduction 

Electronic health records (EHRs) promote the access, retrieval and sharing of clinical 
information. Nevertheless, the records of EHRs are stored in free-text form, which 
becomes difficult to acquire meaningful data and information from EHRs. Applying 
natural language processing (NLP) techniques to EHRs can facilitate the gathering of 
significant facts, assist clinical decision support and foster analysis and research from 
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EHRs. Apparently, recognition of clinical entities such as drugs and diseases in  
clinical narratives is one of the fundamental tasks for clinical NLP systems. Several 
clinical NLP systems, such as MedLEE (Friedman, Shagina et al. 2004), MetaMap 
(Aronson 2001), and cTAKES (Savova, Masanz et al. 2010) have been developed to 
support the clinical entity recognition task. However, the judgment of clinical data 
cannot be known solely from named entity level. For instance, “coronary heart dis-
ease” has different clinical significance in the section of past medical history or fami-
ly medical history. The frequent use of author- and domain-specific idiosyncrasies, 
acronyms and abbreviations that exist in different parts of an EHR also increases dif-
ficulty for NLP systems to understand the semantics. For example, the acronym “BS” 
means “blood sugar” in the laboratory section, but indicates “bowel sounds” in the 
section of abdominal exams (Denny, Miller et al. 2008).  

The task of recognizing section heading can improve the understanding of clinical 
records and aid the disambiguation of the meaning of information (Denny, Miller 
et al. 2008). Unfortunately, recognition of section headings appears to be a challeng-
ing task. First of all, the names of section headings do not follow a universal system. 
For the section of a chief problem, “chief complaint”, “presenting complaint”, “pre-
senting problems”, “reason for encounter”, or even the use of abbreviation “CC” may 
be a possible name. Furthermore, the hierarchies of sections vary from record to 
record. For instance, “Laboratory section” and “radiology section” may be two sepa-
rated parts, or both may be put together under the “data section”. “Impression and 
assessment” may be separated individually or merged together into one section. Occa-
sionally, the same section name can infer different definitions. “CC” can refer to 
“chief complaint” in a discharge summary, or “carbon copy” in a clinical narrative 
written in email. “Impression” might mean the overall diagnosis of a patient, or the 
subsection of image studies. Therefore, section recognition entirely based on dictiona-
ries or patterns may not always work. In light of this issue, this work compiled a sec-
tion recognition corpus on top of the dataset released by the i2b2 2014 shared task 
(Stubbs, Kotfila et al. 2014) and presented a machine learning approach based on the 
linear chain conditional random fields (CRF) model (Lafferty, McCallum et al. 
2001)to deal with the section heading recognition task for EHRs. A set of features 
were proposed and their effectiveness were studied in this work. 

2 Methodology 

2.1 Section Heading Corpus Generation 

To the best of the authors’ knowledge, currently there is no openly available corpus 
annotated with medical section heading information. Therefore, this work used a sec-
tion heading corpus from the dataset of Track 2 of the i2b2 2014 shared-task (Stubbs, 
Kotfila et al. 2014). The section heading strings in the clinical note section header 
terminology (SecTag) (Denny, Miller et al. 2008) were used to tag all plausible can-
didate headings mentioned in EHRs. Afterwards, the machine-generated annotations 
were manually corrected by the first author of this paper, who is a doctor of medicine.  
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For our manual annotation of EHRs, only the topmost section headings are anno-
tated; if there are section headings whose contents also belong to a superior section or 
can be viewed as subsections themselves, these headings are removed from the anno-
tations regardless of their section level in other EHRs. For example, in an EHR, if 
both “laboratory” and “radiology” appeared and can be considered as subsections of 
“data”, then only the superior section “data” is annotated. But if “laboratory” and 
“radiology” are two separate sections without a superior section that covers them, 
both sections are annotated. In another case, “impression” is annotated if it is the 
topmost section; however, if the content of the “impression” section clearly contains 
the data of certain reports, such as X-ray or echography, and its description was fol-
lowed by section headings like “cardiac echography” or “chest X-ray”, then the anno-
tation of the “impression” section is removed. In addition, if the name of a topmost 
section consists of two merged concepts, it is still annotated as one section. For in-
stance, some EHRs join “impression” and “plan” as one section “impression/plan”, 
while others may separate “plan” from “impression”.  

2.2 Section Heading Recognition 

For a given EHR, the raw text was extracted and the original line breaks were re-
tained. The text distinguished by the line breaks was processed by the MedPost tagger 
(Smith, Rindflesch et al. 2004) to further split it into lines of texts that consist of to-
kens. Each line was then aligned with experts’ annotations to generate the training 
instances for CRF. This work employed the IOB tag scheme to represent the annota-
tions for section heading; the B tag indicates the beginning of a section heading boun-
dary, the I tag indicates contents inside the boundary of a section heading, and the O 
tag means contents outside of a section heading. Figure 1 illustrates an example, in 
which the assigned tag is highlighted in bold. 

 
Record/B date/I:/I 2149-03-19/O 
 
Reason/B for/I visit/I 67/Oyo/O man/O with/O DM/O , /O… 
Patient/O was/O in/O his/O … 
… 
 
Selected/B recent/I labs/Ichem/O 7/O : /O 140/O //O 4.0/O //O… 

Fig. 1. A sample EHR annotated with section heading information 

For each token, a set of features were extracted and the CRF model was used to 
build the section heading recognizer. The following subsections elaborate the features 
developed for this work. 

Word Features 
Apparently, the word of a target token and words preceding or following the target 
token can be useful for determining the target token’s assigned tag. This work used 
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the content window size of five to extract word features, including the two preceding 
words, the current word, and the two following words.  

The advantages of normalizing words when encoding them as features haven been 
shown in many sequential labeling tasks (Tsai, Sung et al. 2006). Therefore, this work 
normalized all words within a context window by transforming all words into lower 
cases and encoded all numeric values as the value 1. 

Dictionary Features 
The strings of the “str” column in the SecTag section header terminology were col-
lected to compile a dictionary for our dictionary features. For all collected section 
heading strings, this work calculated their existing position information within the 
dictionary, and encoded the position information using 3 bits. Table 1 shows the en-
coded results. Based on the dictionary and position information, this work developed 
two dictionary features. One is the dictionary matching feature, whose value is 1 if the 
current word is a substring of the terms in our dictionary. The other is the dictionary 
position feature, whose value is the encoded position information if the current word 
is matched with our dictionary. 

Table 1. Position Information 

Encoded Position Information Description 

001 
The term only appeared in the first token among 
all section headings. 

010 
The term only appeared in the middle token 
among all section headings. 

100 
The term only appeared in the last token among 
all section headings. 

011 
The term appeared in the first/middle token 
among all section headings. 

110 
The term appeared in the middle/last token 
among all section headings. 

101 
The term appeared in the first/last token among 
all section headings. 

111 
The term appeared in the first/middle/last token 
among all section headings. 

 
In addition, in the SecTag terminology, section headings were defined within a hie-

rarchy, and associated with a level information to indicate their location within a tree. 
Each heading string was also normalized to a unique string, which enables us to find 
the same section heading represented in different names. The normalized section 
strings and the associated level information were encoded as features.  

Affix Features 
An affix refers to a morpheme that is attached to a base morpheme to form a word. 
This work employed two types of affixes: prefixes and suffixes. Some prefixes and 



 Section Heading Recognition in EHRs Using Conditional Random Fields 51 

suffixes can provide good clues for classifying section headings. For example, words 
which end in "Hx" are related to medical historical information, such as PSurHx re-
fers to the “past surgical history” section. This work used the length of 2 characters 
for prefixes and suffixes. 

Orthographic Features 
The surface strings of the section headings in an EHR may vary, but still follow cer-
tain rules established by usage. The orthographic features were developed to capture 
the subtle writing style. Each orthographic feature is implemented by using regular 
expressions to capture writing rules of section headings in terms of spelling, hyphena-
tion, and capitalization. If the current word matches the defined orthographic feature, 
its feature value is 1; otherwise, the value is 0. 

Layout Features 
Given the variety of the layouts of EHRs, the original line breaks of the raw text can 
guide the machine learning model to determine the section headings that lead section 
blocks. This work developed layout features to capture the line break information. In 
our implementation, for a given split sentence, if its previous line in the original raw 
text was an empty line, the value of the layout feature is 1, otherwise it is 0. Take the 
third line of Figure 1 as an example. The value of the layout feature with block size 1 
would be 1, but the value of the fourth line is 0. The block size for the layout features 
was set to six, meaning that for a given sentence, the preceding and the following 
three lines were considered. 

3 Experiment 

3.1 Dataset 

The Track 2 dataset released by the i2b2 2014 shared-task was used in this work. The 
dataset was preliminarily divided into three subsets: set1 (521 records), set2 (269 
records) and testing set (514 records). After the manual annotation of section headings 
was completed, the dataset contains a total of 1304 medical records annotated with 
13,962 section headings.  

This work analyzed the compiled corpus and generated the following statistics of 
existing section headings. Among all annotated sections, 803 (5.7%) are the “chief 
complaints” section, which was found to be presented in several alternative spellings 
such as CC, chief, and reason. 843 (6.0%) are the “present illness" section. 2,701 
(19%) are “personal histories”, which may include subsections like social history, 
medication, allergy, substance, marital status, activity and general health status. 486 
(3.4%) are “family histories”,1,104 (7.9%) are “physical examinations”, 401 (2.8%) 
are “laboratory examinations”, and 87 (< 1.0%) are “radiology reports”. 103 (< 1.0%) 
are “data” sections, which include laboratory and radiology results. 884 (6.3%) are 
“diagnosis” or “impressions”, 468 (3.3%) are "plans” or “recommendations”, and the 
remaining 6,081 (43.6%) are other section names, including patient name, physician 
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name, hospital name, identity number, carbon copy, merged sections such as “assess-
ment and plan”, and so on. 

In our experiment, the set1 data was used as the training set for the CRF model; the 
set2 data set was used to develop features. Finally, the testing set was used to test the 
performance of the developed model trained on set1. 

3.2 Evaluation Schemes 

The standard recall, precision and F-measure metrics (RPF) were used to evaluate the 
performance of the developed CRF model and its comparison with a dictionary-based 
method.  

  

This work defines a correctly recognized section-heading chunk (a true positive 
case) as a case in which the text span of the recognized section heading is completely 
matched with the span of the manually annotated heading. Therefore, a false positive 
(FP) case includes any unmatched section headings generated by the computer. 

3.3 Experiment Configurations and Results 

This work developed a dictionary-based method based on the maximum matching 
algorithm as a baseline system to compare its performance with that of the CRF-based 
method. Three dictionaries were used by the dictionary-based methods: the SecTag 
section header terminology (the “SecTag” configuration), the section heading names 
collected from the training1 set (the “Training” configuration), and the union of  
the two dictionaries (the “SecTag+Training” configuration). In addition, to study the 
effect of the proposed layout features, this work trained two CRF models; one is the 
model with all proposed feature sets (CRF-based+Layout Features), and the other 
excluded the layout features (CRF-based). 

The experimental results of the five configurations are shown in Table 2. The best 
recall on both datasets was achieved by the dictionary-based method without using 
the section names from SecTag. However, the CRF-based method noticeably outper-
forms the dictionary-based methods in terms of P and F-scores.  

On the test dataset, the best CRF-configuration achieved a P-score of 0.955, which 
outperforms the best configuration of the dictionary-based method by 0.496. With the 
layout feature, both precision and recall of the CRF-based method can be improved 
by 0.112 and 0.174, respectively. CRF-based methods with layout features achieved 
the best performance in terms of PRF. Similar observations can also be examined on 
the development set. 

                                                           
1 When testing on the test set, the section names from set 2 were also added into the dictionary. 

chunks  HeadingSection  trueofnumber  the

chunks  HeadingSection recognizedcorrectly  ofnumber  the
Recall

chunks  HeadingSection recognized ofnumber  the

chunks  HeadingSection recognizedcorrectly  ofnumber  the
Precision

=

=
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Table 2. Performance comparison among different methods 

DataSet Config. P (%) R (%) F (%) 

Set2 
(Develop. Set) 

Dictionary-based (SecTag) 38.09 67.44 48.69 
Dictionary-based(Training) 47.24 98.88 63.93 
Dictionary-based(SecTag+Training) 46.05 93.65 61.74 
CRF-based 94.47 91.87 93.15 
CRF-based + Layout Features 94.67 94.15 94.41 

Test 

Dictionary-based (SecTag) 38.43 69.1 49.39 
Dictionary-based(Training) 45.9 95 61.89 
Dictionary-based(SecTag+Training) 44.56 89.28 59.45 
CRF-based 94.33 90.74 92.5 
CRF-based + Layout Features 95.45 92.48 93.94 

4 Discussion 

As shown in the previous section, CRF-based methods evidently outperformed the 
dictionary-based approach. The diversity of section heading names of EHRs is a key 
issue that resulted in the huge performance gap between CRF- and dictionary-based 
methods. A physician can combine any section heading names in an EHR to form a 
new section, or insert any supplemental information in a section heading. For exam-
ple, the bold texts in the two sections “Meds (confirmed with patient)” and “DATA 
(08/25/61):”. These cases cannot be dealt by the dictionary-based method, since there 
are no dictionaries that can cover all of these variations. By contrast, the CRF model 
is capable of identifying these names, because the sequential labelling formulation 
can model the dependency between tokens. In addition, the results showed that the 
inclusion of the terminology from SecTag resulted in a decreased precision. This is 
caused by the various section headings of different granular levels within the SecTag 
content. For example, it includes terms like “toenail exam” and “muscle tone exam”, 
which usually does not belong to the topmost section headings. 

On the other hand, the results of CRF-based section recognition are not completely 
flawless. A comparison of the “CRF-based” configuration with the “CRF-
based+Layout feature” indicates that adding the layout feature enables the CRF model 
to recognize section headings that did not appear in the training set. For example, 
section headings such as “HCP/FAMILY CONTACT”, “INDICATIONS FOR TPN”, 
“Allergies or adverse reactions” “Course on floor” and “Oncology CONSULTATION 
NOTE” were not present in the training set, but with their clear layout, the model with 
our layout features is able to recognize them.  

Finally, this work conducted error analysis on the predicted results of our best con-
figuration “CRF-based+Layout features”, and categorized the errors into two catego-
ries: false negative (FN) and FP cases. The following subsections discuss them  
respectively. 
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4.1 False Negative Error Cases 

The test set contains some topmost section headings that are rarely used in EHRs. 
These headings, such as “microbiology” and “habits”, only appeared a few times in 
the training set. Due to the sparseness of these section names, it is difficult for the 
machine learning-based section tagger to recognize these instances. We also observed 
that some records adopted non-standard or idiosyncratic topmost section headings 
along with abbreviations, which made it difficult to recognize them. Some non-
standard section headings or abbreviations found in the test set include: “All” for 
“allergy” and “ROS” for “Review of Systems”. 

4.2 False Positive Error Cases 

Occasionally, the trained CRF-based section tagger recognizes non-section parts or 
probable subsection headings of an EHR, which become the main source of FP cases. 
For example, in the following snippet of a record: “The patient is a 75-year-old white 
female with past medical history significant for throat cancer,” the tagger erroneously 
recognized the non-section description “medical history” as a section heading. In 
addition, some section headings, such as “laboratory”, can be topmost section head-
ings in one EHR, but are not topmost sections in the other EHRs. This may also con-
tribute to the occurrence of FP/FN cases.  

5 Conclusion 

This work presented a CRF-based method with a set of features developed for recog-
nizing section headings in EHRs. The experiment results showed that the proposed 
CRF-based method evidently outperforms the dictionary-based approach in terms of 
precision and F-scores. The proposed layout features, which captured the line break 
information, can model the original layout given by medical doctors with the intention 
of increasing readability. Implementing the layout features into our method resulted in 
an improvement of the performance of section heading recognition, which can be 
observed from the experiment results. Nevertheless, issues including the varieties of 
section heading hierarchies among different EHRs and the arbitrary naming in section 
headings, such as non-standard section heading abbreviations, still remain to be chal-
lenging problems for section heading recognition. 
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Abstract. Due to the popularity of Twitter, it attracts malicious users’
interests. Most of previous approaches relied on account-based features
such as message similarity between tweets, following-followers ratio, and
so on. Account-based features can be easily manipulated by spam ac-
counts. Spam collusion is a new way to escape the detection mechanisms.
Therefore, we need an advanced mechanism to identify the spam collu-
sion relations.

We exploit spam campaign which spreads spam tweets. We focus on
the tweet with the high retweet count. We create the message-passing
graph via the retweet relations, following relations, and retweet time,
then we extract the time evolution feature in the aspect of graph struc-
ture. The latent behavior indexing technique is used to extract critical
concepts for spam collusion recognition. We collect 5 million tweets from
May 14, 2014 to July 15, 2014 and the ground-truth has been labeled by
domain experts. Our approach can achieve 86% accuracy.

Keywords: spam detection, information propagation, social network.

1 Introduction

In recent years, Twitter has become one of the most popular social networking
sites. It allows users to read and send messages which are less than 140 characters,
known as “tweets”. With tremendous growing availability of Twitter, it also
attracts malicious users’ attentions. A previous research [3] showed that nearly
50% of users on social networking sites click on the links which posted by their
friend accounts, even if they do not meet that friend in real life. This has revealed
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a phenomenon that spammers can inveigle victims easily through social media
platforms.

In 2009, the first revolutionary malware called KOOBFACE successfully and
continuously propagated through social networks [1]. This malware using fraud-
ulent messages with harmful link that taking victims to a site which uploads
malware to victims’ computers. In the past few years, many researchers fo-
cused on detecting spam accounts individually by using effective account fea-
tures. Stringhini et al. [16] proposed some features based on the result of data
analysis, including the following and follower ratio, URL ratio, and content sim-
ilarity between tweets. These features can be evaded. For example, the following
and follower ratio can be easily manipulated by follower Yang et al. [24] pro-
posed Criminal account Inference Algorithm (CIA) based on the closeness of
social relationships. However, friend relations can be easily forged through the
follower markets.

A spam post on social media can potentially reach thousands or millions of
users. According to the “2013 State of Social Media Spam” research report from
Nexgate, they got the following key findings [12]:

– Only 15% of all social spams have a link that can be detected as spam, so it
is harder to detect social spam.

– During the first half of 2013, there has been a 355% growth of social spam.

Therefore finding spam tweets with the spam collusion mask becomes an im-
portant issue.

2 Background and Related Work

2.1 Types of Social Spam

Social media contain many kinds of social spams. The most common ones are
link spam and text spam.

Link spam : This type of spam may be just a link with no surrounding text.
Curious and unsuspecting users click on this link, then the users will be redirected
to a malicious website. This website may contain advertisements or malicious
software which spammers can profit from it.

Text spam : Spam content is usually very charming. Some text spam request
the recipient to respond to the spammer via a private message in order to obtain
detailed information [12].

2.2 Spammers on Twitter

In social network sites, following and follower counts may influence the ranking
of tweets by search engines [7]. Thus, spammer began to acquire more following
and follower counts. Yang et al. [24] conducted in-depth analysis of spam ac-
counts community on Twitter. They found out that spam accounts community
was made up of spam accounts and spam collusion accounts community. Spam
collusion accounts are those users who have close relationship with spammers.
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2.3 Individual Detection Mechanisms

Stringhini et al. [16] proposed some features which are following and follower
ratio, the frequency of user that posted tweets including URL, message similarity
between tweets, friend choice (whether the user used a list of names to pick its
friends or not), the number of messages sent and friend number. Shekar et al. [14]
used specific keywords to filter the pharmaceutical spam on Twitter. Thomas et
al. [18] detected link spam on Twitter messages via a real-time system. Lee and
Kim [10] developed a WarningBird system to discover correlated URL redirect
chains. Once the malicious links be detected, it will be reported and added to
the blacklist. So spammer could not use this link to acquire victims.

Most of these works detected Twitter spam accounts individually, instead of
focusing on observing collusive spammers. They needed to renew effective fea-
tures at regular intervals so that can quickly adjust features to spam accounts’
new behaviors. Therefore, detecting spammers individually is not the best mech-
anism.

2.4 Collusive Spammers Detection Mechanisms

To find out more robust features, there are some researchers began to look at
the issue from another side. Yardi et al. [25] designed ten new detection features
including graph-based features (local clustering coefficient, betweenness central-
ity, and bi-directional links ratio), neighbor-based features (average neighbors’
followers, average neighbors’ tweets, and followings to median neighbors’ follow-
ers), automation-based features (the usage frequency related to Twitter API)
and timing-based feature (the speed an account follows others). Song et al. [15]
devoted to the relations between spam senders and receivers such as the short-
est paths, minimum cut and random walk. The reason why they choose those
features was spammers usually can not establish robust relationships with their
neighbors.

Most of the methods relied on accounts’ following and follower relations. If
Twitter changes their detecting strategies, spammers may change their actions.
Hence, we try to find out the feature of spam accounts’ campaigns that can not
be simply transformed.

3 Message-Passing Graph Analyzer

3.1 Concept of Proposed Methodology

Many researches [9,4,6] focused on analyzing retweeting behavior of users on
Twitter. The concept of spam collusion was proposed by Ghosh et al. [7] and
Yang et al. [24] in recent year. But both of Ghosh et al. and Yang et al. did
not consider the spammers’ automatically retweet behavior. Therefore, we use
retweet relations and the time evolution features.

Since the spam flooding, Twitter defined rules to stop spammers growth rate.
The first policy is to limit users to aggressively follow others. That means an
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account has followed 2,000 users, the number of additional accounts it can follow
is limited to its follower number [21]. In order to break the limit of 2000 following,
spammer began to become others’ followers and spam collusions formed. We
observed that the retweet behaviour of spam collusion accounts can be classified
into the following two types:

a) Only retweet massive spam tweets from a specific group of spammers.
b) Not only retweet a large number of spam tweets but also post spam tweets.

The other important rule to avoid spammers is to limit the maximum number of
tweets per day. Because of this, spammers can not continue to send junk tweets.
To let more victims see spam tweets, spammers use spam collusion accounts. We
can use this behavior characteristic to recognize Twitter spam.

Kwak et al. [9] discovered that half of retweets occur within an hour, and 75%
within a day. Their observation indicated that a ”window of survival”, from one
hour to one day, where a certain tweet gets a higher chance to be retweeted [13].
Therefore, to capture the time evolution features, we decide to analyze the infor-
mation diffusion in an hour. Then we propose our system called Message-passing
Graph Analyzer (Figure 1) to recognize the Twitter spam without the spam col-
lusion mask.

Fig. 1. The system architecture of our proposed system.

The first component is Message-passing Graph Construction. Through the
Twitter API [20] we can obtain tweet information. We exploit the unique ID of
the source tweet to aggregate tweets into a group. Then we extract the retweeters’
Twitter ID and the time the retweeter retweeted the source tweet. We also add
following relations to build the message-passing graph. The second component
is Time Evolution Features Extraction. We extract three graph structure based
features from the graph, which are degree variance, clustering coefficient and
the number of triangles in the graph. Then we combine the features of the same
tweets between different time interval into a time evolution feature. The last
part of the system is Spam Detection that using labeled spammers’ and normal
accounts’ information to train the model.

3.2 Message-Passing Graph Construction

We use the time sequence of retweeters’ ID to create a message-passing graph
representation of the Twitter social network in form of G(V, E), where
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– Node V : The set of nodes V represents unique users’ Twitter ID.
– Edge E : An edge (i, j ) ∈ E between two nodes vi, vj could represent

a retweet relation. The retweet relations are the combination of following
relations and retweet time.

As shown in Figure 2(a) and 2(b), the message-passing graph of a spam looks
different to its Twitter graph. For a normal tweet, the two graph looks alike.
This is helpful for spam detection.

(a) Twitter graph (b) Message-passing graph

Fig. 2. This spam tweet is posted by @followback 707. (a)Use the Twitter API to
establish the original diagram can not highlight automatically retweet behavior. (b) The
automatically retweet behaviors of spam collusion account are preserved in message-
passing graph.

3.3 Time Evolution Features Extraction

Graph-Based Features. As we consider treat the whole Twitter social network
as a directed graph G(V, E), there are several graph-based features we can use:

Average clustering coefficient : The clustering coefficient Cu of a node u
is defined as shown in Equation 1:

Cu =
2Tu

deg(u)(deg(u)− 1)
(1)

where u ∈ V, deg(u) is the number of neighbours of u and Tu is the number of
connected pairs between all neighbours of u [22,2]. Spammers or spam collusion
accounts usually blindly retweet the tweets which were posted by small com-
munities. Therefore, their retweet relations are with with very high overlapping
probability. We use average clustering coefficient of a graph which is written in
Equation 2 to replace the clustering coefficient:

AC =
1

n

∑
u∈G

Cu (2)
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where u is a node in the message-passing graph and u ∈ V, n is the total number
of nodes.

Transitivity : As shown in Equation 3, the denominator represents the num-
ber of triangles in the graph, and the numerator is the number of triads in the
graph which means two edges with a shared vertex [11]:

Trans = 3× number of triangles

number of triads
(3)

Comparing with the legitimate tweets, the message-passing graphs of spam
tweets has higher transitivity.

Degree variance : The variance is the degree of dispersion in a set of data.
We want to use variance to measure the vertex, which is defined as shown in
Equation 4:

DV =
1

n

n∑
i=1

(deg(i)− deg)
2

(4)

where deg(i) is the degree value of i-th node and deg is the average degree value
of all the nodes in the message-passing graph. This metric is to measure whether
the message-passing graph has small community or not. The degree variance of
legal tweets is higher than the degree variance of spam tweets.

Extractor Based on Time Evolution Feature. In our system, we set the
unit time interval as five minutes which means we divide an hour into twelve
blocks. For each block we construct the message-passing graph and extract the
graph-based features which are average clustering coefficient, transitivity and
degree variance from it. The equation is as shown in Equation 5:

Gi
j =< acij, trans

i
j , dv

i
j > (5)

∀ acij ∈ AC, ∀ transij ∈ Trans, ∀ dvij ∈ DV, G represents the message-passing
graph, where i is i-th time interval block and j represents the index value of
tweet ID. When considering the time range, we can combine those features into
the time evolution feature ωj . Let ωj = <G1

j , G
2
j , G

3
j ,...,G

m
j > denotes the time

evolution feature of a tweet which index value is j, where m is the total number
of time interval block, and here the value of m is twelve. Then we can get matrix
M as shown in Equation 6:

M = [ω1, ω2, . . . , ωp]
T (6)

where p is the total number of tweets.

3.4 Spam Detection

After establishing the message-passing graph, extracting graph-based features,
combining into the time evolution feature and get matrix M, the final step of
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our system is to identify spam. We use labeled accounts information and em-
ploy Singular Value Decomposition (SVD) method to train the latent semantic
indexing as shown in Equation 7:

M = U ×Σ × V T (7)

where U and V are orthogonal matrices, Σ is the diagonal matrix which consists
of singular vectors. For a tweet to be added, we extract the time evolution feature
ωadd, then we use Equation 8 to convert coordinates.

ωconvert = ωadd × (V T )−1 × (Σ)−1 (8)

4 Experiments

4.1 Experiment Design

We use WEKA [23] to run clustering and classification algorithms. In the
Message-passing Graph Analyzer, we set the unit interval as five minutes. There-
fore, we made the experiments through changing different parameters to show
the sensitivity of our system. By searching for specific keywords in the Twitter
stream [17], we could collect the retweets. There were about 2.3 million spam
tweets and 2.7 million normal tweets collected between May 14, 2014 and July
15, 2014. The data which were collected before June 22th were for training, the
remaining data were for testing. The rules about how we identified spam were
as follows:

a) A few weeks later, we re-examined whether the account had been suspended
or not. If it had been suspended by Twitter, we labeled it as spam.

b) The profile of the account contained some keywords or hashtag such as “fol-
low”.

c) The screen name of the account contained some keywords like “follow” or
“followback”.

d) Some spammers used confusion word to set their screen name. For example,
they replaced the character o with zero, e.g., F0llowerz.

e) The screen name of the account like @follow �, where � was a digit number
represented the accounts could generate by script [8].

In addition, we also need to identify some normal Twitter tweets. The rules
about how we identified normal tweets were as follows:

a) We checked the Twitter profile of accounts contained the blue verified
badge [19] or not, if they contained the blue verified badge then we labeled
them as a normal account.

b) Manually checking the contents of the tweets were legal or spam.
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Fig. 3. Effectiveness of unit time interval selection

4.2 Effectiveness Analysis

Effectiveness of Unit Time Interval Selection. Figure 3 shows the exper-
iment results of applying different unit time interval values to Message-passing
Graph Analyzer. If the unit time interval is too small, the automatically retweet
behavior of spam collusion accounts were not obvious. At the beginning, the
message-passing graphs of some spam tweets were similar to normal tweets.
When the unit time interval is set as five minutes, we get the best precision and
recall rate from our experiment results. If the unit time interval is too large, the
message-passing graphs contained more noisy nodes and effected the graph-based
features. Thus, the precision and recall rate declined slightly.

Fig. 4. The accuracy in different methods
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Comparison between Different Classification Algorithms. Figure 4 shows
the experiment result of applying different number of clusters of kNN algorithm.
Both kNN(with k=2) and kNN(with k=3) achieve high accuracy. The reason
why we choose kNN(with k=3) is not only because of the lower FP rate but also
the higher accuracy. In addition, when choosing kNN(with k=2) will encounter
a draw. Therefore, we choose the kNN(with k=3) as our best result.

5 Conclusions

In this work, we propose Message-passing Graph Analyzer, a combination of
graph-based features to detect Twitter spam without collusion mask. Our sys-
tem is able to distinguish variant of spam collusion behavior. Stringhini et al. [16]
observed that the average lifetime of a spam account on Twitter is 31 days. But
by using our method, the lifetime of a spam account can be shortened in 1 to
2 hours. Due to the limitations of Twitter we can only construct the proxi-
mate message-passing graph. But there are many researches focused on analyz-
ing retweet behavior and inferred the possible information diffusion direction,
such as Du et al. [5] utilized the user activity time to infer the retweet behav-
ior. Therefore, we may further improve the message-passing graphs to that the
graphs more complete.
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Abstract. In the past, we employed a multi-objective genetic algorithm 
(MOGA) for optimization of model parameters and feature selection, and then 
devised a stock scoring mechanism to rank and select stocks for forming a port-
folio. With each chromosome representing a feasible portfolio, that adopted 
multi-objective genetic algorithm (MOGA) model thus decided good portfolios 
by considering their return and risk. In this paper, we further improve upon the 
MOGA model using financial knowledge to help selection of beneficial portfo-
lios. Especially, we refine the evaluation criteria with the assistance of relevant 
domain knowledge from investment. Based on the promising results, we expect 
this improved MOGA methodology to advance the current state of research in 
soft computing for real-world stock selection applications. 

Keywords: stock selection, genetic algorithms, feature selection, multi-
objective optimization. 

1 Introduction 

Stock selection has been an important and challenging task in the area of investment. 
Researchers from the field of artificial intelligence have made several attempts to 
tackle this task. One of the most known methods is genetic algorithm [6], which simu-
lates the process of biological evolution to solve optimization problems. In the early 
works, the study of portfolio optimization typically centered around one single objec-
tive, i.e., the return of portfolios. In this context, the goal of stock selection may aims 
at maximizing the expected return of individual stocks in order to obtain the maximal 
actual return of portfolio. To improve the performance of the single-objective GA-
based models, multi-objective methods that consider two competitive goals of return 
and risks simultaneously have been developed.  

In this study, we extend our previous multi-objective GA-based method [2] for in-
creasing investment return and reducing the risk. In the previous approach, we used 
the non-dominated sorting to find non-dominated solutions. In that treatment, the 
portfolios with low risk but negative return might be generated, this might lead to 
bankruptcy over the course of investment. In order to mitigate this problem, in this 
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paper, we reset the scores of these portfolios to zero to prevent these solutions from 
being selected. In addition, although the traditional crowding distance method choos-
es significant solutions on the same front, these solutions typically lack meaningful 
advantage in the sense of investment. In this study we thus propose to assign higher 
weights to the portfolios of higher return per unit of risk and come up with the 
MOGA method to construct more profitable portfolios.  

With the domain knowledge, we thus improve the score calculation of stocks. Our 
experimental results show that our method provides significant improvement over the 
previous one in terms of the return and risk on investment.  The goal of this study is 
to shed more light on the complex characteristics of stock selection in order to ad-
vance the current state of computational finance using AI-based methodologies. 

2 Related Works 

The class of genetic algorithms was first proposed by Holland [6] according to the 
principle of natural selection and has been a widely used approach for optimization 
that can be used to improve investment decisions. Pereira [15] presented a discussion 
of the advantages of using the GA in the complex optimization problems that arise in 
financial markets, and showed that the performance can be improved when using 
binary encoding in the algorithm. Chiang [3] applied some fundamental analysis indi-
cators and the GA to evaluate the quality of stocks and showed his proposed model is 
effective in financial markets. Kim and Han [10] proposed a different GA-based ap-
proach for dimension reduction and the determination of connection weights for 
ANNs, in order to predict the price movements of stock index. Orito and Yamazaki 
[14] calculated the contribution rate from the portfolio, and combined this with the 
weight of appropriate risk to set the fitness value. Lai et al. [11] used a double-stage 
GA to select stocks from the Shanghai stock exchange from 2001 to 2004, and found 
that this approach was more suitable for financial applications than fuzzy or artificial 
neural networks. More recently, Huang et al. [7, 8, 9] proposed two hybrid versions of 
the SVM and fuzzy-based GA models for stock selection. Using certain statistical 
tests, Huang et al. provided evidence that their models considerably outperformed the 
relevant benchmark.  

As to the multi-objective genetic approaches, NSGA-II, a fast and elitist multi-
objective genetic algorithm proposed by Deb et al. [4], is one of the most well-known. 
This method combines non-dominated sorting and crowding distance. For portfolio 
optimization, Hoklie and Zuhal [5] used Markowitz’s method [13] and the two objec-
tives of return and risk to solve the problem of multi-objective portfolio construction. 
Bermudez et al. [1] presented a fuzzy ranking procedure for the portfolio selection 
problem. They used the trapezoidal fuzzy numbers to evaluate return and risk, and 
then used non-dominated sorting as well as the risk aversion to compose the optimal 
portfolios. Li and Xu [12] proposed a multi-objective portfolio selection model with 
fuzzy random returns and quantified the return, risk, and liquidity of a portfolio to 
select the best solution.  
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In this study, we propose an improved MOGA method with some financial know-
ledge in criteria evaluation to make it more suitable for stock selection than our pre-
vious work [2]. We also employ stock datasets of twenty years of time in order to 
conduct a more convincing statistical validation of the effectiveness of our approach. 

3 Our Proposed Algorithm 

This section describes our proposed algorithm for the construction of our stock scor-
ing model, optimized by the GA and the corresponding extension of our previous 
model [2] in the context of multi-objective optimization. The algorithm is presented 
as follows: 

1. Devise a chromosome that consists of three portions ― the feature selection , the 
stock sorting indicators  and the feature weights . A chromosome is 
represented by a binary coding scheme. 

 

Fig. 1. Chromosome encoding 

In Figure 1,  is the number of fundamental variables (features).  through  
are defined for candidate features 1 through , where 1 or 0 corresponds to the fea-
ture being selected or not.  through  are defined as the sorting indicators, where 
0 represents the higher the value of the variable, the better; and 1 represents the oppo-
site case.  through  are defined as the encoding of the set of weights . Fig-
ure 2 shows the detailed binary encoding for the weight of each individual variable, 
where the value of  (the weight for variable ) in Fig. 1 is encoded by loci  
through . 

 

Fig. 2. Detailed encoding of the weighting terms 

The portion in the chromosome representing the genotype of weight  is trans-
formed into the phenotype as follows: 

 y , (1) 

where  is the corresponding phenotype for the particular weight;  and  
are the minimum and maximum of the parameters;  is the corresponding decimal 
value, and  is the length of the block used to encode the weight in the chromosome. 
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2. Let  denote the weight of the -th variable. The total score of stock  at time , , , can be defined as: 

 , ∑ , , , (2) 

where  is the vector of the weights of the input features. Given the scores for all 
stocks, the ranking of a stock can be defined as: 

 , , , (3) 

where  is a ranking function so that , ∈ N is the ranking of stock  at time , 
and , ,  if , , . 

3. Use rankings from step 2 to select the top-ranked  stocks as components of a 
portfolio. The performance of a portfolio can be evaluated by averaging the actual 
returns of the stocks in the portfolio, which is defined as: 

 ∑ , , (4) 

where ,  is the -th ranked stock at time ;  is the actual return for a stock at 
time  and  is the average return over all the  stocks in the portfolio at time . 

4. Use the following two objectives to evaluate the performance of a stock selection 
model. 

• The cumulative total (compounded) return: 

 ∏ , (5) 

where  is defined as the product of the average yearly return, , of the stocks in a 
portfolio over  consecutive years. 

• The standard deviation of  as the measure of risk: 

 ∑ , (6) 

 σ ∑ , (7) 

where  is defined as the mean of ;  is the average return of all the  stocks 
in the portfolio at time . 

5. With return and risk, use the non-dominated sorting and crowding distance [4] to 
calculate the scores for all portfolios, in which the ranking of a portfolio can be de-
fined as: 

  if  or   , 
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where  and  are defined as the scores of portfolios  and ;  and 
 are defined as the non-dominated (front) rankings of portfolios  and ; and 

 and  are defined as the crowding distances of portfolios  and . 
We also use the following two rules inspired from financial knowledge to improve the 
scoring model: 

(1) Removing the portfolio with negative returns, i.e.,  

 if 0, then 0. 

(2) Adjusting the return by risk (similar to the idea of the Sharpe ratio), i.e., 

 ; (8)  if   , 
 
where  is the cumulative total return by Eq. (5);  is defined as the score of 
portfolio ;  is defined as the modified score;  is the standard deviation of 
all the average yearly returns; and  is the number of years. 

6. According to step 5, define the fitness of a chromosome as the function of the an-
nualized return and the risk of a portfolio, as follows: 

 fitness , (9) 

where  is the final score of portfolio  defined by step 5;  is the mod-
ified score of portfolio  defined by step 5, as well. 

7. Repeat the following until a sufficient number of offspring are generated. 

─ Select one pair of chromosomes as parents; 
─ Apply crossover; 
─ Apply mutation. 
 
In this study, we use the tournament selection scheme, and one-point crossover 
scheme with rate of 0.7, and the mutation rate of 0.005 are used. 

8. Replace the parents with the offspring to generate a new generation of chromo-
somes. 

9. Return to step 2 until the termination conditions are met (we use 50 generations as 
the termination condition for this study). 

4 Experimental Results 

To further obtain the performance discrepancy of our method and the others, we use 
the 14 fundamental variables and the half-yearly returns of stocks from textile sector 
in Taiwan’s stock market for years ranging from 1992 to 2012. 
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In order to provide a statistical validation for the effectiveness of our proposed 
model, the datasets are divided into two parts for training and testing: the first n pe-
riods of the data is used to train the model and the remaining data is used to for vali-
dation. For instance, the data of 1992 through 1996 can be used for training, and the 
data for the remaining years (1997-2012) can be used to test the models learned in the 
training stage. 

Table 1 show an illustration of the CV’s used for this study. For example, for the 
yearly data, CV=5 means the data of the first 5 years (years 199206 through 199406) 
is used for training and the other years are used for testing.  

Table 1. Periods of CV 

CV 199206 199212 199306 199312 199406 ...... 201206 201212 
4 training testing 
5 training testing 
... training testing 
41 training testing 
 

We compare the performance discrepancy of the benchmark, our previous method 
[2], and our current MOGA method. Here the benchmark means the annualized return 
from selecting all the stocks in the sector. Figures 3 and 4 provide the comparison of 
annualized returns for the textile industry for the training and the testing phases, re-
spectively. As can be seen, the proposed model acquired in the training phase signifi-
cantly outperforms both the benchmark and our previous method in all of the CV’s. 
Furthermore, these trained models by our method are also able to outperform the oth-
er two methods in all of the CV’s in the testing phase. 

 

 

Fig. 3. Annualized return for textile in training 
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Fig. 4. Annualized return for textile in testing 

5 Conclusions 

In our proposed MOGA here, we mainly use NSGA-II to study the effect of the two 
competitive objectives of return and risk, and then refine the method with the assis-
tance of relevant domain knowledge from investment. Especially, we reset the scores 
of the portfolios with low risk but negative return to zero to prevent them from being 
selected and assign higher weights to the portfolios of higher return per unit of risk to 
construct more profitable portfolios. The experimental results showed that the MOGA 
method significantly outperformed the benchmark. In the future, we intend to employ 
other sophisticated versions of the MOGA, such as the MOEA/D to substitute the 
simple weight-sum MOGA used in this study. Furthermore, we will attempt to gene-
ralize the proposed model here to other investment problems such as asset allocation. 
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Abstract. This paper studies the variable selection problem in high dimensional
linear regression, where there are multiple response vectors, and they share the
same or similar subsets of predictor variables to be selected from a large set of
candidate variables. In the literature, this problem is called multi-task learning,
support union recovery or simultaneous sparse coding in different contexts. In
this paper, we propose a Bayesian method for solving this problem by introducing
two nested sets of binary indicator variables. In the first set of indicator variables,
each indicator is associated with a predictor variable or a regressor, indicating
whether this variable is active for any of the response vectors. In the second set
of indicator variables, each indicator is associated with both a predicator variable
and a response vector, indicating whether this variable is active for the particular
response vector. The problem of variable selection can then be solved by sam-
pling from the posterior distributions of the two sets of indicator variables. We
develop the Gibbs sampling algorithm for posterior sampling and demonstrate
the performances of the proposed method for both simulated and real data sets.

Keywords: Multi-task learning, Support union recovery, Simultaneous sparse
coding.

1 Introduction

Variable selection is a fundamental problem in linear regression, especially in modern
applications where the number of predictor variables or regressors can exceed the num-
ber of observations. Under the sparsity assumption that the number of active variables
is small, it is possible to select these active variables even if the number of candidate
variables is very large.

During the past decade, the problem of variable selection in high dimensional linear
regression has been intensely studied in statistics, machine learning and signal pro-
cessing. Many variable selection methods have been developed, such as the Lasso by
Tibshirani (1996) [14], SCAD by Fan and Li (2001) [5], elastic net by Zou and Hastie
(2005) [19], and MCP by Zhang (2010) [18]. In addition to these penalized least squares
methods, Bayesian approaches have also been proposed, for example, stochastic search
variable selection (SSVS) by George and McCulloch (1993) [7], Gibbs variable selec-
tion (GVS) by Dellaportas et al. (2000) [4], and RVM by Tipping (2005) [15].
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Variable selection methods have also been proposed for group sparsity. For example,
Yuan and Lin (2006) [17] proposed the group Lasso method under the group sparsity as-
sumption. Simon et al. (2013) [13] generalized group Lasso to sparse group lasso. In the
Bayesian framework, Farcomeni (2010) [6] proposed a Bayesian constrained variable
selection approach that can also be used for group selection. Raman et al. (2009) [12]
proposed a Bayesian group Lasso method by extending the standard Bayesian Lasso.
Chen et al. (2014) [3] introduced a Bayesian approach for the sparse group selection
problem.

The linear regression problems treated by the above methods usually involve a single
response vector. In some applications, there can be multiple response vectors, and these
response vectors may be explained by the same or similar subsets of variables to be
selected from a large set of candidate variables. Such shared sparsity pattern enables
different response vectors to collaborate with or to borrow strength from each other to
select the active variables. Such a problem has been studied by Tropp et al. (2006) [16]
under the name of simultaneous sparse coding, where each response vector is a signal,
each predictor vector is a base signal or an atom, and the collection of all the base
signals form a dictionary. The goal is to select a small number of base signals from
the dictionary to represent the observed signals. The problem has also been studied by
Lounici et al. (2009) [9] under the name of multi-task learning, where the regression of
each response vector on the predictor variables is considered a single task. Obozinski et
al. (2011) [10] studied this problem under the name of support union recovery, where
the word “support” means the subset of variables selected for a response vector, and
“support union” means the union of subsets of variables selected for all the response
vectors. If the supports of different response vectors are similar, then the union of the
supports will only be slightly bigger than the supports of individual response vectors.

In this paper, we propose a Bayesian method for solving the above support union
recovery problem, by assuming two nested sets of binary indicator variables. In the first
set of indicators, each indicator is associated with a variable, indicating whether this
variable is active for any of the response vectors. The set of variables whose indicators
are 1’s then become the union of the supports. In the second set of indicators, each
indicator is associated with both a variable and a response vector, indicating whether
this variable is active for explaining the particular response vector. So the second set
of indicators gives us the supports of individual response vectors. Variable selection
can then be accomplished by sampling from the posterior distributions of the two sets
of indicators. We develop the Gibbs sampling algorithm for posterior sampling and
demonstrate the performances of the proposed method for both simulated and real data
sets.

2 Problem Setup and the Model

Consider the following multiple response model:

Y = XB +W, (1)

where Y = [Y1, · · · , YM ] is an n × M response matrix of observations, X =
[X1, · · · , Xp] ∈ R

n×p is the fixed n× p design matrix, B = [β1, · · · , βM ] is a p×M
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matrix of the unknown regression coefficients, and W = [ω1, · · · , ωM ] ∈ R
n×M is the

corresponding noise matrix. Here the error term ωm is an n×1 noise vector that follows
a multivariate normal distribution with zero mean vector and covariance matrix σ2In,
where In is the n-dimensional identify matrix. Thus a group of M response vectors are
to be regressed on the same design matrix X . The model can also be written as

Ym = Xβm + ωm ∼ Nn(Xβm, σ2In), m = 1, · · · ,M, (2)

where βm = (β1,m, · · · , βp,m)′ is the coefficient vector for the m-th response vector
Ym. Then the estimation of each column of B, βm, is a single linear regression problem
with response vectorYm and design matrixX , and can be solved individually. However,
in this paper, we solve the M individual regression problems together by exploiting the
similarities among βm, or by imposing constraints on the matrix B.

In particular, we are interested in the variable selection problem for th multi-response
model (2). Suppose Sm is the support set for the m-th response vector, i.e.

Sm = {j ∈ {1, · · · , p}|βj,m 	= 0}. (3)

In some applications, Sm should be the same or similar for different m. Thus it is more
benefit to identify the set of variables which are related to any of the multiple response
vectors simultaneously than to identify Sm separately. Thus similar to Obozinski et al.
(2011) [10], we target the “support union recovery” problem, i.e., we want to recover
the union of the support sets, i.e.

S =
⋃
m

Sm =
{
(j,m)|βj,m 	= 0, j ∈ {1, · · · , p},m ∈ {1, · · · ,M}

}
.

In this paper, a Bayesian approach is adopted and the corresponding Bayesian algo-
rithms are proposed to recover the unknown support set S.

3 Bayesian Methods for Support Recovery

3.1 Group-Wise Gibbs Sampler

In support union recover problem, Obozinski et al. (2011) [10] set the group structure
for each variable across multiple response vectors, and the group Lasso approach was
adopted. Consider the corresponding Bayesian approach. It is straightforward to apply
Bayesian group selection algorithm to replace the group Lasso approach. Thus one set
of the indicators is defined to denote whether Xj is active or not. Similar to group
Lasso, we want to select the “best” subset of variables from X1, · · · , Xp to explain the
multiple responses Y1, . . . , YM simultaneously.

First, following SSVS in George and McCulloch (1993) [7], a p×1 vector of indica-
tor variables, δ = (δ1, . . . , δp)

′, is introduced to indicate which variables are selected.
It is defined as:

δj =

{
1, if Xj is selected or active

0, if Xj is not selected or inactive
j = 1, · · · p. (4)
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Consider the prior assumption for (δj , βj). The prior distribution of δj is assumed to
follow the Bernoulli distribution with P (δj = 0) = θj , and P (δj = 1) = 1− θj . Then
the prior distribution of the coefficient βj,m given the indicator δj is set as

βj,m|δj ∼ (1− δj)γ0 + δjN(0, τ2j,m),m = 1, · · · ,M, (5)

where γ0 is a point mass at 0. That is if Xj is inactive, i.e. δj = 0, then βj,m = 0
for all m = 1, . . . ,M . Otherwise N(0, τ2j,m) is the prior distribution of βj,m. We also
assume that the prior distribution of (δj , βj,m) are independent for m = 1, · · · ,M, j =
1, . . . , p, and they are independent of the prior distribution of the residual variance σ2,
which is assumed to follow an inverse Gamma distribution, σ2 ∼ IG(a/2, b/2).

Based on the prior assumptions, the sampling scheme of component-wise Gibbs
sampler in Chen et al. (2011) [2] is modified. We sample (δj , βj,1, . . . , βj,M ) one at
a time by fixing the other components (δ−j , β−j,m), where δ−j denotes all the indica-
tors except δj , and β−j,m denotes all the coefficients for Ym except βj,m. Therefore in
the Gibbs sampler, we need to compute the posterior probability P (δj = 1|,Y , δ−j ,
{β−j,m,m = 1, · · · ,M}, σ), where the calculation of the likelihood ratio

Z̃j =
P (Y|δj = 1, δ−j, {β−j,m,m = 1, · · · ,M}, σ)
P (Y|δj = 0, δ−j, {β−j,m,m = 1, · · · ,M}, σ)

is the key step. Due to the independent assumption of Y1, · · · , YM , it is easy to show
that

Z̃j =

M∏
m=1

P (Ym|δj = 1, δ−j, β−j,m, σ)

P (Ym|δj = 0, δ−j, β−j,m, σ)

=

M∏
m=1

∫
P (Ym|δj = 1, δ−j, βj,m, β−j,m, σ)P (βj,m|δj = 1)dβj,m∫
P (Ym|δj = 0, δ−j, βj,m, β−j,m, σ)P (βj,m|δj = 0)dβj,m

=

M∏
m=1

σ√
X ′

jXjτ2j,m + σ2
· exp

{
(R′

j,mXj)
2τ2j,m

2σ2(σ2 +X ′
jXjτ2j,m)

}

where Rj,m = Ym −
∑

i�=j Xiβi,m. Define rj,m =
R′

j,mXjτ
2
j,m

σ2+X′
jXjτ2

j,m
, and σ�2

j,m =

σ2τ2
j,m

X′
jXjτ2

j,m+σ2 . We then can rewrite Z̃j as

Z̃j =

M∏
m=1

√
σ�2
j,m/τ2j,m exp

{
r2j,m
2σ�2

j,m

}
. (6)

The group-wise Gibbs sampler is described in Algorithm 1. In practice, we start
from the null model and then iterate the steps in Algorithm 1 to generate the posterior
samples of δj , βj for the posterior inference.
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Algorithm 1: Group-Wise Gibbs Sampler for Support Recovery

1. Randomly select a variable Xj . Compute Rj,m = Ym −
∑

i�=j Xiβi,m, for m =
1, · · · ,M .

2. Compute the likelihood ratio Z̃j according to Eq. (6), and then evaluate the poste-
rior probability of δj

P (δj = 1|Y , δ−j , {β−j,m,m = 1, · · · ,M}, σ) = (1− θj)Z̃j

(1− θj)Z̃j + θj
. (7)

3. Sample δj based on the posterior probability in (7). If δj = 0, then set βj,m = 0,
m = 1, · · · ,M , otherwise, sample βj,m ∼ N(rj,m, σ�2

j,m).
4. After repeat above steps for all variables, compute the current residual matrix,

Res = Y − XB. Then sample σ2 ∼ IG(a+n
2 ,

∑
(diaq(Res′Res))/M+b

2 ). Go to
Step 1.

3.2 Two-Layer Structure and Two-Layer Gibbs Sampler

In the group selection methods, once a variable, Xj , is selection, then Xj is active
for all the responses, Y1, . . . , YM . However, we can further assume that the selected
variable might not be active for all response vectors simultaneously. In other words, we
are interested in finding the best union of support sets, S, and we also assume that the
variable in S might be inactive for some response vectors. Therefore, unlike the single
indicator set-up in the group-wise Gibbs sampler, two nested sets of binary indicator
variables are used. The first set of indicators, δ = (δ1, · · · , δp)′ is associated with
variables, X1, . . . , Xp, respectively, and δj is defined to indicate if the variable, Xj ,
is active for any of the response vectors. Specifically if δj = 1, then the variable Xj is
selected, and δj = 0 otherwise. In the second indicator set, each indicator is associated
with a variable and a response vector, indicating whether this variable is active for
explaining the particular response vector. Thus for each variable Xj , we define the
indicator vector η(j) = (ηj,1, · · · , ηj,M ), and if ηj,m = 1, the variable Xj is active for
the m-th response, Ym, and ηj,m = 0 otherwise.

Similar to the group-wise Gibbs sampler, the prior distribution of δj is also assumed
to follow the Bernoulli distribution with P (δj = 0) = θj and P (δj = 1) = 1− θj , i.e.
Ber(1− θj). Consider the prior assumption for the second set of indicators. Following
Chen et al. (2014) [3], the prior distribution of the indicator in the second set, ηj,m, is
chosen as a mixture distribution depended on the indicator in the first set: δj , and is
represented as

ηj,m|δj ∼ (1− δj)γ0 + δjBer(1 − ρj,m), (8)

where P (ηj,m = 0) = ρj,m. Based on Eq. (8), if the j-th variable, Xj , is not selected
in S, i.e. δj = 0, then ηj,m = 0 for all m = 1, . . . ,M , however, when δj = 1, ηj,m still
could be 0 or 1 due to the Bernoulli prior distribution. Then for the coefficient, βj,m,
given the indicators δj and ηj,m, the prior distribution of βj,m can be defined as

βj,m|δj , ηj,m ∼ (1 − δjηj,m)γ0 + δjηj,mN(0, τ2j,m). (9)
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That is the prior of βj,m is N(0, τ2j,m) only when δj = 1 and ηj,m = 1, i.e. Xj is
in S and is active for the m-th response, Ym. Otherwise βj,m is set to be zero. In
fact, this coefficient prior has also been used in Chen et al. (2014) [3]. For the prior
assumption on the noise variance σ2, as usual, we choose the inverse gamma conjugate
prior σ2 ∼ IG(a/2, b/2). Finally in the prior distribution, (δj , ηj,m, βj,m), j = 1, . . . , p
are assumed to be independent and given δj = 1, (ηj,m, βj,m), m = 1, . . . ,M are
assumed to be independent of each others, too.

Based on the prior set-up, we can use Gibbs sampler to draw posterior samples of
the indicators and the coefficients. Similar to group-wise Gibbs sampler in Algorithm 1,
the key step is to compute the likelihood ratios of the indicators in the first and second
sets respectively, and then the posterior probabilities for δj = 1 and ηj,m = 1 can be
computed accordingly. Thus we can sample these indicators from the corresponding
posterior Bernoulli distributions. First, consider the multi-response model in Eq. (1).
Based on the assumption of independence between Y1, · · · , YM , the likelihood ratio Zj

of the variable Xj is represented as

Zj =
P (Y|δj = 1, δ−j , {β−j,m,m = 1, · · · ,M}, σ)
P (Y|δj = 0, δ−j , {β−j,m,m = 1, · · · ,M}, σ) =

M∏

m=1

P (Ym|δj = 1, δ−j , β−j,m, σ)

P (Ym|δj = 0, δ−j , β−j,m, σ)
.

Let k = {(k1, · · · , kM ) : km = 0 or 1,m = 1, · · · ,M} denote the set of all possible
combinations of (ηj,1, · · · , ηj,M ). It is easy to show that

Zj =
∑

k=(k1,··· ,kM )

(

M∏
m=1

bj,km),

where

bj,km =

∫
P (Ym|βj,m, ηj,m = km, δj = 1, δ−j , β−j,m, σ)P (βj,m, ηj,m = km|δj = 1)dβj,m

P (Ym|δj = 0, δ−j , β−j,m, σ)
.

If km = 0, then we can simply obtain bj,km=0 = ρj,m. When km = 1, then

bj,km=1 =

(1−ρj,m)√
2πτ2

j,m

∫
exp

{
− 1

2σ2 (Rj,m − βj,mXj)
′(Rj,m − βj,mXj)−

β2
j,m

2τ2
j,m

}
dβj,m

exp
(
− 1

2σ2R
′
j,mRj,m

)

=
(1− ρj,m)σ√
X ′

jXjτ 2
j,m + σ2

· exp
{

(R′
j,mXj)

2τ 2
j,m

2σ2(σ2 +X ′
jXjτ 2

j,m)

}

= (1− ρj,m)×
√

σ�2
j,m/τ 2

j,m exp

{
r2j,m
2σ�2

j,m

}
.

Thus the likelihood ratio Zj of the indicator δj can be represented as

Zj =
∑

k=(k1,··· ,kM )

{
M∏

m=1

[(
(1− ρj,m)×

√
σ�2
j,m/τ 2

j,m exp

{
r2j,m
2σ�2

j,m

})km

· ρ(1−km)
j,m

]}
.

(10)
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Once Xj is not selected, then we can simply set ηj,m = 0 and βj,m = 0 for all
m = 1, . . . ,M . Otherwise, if the variable Xj is included in S, i.e. δj = 1, then we need
to check if Xj is active or not for each individual response Ym separately. Following
the component-wise Gibbs sampler in Chen et al. (2011) [2], the likelihood ratio Qj,m

of the variable Xj with respect to the m-th model, Ym, is computed and can be shown
as

Qj,m =
P (Ym|ηj,m = 1, η−j,m, β−j,m, σ, δj = 1)

P (Ym|ηj,m = 0, η−j,m, β−j,m, σ, δj = 1)

=
σ√

X ′
jXjτ2j,m + σ2

· exp
{

(R′
j,mXj)

2τ2j,m
2σ2(σ2 +X ′

jXjτ2j,m)

}

=
√
σ�2
j,m/τ2j,m exp

{
r2j,m
2σ�2

j,m

}
. (11)

Based on both likelihood ratio functions, Eq. (10) and Eq. (11), the corresponding
posterior probabilities of δj = 1 and ηj,m = 1 can be derived. The proposed Gibbs
sampling algorithm is summarized in Algorithm 2. Note that we would start from the
null model by setting δj = 0; ηj,m = 0 and βj,m = 0 for all j and m. Based on our
experiences, this initial model works well.

Algorithm 2: The Two-Layer Gibbs Sampler for Support Recovery

1. Randomly select a variable Xj . Compute Rj,m = Ym −
∑

i�=j Xiβi,m for m =
1, · · · ,M .

2. Compute the likelihood ratio Zj according to Eq. (10), and then evaluate the poste-
rior probability of δj

P (δj = 1|Y , δ−j , {β−j,m,m = 1, · · · ,M}, σ) = (1− θj)Zj

(1− θj)Zj + θj
. (12)

3. Sample δj based on the posterior probability in Eq. (12). If δj = 0, then set ηj,m =
0 and βj,m = 0, for all m = 1, · · · ,M . Otherwise, for each m = 1, · · · ,M ,
compute the likelihood ratio Qj,m according to Eq. (11), and sample ηj,m based on
the posterior probability

P (ηj,m = 1|Ym, η−j,m, β−j,m, σ) =
(1 − ρj,m)Qj,m

(1− ρj,m)Qj,m + ρj,m
. (13)

If ηj,m = 0, set βj,m = 0; otherwise, sample βj,m ∼ N(rj,m, σ�2
j,m).

4. After repeat above steps for all variables, compute the current residual matrix,
Res = Y − XB. Then sample σ2 ∼ IG(a+n

2 ,
∑

(diaq(Res′Res))/M+b
2 ). Go to

Step 1.

3.3 Sample Version of Two-Layer Gibbs Sampler

In Algorithm 2, the computation of Zj in Eq. (10) involves 2M cases and can be com-
putational expensive, especially when the number of the responses, M , is large. To save
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computational cost, instead of deciding whether the j-th variable, Xj , is selected or not
based on the posterior probability in Eq. (12) directly, we adopt another method as be-
low. If the current variable is not selected in the union of the support sets, i.e., δj = 0,
we propose to active this variable first by setting δj = 1, and sample the individual in-
dicators ηj,m and coefficients βj,m from the corresponding conditional distributions via
the component-wise Gibbs sampling approach in Chen et al. (2011) [2], i.e. the Step 3
in Algorithm 2. We then decide whether to keep the sampled indicators and coefficients
via the Metropolis-Hastings acceptance-rejection rule. Conversely, if the variable is se-
lected in S, i.e. δj = 1, we then propose to turn down this indicator by switching δj to 0,
and setting all the corresponding indicators ηj,m and coefficients βj,m to be zero. There-
fore, we determine whether to accept this proposal or not via the Metropolis-Hastings
acceptance-rejection rule, too. Thus this proposed method can be treated as the sample
version of the two-layer Gibbs sampler. The details of these stages are shown in the
following.

Let Θj = (δj , η
(j), β(j)) be the parameter set for the jth variable, Xj , where η(j) =

(ηj,1, · · · , ηj,M ), and β(j) = (βj,m, · · · , βj,M ) are the corresponding second-layer in-
dicators and coefficients. The proposed transition of Θj can be defined as

T (Θ0
j → Θ1

j ) = P (β̂(j), η̂(j)|R(j), δj = 1, σ) (14)

T (Θ1
j → Θ0

j ) = 1, (15)

where Θ0
j = (δj = 0, η(j) = 0, β(j) = 0), Θ1

j = (δj = 1, η̂(j), β̂(j)), R(j) =

(Rj,1, · · · , Rj,M ), and {β̂(j), η̂(j)} are sampled from the joint posterior distribution.
Here T (Θ0

j → Θ1
j ) is the proposal distribution for changing δj from 0 to 1, and

T (Θ1
j → Θ0

j ) is the proposal distribution to switch δj to 0. Suppose the variable Xj is

not included in S currently, i.e. δj = 0. Then after sampling η̂j,m and β̂j,m by setting
δj = 1, we calculate the acceptance probability Âj as:

Âj(Θ
0
j → Θ1

j )

=
P (Θ1

j )

P (Θ0
j )

·
T (Θ1

j → Θ0
j )

T (Θ0
j → Θ1

j )

=
P (δj=1, η̂(j), β̂(j)|Y , δ−j, η

(−j), β(−j), σ)

P (δj=0, η(j)=0, β(j)=0|Y , δ−j , η(−j), β(−j), σ)
· 1

P (β̂(j), η̂(j)|R(j), δj=1, σ)

=

(
M∏

m=1

P (Ym|β̂j,m, η̂j,m, δj=1, δ−j , β−j,m, σ)P (β̂j,m, η̂j,m|δj=1)

P (Ym|δj=0, δ−j, β−j,m, σ)

)
× 1− θj

θj

× 1∏M
m=1 P (β̂j,m|η̂j,m, Rj,m, δj = 1, σ)P (η̂j,m|Rj,m, δj = 1, σ)

=

M∏
m=1

[(
1− ρj,m
pj,m

·
σ∗
j,m

τj,m
· exp

(
−
σ2 + τ2j,mX ′

jXj

2τ2j,mσ2
β̂2
j,m +

R′
j,mXj

σ2
β̂j,m

+
(β̂j,m − rj,m)2

2σ∗2
j,m

))η̂j,m
⎤⎦×

M∏
m=1

[(
ρj,m

1− pj,m

)(1−η̂j,m)
]
· 1− θj

θj
(16)
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where pj,m = P (ηj,m = 1|Rj,m, δj = 1, σ) =
(1−ρj,m)Qj,m

(1−ρj,m)Qj,m+ρj,m
, η(−j) denotes

all the second-layer indicator vectors except η(j), and β(−j) denote all the coefficient
vectors except β(j). So based on Metropolis-Hastings acceptance-rejection rule, we
accept the proposed samples, δj = 1 and (β(j), η(j)) = (β̂(j), η̂(j)), with probability
Padd = min{1, Âj}. Otherwise if the variable Xj is active already, that is δj = 1, then
based on the current β�

j,m and η�j,m, m = 1, · · · ,M , we have

D̂j(Θ
1
j → Θ0

j )

=
P (Θ0

j )

P (Θ1
j )

·
T (Θ0

j → Θ1
j )

T (Θ1
j → Θ0

j )

=
M∏

m=1

⎡⎣⎛⎝ pj,m
1− ρj,m

· τj,m
σ∗
j,m

· exp

⎛⎝σ2 + τ2j,mX ′
jXj

2τ2j,mσ2
β2�
j,m −

R′
j,mXj

σ2
β�
j,m

−
(β�

j,m − rj,m)2

2σ∗2
j,m

))η�
j,m

⎤⎦×
M∏

m=1

[(
1− pj,m
ρj,m

)(1−η�
j,m)

]
· θj
1− θj

. (17)

Thus the probability of accepting the proposal to remove the variable Xj from S is
Pdel = min{1, D̂j}.

The modified algorithm is shown in Algorithm 3. As mentioned before, in this algo-
rithm, component-wise Gibbs sampler is used to generate the proposal samples of ηj,m
and βj,m for the corresponding response Ym individually.

Algorithm 3: Sample Version of Two-Layer Gibbs Sampler for Union Support
Recovery

1. Randomly select a variable Xj . Compute Rj,m = Ym −
∑

i�=j Xiβi,m for m =
1, · · · ,M .

2. If δj = 0, sample {(η̂j,m, β̂j,m),m = 1, · · · ,M} based on the component-wise
Gibbs sample (Step 3 in Algorithm 2) through Rj,m. Compute Âj in Eq. (16).
Switch δj from 0 to 1 with probability Padd = min{1, Âj}. If δj = 1, set ηj,m =

η̂j,m, βj,m = β̂j,m, m = 1, · · · ,M .

3. If δj = 1, suppose the current coefficients and indicators in the second layer are
βj,m = β�

j,m and ηj,m = η�j,m, m = 1, · · · ,M . Compute D̂j in Eq. (17). Change

δj from 1 to 0 with the probability Pdel = min{1, D̂j}. If the proposal is rejected,
it means the variable Xj is kept in the union model. Then we can re-sample ηj,m
and βj,m, m = 1, · · · ,M for each individual regression model according to the
component-wise Gibbs sampler by Rj,m.

4. After repeat above steps for all variables, compute the current residual matrix,
Res = Y − XB. Then sample σ2 ∼ IG(a+n

2 ,
∑

(diaq(Res′Res))/M+b
2 ). Go to

Step 1.
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4 Simulated Example

In this section, we illustrate the performance of the proposed two-layer Gibbs sampler
via a simulated example. In this example, we set M = 15 and there are p = 200
predictor variables of length n = 80. The variables are defined by

Xj = Gj + kG,

where k = 2 is a pre-specified constant, and Gj’s and G are independently generated
from multivariate normal distribution with zero mean vector and identical covariance
matrix I80. In the setting, the correlation between any two variables is 0.8. The true
active variable set was {X7, X8, X9, X11, X12, X13}, i.e. S = {7, 8, 9, 11, 12, 13}, and
the corresponding coefficients of 15 single regression models are shown in Table 1. The
other coefficients are all set to be zero. Then each response is generated according to
the linear model Ym = Xβm + ωm, where ωm ∼ N80(0, I80).

The sample version of two-layer Gibbs sampler, Algorithm 3, is used in this ex-
ample. The prior parameters are set as θj = 0.5, ρj,m = 0.5, τ2j,m = 20 for all
j ∈ {1, · · · , 200},m ∈ {1, · · · , 15}, and a = b = 0.001 as the non-informative
parameter for inverse gamma prior of σ2. The initial model is set as the null model,
i.e. δj = 0; ηj,m = 0 and βj,m = 0 for all j and m. Totally we run 3000 sweeps.
After discarding the first 2000 sweeps, samples collected from the last 1000 sweeps
are used for the inference about support union recovery. First the posterior probabilities
P (δj = 1|Y) andP (ηj,m = 1|δj = 1,Y) are estimated based on the posterior samples,
and then for the posterior inference, the median probability criterion is used according
to Barbieri and Berger (2004) [1]. Thus the threshold probabilities for including predic-
tor in the shared and individual model are both set to 0.5, i.e. P̂ (δj = 1|Y) ≥ 0.5 and
P̂ (ηj,m = 1|δj = 1,Y) ≥ 0.5.

The posterior probabilities of P̂ (δj = 1|Y ) are shown in Figure 1. In fact, the poste-
rior probabilities of X7, X8, X9, X11, X12 and X13 are all higher than 0.5. Therefore,
the selection result of the support union recovery agrees the true model.

Then P̂ (ηj,m = 1|δj = 1,Y ) for j ∈ S are shown in Figure 2. For those nonzero
coefficients in Table 1, all corresponding indicators in the second set have posterior
probability larger than 0.5. Therefore, based on the median probability criterion, these
are treated as active. In particular, β8,6 = 0.4, β9,5 = 0.4, β9,6 = 0.4, β9,9 = 0.5,
and β9,14 = 0.5 are relatively smaller values. However, the corresponding posterior

Table 1. The true coefficients of the union of the support sets S in the simulated example

Xj βj,1 βj,2 βj,3 βj,4 βj,5 βj,6 βj,7 βj,8 βj,9 βj,10 βj,11 βj,12 βj,13 βj,14 βj,15

X7 0.9 1.7 0 1.2 0.5 0 2.1 0.7 0 0.8 0.8 2.5 0 0 0.9
X8 0.9 1.7 2.2 1.2 0 0.4 2.1 0.7 0 0.8 0.8 2.5 1.3 0 0
X9 0.9 1.7 0 0 0.5 0.4 2.1 0 0.5 0.8 0.8 2.5 0 0.5 0
X11 0 0 0 0 1.3 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 0 0 0.7 0 0 0 0 0 0
X13 0 0.6 0 0 0 0.5 0 0 0 0 0 0 0 0 0
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probabilities of η8,6, η9,5, η9,6, and η9,9 are still larger than 0.5. Thus the proposed two-
layer Gibbs sampler can successfully recover supports correctly. The posterior means
of the coefficients for the selected variables are also shown in Table 2.
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Fig. 1. The posterior probabilities of δj : P̂ (δj = 1|Y ) estimated by the two-layer Gibbs sampler
in the simulated example
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Fig. 2. The posterior probabilities of ηj,m: P̂ (ηj,m = 1|δj = 1,Y ) obtained by the two-layer
Gibbs sampler in the simulated example

To compare with the other approaches, first the group-wise Gibbs sampler, Algo-
rithm 1, is used for the same simulation data. In the group-wise Gibbs sampler, indi-
cator variables, δj , j = 1, · · · , p, are only adopted in the model. To implement this
algorithm, the prior parameters set-up are chosen the same as these in the two-layer
Gibbs sampler, and the median probability criterion is also adopt for the posterior
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Table 2. The estimated coefficients by the sample version of the two-layer Gibbs sampler, Algo-
rithm 3, in the simulated example

Xj β̂j,1 β̂j,2 β̂j,3 β̂j,4 β̂j,5 β̂j,6 β̂j,7 β̂j,8 β̂j,9 β̂j,10 β̂j,11 β̂j,12 β̂j,13 β̂j,14 β̂j,15

X7 0.85 1.78 0 1.20 0.47 0 2.18 0.63 0 0.71 0.92 2.31 0 0 0.78
X8 0.94 1.68 2.20 1.23 0 0.44 2.06 0.75 0 0.76 0.83 2.59 1.30 0 0
X9 0.91 1.61 0 0 0.52 0.20 2.03 0 0.46 0.96 0.64 2.73 0 0.55 0
X11 0 0 0 0 1.30 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 0 0 0.73 0 0 0 0 0 0
X13 0 0.57 0 0 0 0.52 0 0 0 0 0 0 0 0 0

Table 3. The estimated coefficients by the group-wise Gibbs sampler, Algorithm 1, in the simu-
lated example

Xj β̂j,1 β̂j,2 β̂j,3 β̂j,4 β̂j,5 β̂j,6 β̂j,7 β̂j,8 β̂j,9 β̂j,10 β̂j,11 β̂j,12 β̂j,13 β̂j,14 β̂j,15

X7 0.85 1.88 -0.19 1.13 0.79 0.22 2.19 0.61 0.40 0.71 0.92 2.30 -0.05 0.06 0.77
X8 0.95 1.89 2.17 1.16 0.40 0.53 2.06 0.73 0.17 0.73 0.83 2.59 1.41 0.11 0.05
X9 0.91 1.77 0.22 0.16 0.92 0.39 2.02 0.05 0.57 0.97 0.64 2.74 -0.10 0.41 -0.04

inference. The simulation result is summarized as follows. Only three variables, X7, X8,
X9, are identified as active variables and the posterior means of the nonzero coefficients
are show in Table 3. Thus this group-wise Gibbs sampler has the under-selection prob-
lem for active variables. The reason is due to the weak group signal for the variables
X11, X12, X13 because X11 and X12 are active for Y5 and Y9 respectively and X13 is
only important for Y2 and Y6.

In addition to Bayesian approaches, we also compare the simulation results with
the Lasso type method. Here the sparse group Lasso function, mc sgLeastRin.m, in
SLEP MATLAB toolbox [8] is used for this simulation study. The active variables are
determined if at least one of the Lasso coefficient estimations is nonzero. Consider
active variable selection results. In addition to the true 6 active variables, there are 14
other variables treated as active. So it has the over-selection problem for the union of
the support sets. Focus on the true active variable set, S. The coefficient estimations,
β̂j,m for j ∈ S and m = 1, . . . , 15, are shown in Table 4, and we also find out the
over-selection problem for the each response vector individually.

5 Application in Image Analysis

In this section, a real image example is used to illustrate the performance of the pro-
posed Bayesian algorithm. There are five cup images, i.e. M = 5, as shown in Figure 3.
Based on the sparse coding theory of Olshausen and Field (1996) [11], an image I can
be represent as a linear composition of Gabor wavelet elements

I =
p∑

j=1

cjGj + U, (18)
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Table 4. The estimated coefficients by sparse group Lasso in the simulated example

Xj β̂j,1 β̂j,2 β̂j,3 β̂j,4 β̂j,5 β̂j,6 β̂j,7 β̂j,8 β̂j,9 β̂j,10 β̂j,11 β̂j,12 β̂j,13 β̂j,14 β̂j,15

X7 0.74 1.63 0 1.18 0.42 0 1.76 0.55 0.13 0.66 0.70 2.26 0 0 0.59
X8 0.70 1.45 1.83 0.74 0 0.17 1.83 0.43 0 0.62 0.54 2.27 1.95 0 0
X9 0.71 1.62 0 0 0.29 0.41 1.86 0 0.34 0.51 0.42 2.07 0.04 0.25 0
X11 0 0 0 0 0.86 0 0 0 0 0 0.04 0 0 0 0
X12 0 0.01 0 0 0 0 0 0 0.06 0.01 0 0 0 0 0
X13 0 0.24 0 0 0 0.16 0.01 0 0.03 0 0 0.04 0 0 0

where {Gj , j = 1, . . . , p} is a dictionary of Gabor basis functions defined on the same
domain as I, {cj, j = 1, . . . p} are the coefficients, and U is the unexplained resid-
ual image. In this case, the basis functions are treated as representational features and
assumed over-complete.

Each cup image is represented as (50 × 50) × 1 image vector, and the Gabor basis
dictionary are defined as

g(u, v) = exp

[
−1

2
(σuu

2 + σvv
2)

]
cos

[
2πu

λ

]
,

u = u0 + x1 cos θ − x2 sin θ,

v = v0 + x1 sin θ − x2 cos θ,

where (u0, v0) has same domain as image, σu = 1, σv =
√
2, λ =

√
2π, and θ =

{k/5 × π, k = 0, 1, · · · , 4}. Thus, totally 12500 Gabor basis functions are chosen in
this real example.

In the sample version of two-layer Gibbs sampler, we choose the same prior param-
eters as those in simulation study, and keep last 2000 draws from the total 5000 sweeps
as the posterior samples. Figure 4 show the recovered cup images. Using Two-layer
structure, the recovered figure not only reveal the shape of cup, but also the different
logo on each cup.

Fig. 3. The original cup images

Fig. 4. The recovered cup images
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6 Conclusion

In this paper, a Bayesian variable selection method is studied for recovering the union
of support sets. Here the two nested sets of indicators are augmented into the multi-
response linear regression model, and thus we do not only recover the union of the
support sets, S, but also determine if the variables are active or not for the particular
response. Two Gibbs sampling methods are introduced for the posterior sampling. The
results of the simulation study and the image example demonstrate the performances of
the proposed Bayesian approach.

The following are some directions for future work. Firstly the set-up of the prior
parameters is still an issue, especially for τj,m, because based on our experience, the
selection results can be sensitive to the values of τj,m. Secondly in this paper, we con-
sider the homoscedastic model, i.e. the covariance matrix of the error vector in each
single task share the same identity matrix. How to extend the proposed method to the
heteroscedastic multi-response model can be an interesting project. Finally the asymp-
totical property of the proposed Bayesian method needs to be investigated.
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Abstract. Frequent pattern mining is an important model in data mining. Cer-
tain frequent patterns with low minimum support can provide useful informa-
tion in many real datasets. However, the predefined minimum support value as 
a threshold needs to be set properly, or it may cause rare item problem. A too 
high threshold causes missing of rare items, whereas a too low threshold causes 
combinatorial explosion.  In this paper, we proposed an improved FP-growth 
based approach to solve the rare item problem with multiple item supports, 
where each item has its own minimum support. Considering the difficulty of 
setting appropriate thresholds for all items, an automatic tuning multiple item 
support (MIS) approach is proposed, which is based on Central Limit Theorem. 
A series of experimental results on various tourism information datasets shows 
that the proposed approach can enhance frequent pattern mining with better ef-
ficiency and efficacy. 

Keywords: frequent pattern mining, multiple item support, automatic turning 
minimum support. 

1 Introduction 

Frequent patterns are an important class of regularities that exist in databases. Since it 
was first introduced in [1], the problem of mining frequent patterns has received a great 
deal of attention [3]. Most of the frequent pattern mining algorithms (e.g., Apriori [2] and 
FP-growth [4]) use the single minimum support framework to discover complete set of 
frequent patterns, where the setting of minimum support (min_sup) plays the key role to 
this model’s success. The frequent patterns discovered with this framework satisfy 
downward closure property. That is, “all non-empty subsets of a frequent pattern must 
also be frequent.” This property holds the key for minimizing the search space in all of 
the single min_sup based frequent pattern mining algorithms [2, 3]. However, this algo-
rithm has a strong assumption that all items in the data are of the same nature and/or have 
similar frequencies in the database. This is generally way from features of data in real 
applications. In many applications, some items appear very frequently in the data, while 
others rarely appear. A valuable part is on these rare items, which appear with low fre-
quency and may be missed easily. Frequent patterns containing rare items usually can 
                                                           
* Corresponding author. 
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reveal information with high profitable potential for further decision support. This kind of 
phenomenon is often seen in consumer market. The necessities, consumables and low-
price products such as bread or jam are bought frequently, but luxury goods, electric 
appliance and high-price such as bed or fridge are generally bought once for a long pe-
riod. In such a situation, if the min_sup is set too high, all of the frequent patterns con-
taining rare items will be missed. On the other hand, if the min_sup is set too low, many 
meaningless frequent patterns will be included and misleading focus. The problem to find 
mining frequent patterns containing both frequent and rare items with “single min_sup 
framework” is so called as the rare item problem.  

For addressing rare item problem, B. Liu et al.[7] proposed mining frequent patterns 
with “multiple min_sup framework”, with which each pattern can satisfy a different 
min_sup depending upon the items within it. The frequent patterns discovered through 
“multiple min_sup framework” do not satisfy downward closure property and therefore 
deemed not applicable for minimizing the search space in multiple min_sup based fre-
quent pattern mining algorithms. An Apriori-based algorithm known as Multiple Support 
Apriori (MSApriori) was proposed in this literature to find frequent patterns with “mul-
tiple min_sup framework”[7]. Also, two FP-growth based algorithms, Conditional Fre-
quent Pattern-growth (CFP-growth) [5] and CFP-growth++ [6], have been proposed to 
mine frequent patterns. Since downward closure property no longer holds in “multiple 
min_sup framework,” the CFP-growth algorithm [5] has to carry out exhaustive search in 
the constructed tree structure. In [6], it proposed an improved CFP-growth approach, 
CFP-growth++, by introducing four pruning techniques to reduce the search space. Mul-
tiple min_sup framework is reasonable but brings another question: users generally have 
trouble specifying “good” support value for each item--they need constantly tune the 
support value. Updating items’ min_sup is a costly work—it takes time and efforts to 
scan database and then to execute the mining algorithm once again—and thus not appro-
priate to rerun so frequently. Therefore, it is necessary to design a maintenance approach 
for specifying min_sup automatically. 

This study proposes an automatic tuning multiple item support (MIS) approach, 
with an illustrative example on tourism information database. We firstly categorized 
the data from the tourism information database to five classes, who, what, when, 
where and why, according to predefined ontology structure which constructed by 
domain experts. Fig. 1 illustrates the ontology schema applied in this case. As a gen-
eral database in real world, tourism information database contains abundant data of 
popular sites on holidays, with significantly less records on items not so popular—
frequencies of items vary widely and it is a rare item problem. Moreover, the cost of 
tuning multiple minimum supports is far higher than those of tuning single minimum 
support, because it is to tune all min_sup thresholds for all different items, which is 
large in number. Therefore, we developed an improved CFP-growth++ approach to 
solve the rare item problem with multiple item supports. An automatic tuning MIS 
approach is designed based on the Central Limit Theorem [8]. A series of experimen-
tal results on various tourism information datasets shows that the proposed approach 
can enhance frequent pattern mining with better efficiency and efficacy. 

The remaining of the paper is organized as follows. In section 2, we explain the 
necessary background. In section 3, we proposed improved CFP-growth++ approach 
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to mine both frequent and rare patterns. Experimental results are discussed in section 
4. Finally, the conclusion and future work is drawn in section 5. 

 

 

Fig. 1. An ontology schema for tourism information database 

2 Problem Definition 

In this section, we discuss rare item problem and extended version of frequent pat-
terns on multiple min_sups.  

Table 1. Encoded transaction database 

TID Items Items (ordered by MIS 
value) 

1 {111, 121, 211, 21*} {21*, 111, 211, 121} 
2 {111, 121, 221, 22*} {111, 22*, 221, 123} 
3 {111, 123, 212, 21*} {21*, 111, 212, 123} 
4 {112, 122, 222, 22*} {112, 22*, 222, 122} 
5 {112, 122, 211, 21*} {112, 21*, 211, 122} 
6 {112, 122, 222, 22*} {112, 22*, 222, 122} 
7 {111, 123, 211, 21*} {21*, 111, 211, 123} 
8 {112, 123, 211, 21*} {112, 21*, 211, 123} 
9 {112, 123, 222, 22*} {112, 22*, 222, 123} 
10 {112, 123, 212, 21*} {112, 21*, 212, 123} 

2.1 Rare Item Problem 

There are mostly non-uniform in nature containing both frequent and rare items in 
real world datasets. If the frequencies of items in a database vary widely, the 
following issues will be encountered while mining frequent patterns under single 
min_sup framework: 

1. If min_sup is set too high, the frequent patterns containing rare items will not 
be exploited. 

2. If min_sup is set too low, it can find frequent patterns that involve both 
frequent and rare items. However, it can also cause combinatorial explosion, 
generating too many meaningless frequent patterns. 
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Example 1. Consider the database shown in Table 1. At high min_sup, say min_sup = 
4, we will miss the frequent patterns involving the rare items {221} and {222}. In 
order to exploit the frequent patterns containing {221} and {222}, we have to specify 
low min_sup.  

2.2 Extended Version of Frequent Patterns 

In order to face the rare item problem, B. Liu et al. [7] proposed the extended version 
of mining frequent patterns with “multiple min_sup framework” to solve this prob-
lem. In this extended version, each item in the transaction database is specified with a 
support constraint known as minimum item support (MIS, in short). Moreover, the 
min_sup of a itemset is represented with minimal MIS value among all its items. 

 X min , , … ,  (1) 

where , … , , 1 k n, is a pattern and MIS( ), 1 j k, means the 
MIS of an item ∈ X. 

This extended model enables users to generate rare item rules without causing 
frequent items to generate too many meaningless patterns. However, in real-world 
applications, users cannot specify applicable min_sup at once and always tune MIS of 
each item constantly. It is very time-consuming and costly because it must rescan 
database many times. Therefore, in this paper, an automatic tuning MIS approach is 
proposed. The concept of  the Central Limit Theorem is utilized to specify MIS 
values automatically. We clarify the Central Limit Theorem in Theorem 1. 

Theorem 1. (Central Limit Theorem) 
Given certain conditions, the arithmetic mean of a sufficiently large number of 
iterates of independent random variables, each with a well-defined expected value and 
variance, will be approximately normally distributed. [8] 

That is, suppose that a sample is obtained containing a large number of observa-
tions, the central limit theorem says that the computed values of the average will be 
distributed according to the normal distribution. Moreover, in our ontology, it can 
divide into different taxonomies and each of them is independent of each other. Ac-
cording to the 68-95-99.7 rule which means nearly all values lie within three standard 
deviations of the mean in a normal distribution, we can know that if MIS value = 
mean-standard deviation, approximately 84% item combinations will be found. 
Therefore, it can avoid that occur combinatorial explosion, producing too many mea-
ningless frequent patterns. We define the MIS value of each item as follows: 

 µ ∑  (2) 

 MIS µ ∑ µ  (3) µ  means the average frequency of the items , … , , where items , … ,  be-
long to the same level nodes of each category in the ontology.  
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3 Algorithm 

The proposed approach is an improvement over CFP-growth++ algorithm proposed in 
[6]. The basic concepts of the algorithm can be decomposed into three stages: (1) 
construction of MIS-tree (2) generating compact MIS-tree and (3) mining frequent 
patterns from the compact MIS-tree.  

A detailed description of the algorithm is given in Algorithm 1 and Algorithm 2. 
First, we construct MIS-tree. The MIS-tree consists of two components: prefix-tree 
structure and MIS header table. The prefix-tree structure is similar to FP-tree structure 
[4]. The difference is that items in the MIS-tree are ordered in descending order ac-
cording to their MIS values. Each entry in the MIS header table consists of three 
fields: item, the MIS value of each item, and head of node link which point to the first 
node in the MIS-tree with that item. The following example is used to illustrate the 
MIS-tree construction process. 

 

Fig. 2. Initial MIS-tree 

Example 2. Following the example above, let us consider the database shown in 
Table 1. The MIS value of each item is shown in the MIS header table in Fig. 2, 
which is computed by using equation 3. According to Algorithm 1, the items in each 
transaction ( see the third column in Table 1) and the order of item list in MIS header 
table are arranged in decreasing order according to their MIS value.  

Next, a MIS-tree is created as follows. First, the root node is created. Then, the 
scan of the first transaction leads to the construction of the first branch of the tree with 
four nodes <21*:1>, <111:1>, <211:1> and <121:1>. The second transaction contain-
ing the items ‘111’, ‘22*’, ‘221’ ‘123’ will result in a branch where ‘111’ is linked to 
root node, ‘22*’ is linked to ‘111’, ‘221’ is linked to ‘22*’ and ‘123’ is linked to 
‘221’. The remaining transactions in TDB can be done in the same way. To facilitate 
tree traversal, a MIS header table is built in which each item points to its occurrences 
in the MIS-tree via the head of node link. Moreover, nodes with the same item are 
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linked in sequence via such node links. After scanning all the transactions in Table 1, 
we will get the initial MIS-tree shown in Fig. 2. 

To decrease the search space, the compact MIS-tree is generated by pruning items 
with supports less than MIN value and merging nodes with the same item name. For 
example, we remove the nodes with items, 121 and 221, and the complete and com-
pact MIS-tree is shown in Fig. 3. 

 

Fig. 3. Compact MIS-tree 

Input: a transaction database DB and an ontology 
Output: MIS-tree 
Method: 
1. Create the root of a MiS-tree, T, and label it as null 
2. For each Transaction, tn, in encoded TDB do 
3.  Sort all items in tn according to their MIS(i)in 

deccending order 
4.  Count the support values of any item i, denoted as 

Sup(i) in tn. 
5.  Insertion(tn[p|P], T), where p is the first element 

and P is the remaining list. 
6. End for 
7. For each item f in unfrequent itemset F do where F is 

the set of items with support smaller than MIN(F) 
8.  Delete the entry in the header table with item_name = 

f 
9.  Pruning(T, f) 
10.End for 
11.Get MIN frequent item header table 
12.Merge(T) 
Procedure Insertion(tn[p|P], T) 
1. While P is not empty 
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2.  If T has a child N = p 
3.   N.count++ 
4.  Else 
5.   Creat a new node N, N.count =1 
6.   Let its parent link be linked to T 
7.   Let its node-link be linked to the nodes with the 

same item-name via the node-link structure 
8. End while 
Procedure Pruning(T, ij) 
1. For each node n in the node-link ij in T do 
2.  If n is a leaf 
3.   Remove n 
4.  Else  
5.   Remove n && its parent link will be linked to its 

child 
6. End for 
Procdeure Merge(T) 
1. For each ij in MIN frequent item header table do 
2.  If there are childnodes with the same item name 
3.   Merge these childnodes 
4.   Set the count as the summation of these nodes‘ count 
5. End for 

Table 2. All conditional pattern bases and conditional frequent patterns 

Item MIS Cond. Pattern bases Cond. Frequent patterns 
122 1.279 <112, 22*, 223: 2>, <112, 21*, 211:

1> 
{222, 122:2}, {22*, 122:2}, {112, 
122:2}, {22*, 222, 122:2}, {112, 
222, 122:2}, {112, 22*, 122:2}, 
{112, 22*, 222, 122:2} 

123 1.279 <21*, 111, 211:1>, <21*, 111, 212:1>,
<111, 22*:1>, <112, 22*, 222: 1>,
<112, 21*, 211:1>, <112, 21*, 212:1>

{112, 123:3}, {21*, 123:4}, {111, 
123:3}, {22*, 123:2}, {211, 123:2}, 
{212, 123:2}, {112, 21*, 123:2}, 
{21*, 111, 123:2}, {21*, 211, 
123:2}, {21*, 212, 123:2} 

212 1.382 <21*, 111>, <112, 21*> {21*, 212:2} 
222 1.382 <112, 22*> {112, 222:3}, {22*, 222:3}, {112, 

22*, 222:3} 
211 1.382 <21*, 111>, <112, 21*> {21*,211:4}, {111, 211:2}, {112, 

211:4}, {21*, 111, 211:2}, {112, 
21*, 211:2} 

22* 4 <111>, <112> Φ 
111 4 <21*> Φ 
21* 4 <112> Φ 

112 4 Φ Φ 



96 Y.-C. Chen et al. 

 

The procedure for mining the complete set of frequent patterns from compact MIS-
tree is shown in Algorithm 2.  The process of mining frequent patterns is described as 
follows. Consider the item ‘122’ that has lowest MIS among all items in the compact 
MIS tree. It occurs in two branches of compact MIS-tree, <112, 22*, 223, 122: 2>, <112, 
21*, 211, 122: 1>. Consider the item ‘122’ as a suffix item , its conditional prefix paths 
are <112, 22*, 223: 2> and <112, 21*, 211: 1>, which form the conditional pattern base. 
As the compact MIS-tree is constructed, ‘122’ will have MIN value among all items in 
its conditional pattern base. Therefore, using MIS value of ‘122’ as the conditional 
min_sup, conditional MIS-tree is generated with <112, 22*, 223: 2> and <112, 21*, 211: 
1>. The rightmost column of Table 2 lists all the frequent patterns. Similar process is 
repeated for other remaining items in the compact MIS-tree to discover the complete set 
of frequent patterns. The complete set of frequent patterns is shown in Table 2. 

Algorithm 2 CFP-growth++ 
Input： MIS-tree, a set of MIN frequent items F, MIS(ij) 
of each item ij in F 
Output： the complete set of all ij’s conditional frequent 
itemsets 
Method： 
1.  For each item ij in the header of Tree do 
2.   Set conditional min_sup, Cmin_sup = MIS(ij) 
3.   If ij is a frequent item 
4.    Generate pattern β= ij∪α with support = ij.support. 
5.    Construct β’s conditional pattern base and β’s 

conditional MIS-tree Tβ  
6.    If Tβ≠Φ 
7.     CFPGrowth++( Tβ, β, Cmin_sup) 
8.  End for 
Procedure CFPGrowth++(Tree, α, Cmin_sup) 
1.  For each item ij in the header of Tree do 
2.   Generate pattern β= ij∪α with support = ij.support. 
3.   Construct β’s conditional pattern base and β’s 

conditional MIS-tree Tβ  
4.   If Tβ≠Φ 
5.    If Tβ contains a single path P 
6.     For each combination γ of the nodes in the path P 

do 
7.      Generate pattern γ∪β with support = minimum 

support count of nodes in γ. 
8.     End for 
9.    Else 
10.    CFPGrowth++( Tβ, β, Cminsup). 
11.  End for 
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4 Experimental Results 

This section describes a set of experiments performed to assess the benefit of our 
approach. We compare the method proposed in [7] to assign MIS values to items with 
our approach. The method [7] is as follows: 

 MIS                                (4) 

The  is the actual frequency of item  in the TDB. MIN denotes the user-
specified least minimum item support value of all items. σ 0 1  is a parame-
ter that controls how the MIS values for items should be related to their frequencies. 
If σ 0, we have only one min_sup, MIN, which is the same as the traditional fre-
quent pattern mining. If σ 1 and ,  is the MIS value for item 

.The approaches are implemented in Java and all the experiments are performed in 
an Intel Core i7 2.90GHz with 7.7 GB of memory, and running on Windows 7.  

For our experiments, we generated a number of data sets from the tourism informa-
tion database to test our approach. For each point of interest (poi, in short), we used 
other four categories from ontology, who, when, why and what, which are utilized to 
describe poi to construct a dataset. Here, we use the results from one data set to illu-
strate. The others are similar and thus omitted. The number of transaction is 97. We 
set up MIN values =1. Fig. 4 shows the number of frequent patterns found. We let σ 1⁄  and vary α from 1 to 5. We see from Fig. 4 that the number of frequent 
patterns is significantly reduced by the method proposed in [7] when α is not too 
large. The number of frequent patterns found by our approach is close to the average 
of number of frequent patterns found by the method proposed in [7]. This result indi-
cates that it can prevent to generate meaningless frequent patterns by using our main-
tenance method for automatic min_sup specifying. 

 

Fig. 4. POI dataset 
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5 Conclusions 

This paper has proposed how to mine frequent pattern containing both frequent and 
rare items with multiple min_sups and presented a maintenance method for automatic 
min_siup specifying without rescanning database. We have implemented the im-
proved CFP-growth++ method. By conducting experiments on tourism information 
dataset, the effectiveness of the maintenance method for automatic min_sup specify-
ing is shown experimentally and practically. 

There remain some problems that are worth studying in the future. First, the MIS-
tree maintenance problem will be considered. Since the database is updated conti-
nuously, how to maintain the MIS-tree structure is an interesting problem. Second, we 
are planning to use the concept of frequent closed pattern to make the mining process 
efficiently. 
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Abstract. In this study, an innovative conception is conceived to break the devel-
opment bottleneck of the traditional ECs at present. This innovative conception is 
bio-inspired evolutionary computing with context-awareness and collective-effect 
called as Next-Generation ECs (EC 2.0). For the property of context-awareness in 
EC 2.0, the individuals are able to observe environmental information by physic 
property. And, the individual can regularly and closely move to objective. In addi-
tion, the individual behaviors in collective-effect include competition, cooperation 
and conflict. The conflict behaviors of individuals such as difference, contradiction 
or inconsistence are considered to design the search strategy. The proposed guida-
ble bat algorithm (GBA) is the paradigm of EC 2.0. The bats governed by GBA are 
able to rapidly and precisely discover the global optimal solution. The simulation 
results show that the solving efficiency and solution quality of GBA are better than 
BA’s, even well-known HBA’s. 

Keywords: Next-Generation Evolutionary Computing (EC 2.0), Bio-Inspired 
Evolutionary Computing, Context-Awareness, Collective-Effect, Guidable Bat 
Algorithm (GBA). 

1 Introduction 

Optimization problem in real-world is more complex and has attracted a lot of re-
searchers to search for efficient problem-solving methods. Evolutionary computing is 
the better solution to solve the optimization problems and widely applied in various 
applications such as big data analysis [1, 2]. Swarm-based evolutionary computation 
consists of individuals to become an adaptive system [3-5]. The data structure of solu-
tion represents an individual for the optimization problem in CE. Then, the fitness 
function is used to evaluate the quality of individuals. Each individual searches the 
best solution by an evolution procedure. In the traditional ECs, the individuals are 
advanced by the cooperation and competition such as communication with each other 
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and tracking the best individual. And, the fitness value is the unique condition to indi-
vidual evolution. All individuals compete and cooperate to improve their own quality 
decided by fitness value. However, the individual evolution only counts on competi-
tion and cooperation to cause that the similarity among individual is quite high. The 
individuals tend to falling into local optimal solution in the higher similarity. 

However, for the aspect of sociology, the conflict between individuals in an organi-
zation is the main motivation of advancement in Conflict Theory. The cooperation, 
competition and conflict are required to progress the evolution of organization  
simultaneously. A harmonious organization lacks of innovation and motivation to im-
pede the development. And the individual in a harmonious organization does not con-
tribution to innovation, problem-solving, and creativity. The conflict is able to motive 
individuals to think innovation and renovate organization. The conflict is produced by 
character difference, behavior inconsistency, strategic discrepancy and all that. The 
organization will be substantially advanced by conflict to increase competitiveness and 
enhance quality. The conflict behavior can benefit the organization development 
through the evolution of organization culture, nice communication, organization re-
combination and encouragement competition if the conflict strategies are properly 
utilized. Therefore, the healthful conflict benefits the organization development.  

According to above description about the organization advancement in sociology, 
the conflict behavior is studied to create a novel conception of collective-effect in this 
study. The conflict is caused by (1) the individuals seek different objectives, (2) the 
behaviors between individuals are inconsistent or exclusionary, (3) the adopted strate-
gies are contradictive among individuals in an organization. In EC, a population is 
regarded as an organization. The individuals cooperate and compete for each other so 
that the individuals are very similar. The higher similarity causes the lower diversity 
of population to deteriorate the performance efficiency. Hence, the conflict behavior 
is considered to increase the difference of individual in a population. The individuals 
in a population cooperate, compete and conflict each other to advance the population 
diversity in the proposed Next-Generation ECs (EC 2.0).  

Bat Algorithm (BA) is a new evolutionary computing technology and proposed by 
Xin-She Yang in 2010 [6]. In this study, the search strategies of evolution in BA are 
improved by the properties of context-awareness and collective-effect to design Guid-
able Bat Algorithm (GBA). Therefore, GBA is a typical paradigm of EC 2.0. The bats 
governed in guidable search with context-awareness are able to regularly move based 
on Doppler Effect. Moreover, in divers search, the conflict conception is considered 
in the property of collective-effect. The bats select new location according to the dif-
ference between their own location and another location. The conflict conception 
enable to increases the population diversity to enhance the performance efficiency of 
GBA. This study is the first to employ conflict behaviors of individuals as a kind of 
collective-effect in swarms. The conceived EC 2.0 is close to real world.  

In the rest of this paper, related work about BA and its development are reviewed 
in Section 2. A paradigm of EC 2.0, GBA, applied to solve the optimization problems 
is presented in Section 3. The evolutionary steps of GBA are also elaborated in detail 
in this section. In Section 4, there is a series of simulation to verify the performance  
 



 Bio-inspired Evolutionary Computing with Context-Awareness and Collective-Effect 101 

 

of GBA. The performance evaluation is expressed in this section. And, these simu-
lated results are compared with BA and HBA. Finally, the conclusions of this study 
are summarized in Section 5.   

2 Related Work 

Bat Algorithm (BA) is a bio-inspired algorithm proposed by Xin-She Yang to solve 
optimization problems of single objective and multi-objectives [6, 7]. And, BA is 
investigated in depth and is applied [8]. All bats have an ability of echolocation. Bats 
randomly fly in the velocity (vi) with frequency (fmin), varying wavelength (λ), adjust-
able pulse emission rate (ri) and changeable loudness (A0) at position (xi) to search the 
prey. The frequency fi in bat i is assumed to range from fmin to fmax. The loudness is 
assumed between 1 and 2 as well as decreases from a large positive A0 to a minimum 
constant value Amin. The pulse emission rate is set between 0 and 1.  

The frequency only depends on a randomly vector from a uniform distribution. The 
movement of bats is unable to adjust its velocity according to the distance between 
bats and objective appropriately. The echo time is adopted to aid the more accurate 
measurement of distance between bats and objective. This bat algorithm with echo-
aided is called as EABA [9]. In EABA, the velocity of each bat not only considers the 
frequency of ultrasound but takes the echo time into account to properly adjust 
movement of bats. The bats emit an ultrasound to the objective to calculate the echo 
time between its position and the objective’s position as Eq. (1). The longer echo time 
is, the farther the distance is. At this moment, the bats should increase its velocity to 
quickly approach to the objective. On the contrary, the bats should decrease its veloci-
ty to discover the better position near the objective when the echo time is shorter. The 
velocity is adjusted by the measured echo time as shown in Eq. (2).  , 340 /                         (1) 

                        (2) 

where  is the echo time between the ith bat and current global best solution, V is the 
propagation of sound in temperature is 25 . The velocity (  is from frequency. 
Then, the velocity (  is obtained by velocity (  and echo time ( . The echo 
time is used to measure the distance from bat to objective. The bats can accurately 
move by the echo-aided to reduce the error caused by random frequency. This pro-
posed EABA improves the performance of the original bat algorithm. 

Echolocation is an important feature of bat behavior. That means, bats emit an ul-
trasound and listen to the echo bouncing back from obstacles while flying. This algo-
rithm obtained good results in dealing with lower-dimensional optimization problems, 
but may become problematic for higher-dimensional problems because it tends to 
converge very fast initially. In order to improve bat algorithm behavior for higher-
dimensional problems, the original bat algorithm was hybridized with the strategies of 
differential evolutions (DE), called hybrid bat algorithm (HBA) [10]. HBA has been 
proved on a standard set of benchmark functions taken from literatures. And, the  
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experimental results show that the proposed HBA can significantly improve the per-
formance of the original bat algorithm, which can be very useful for the future.  

The original bat algorithm was hybridized by the differential evolutions (DE). DE 
is a typical evolutionary algorithm with differential mutation, crossover and selection 
that was successfully applied to continuous function optimization, proposed by Storn 
and Price [11-13]. HBA differs from the original BA in local search step. A random 
solution is selected and modified by “DE/rand/1/bin” strategy of DE. The differential 
mutation randomly selects two solutions and adds a scaled difference between them to 
produce the third solution. This mutation can be expressed as follows: 

,   for i=1,…, PS             (3) 

where is the candidate solution presented by the ith bat at iteration t, generated by 
mutation and PS is the population size. ∈ 0.1,1.0  is the mutation rate as a scaling 
factor to scale the adjustment. The variables, r0, r1 and r2, are random integers from 1 
to PS. w is the bat in a population. This intention of HBA is to produce a position of 
bat different from the position of all bats in a population. 

Uniform crossover is employed as a differential crossover by the DE. The trial vec-
tor is built out of parameter values that have been copied from two different solutions. 
This crossover can be expressed as follows: 

. .     0,1     
,                      (4) 

where j is the jth dimension in bat i. z is a new solution generated by crossover of the 
original position and the solution generated by mutation. ∈ 0.0, 1.0  is the cros-
sover rate and controls the fraction of parameters that are copied to the trial solution. 
Note, the relation  assures that the trial vector is different from the original 
solution .  In [10], the strategy “DE/rand/1/bin” is applied to produce the variety 
of trial position and denotes that the base vector is randomly selected, 1 vector differ-
ence is added to it, and the number of modified parameters in mutation vector follows 
binomial distribution. This operation in HBA benefits the information gathering for 
population to produce a better position of bats. Then, differential selection can be 
expressed as follows:                         (5) 

where f is the fitness function used to evaluate the quality of position for each bat in 
HBA. If the quality of new position generated by crossover is better than the quality 
of the original position, the bat will move to the new position. Otherwise, the bats stay 
in the current position. In HBA, an operator of DE is applied in local search to gather 
the information. The various positions of bats are produced by information gathering 
to improve the solving efficiency in BA. 
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3 Guidable Bat Algorithm is Applied in Solving Optimization 
Problems 

In BA, the frequency of bat is generated by a random vector with uniform distribu-
tion. This randomly generated frequency effortlessly makes aimless search of bats to 
deteriorate the evolution quality of algorithm. And, there are no exclusive rules to 
steer the bats toward the correct direction during movement procedure. These situa-
tions deteriorate the evolution quality to search the global optimal solution for algo-
rithm. In order to overcome these disadvantages to enhance the solving efficiency, a 
guidable bat algorithm with frequency shift based on Doppler Effect is proposed in 
this study.  

The principles of Doppler Effect and conflict behavior are applied in BA to invent 
an innovative bio-inspired EC approach called as Guidable Bat Algorithm (GBA) as 
shown in Fig. 1. This conception mainly provides a regular rule based on Doppler 
Effect to guide the bats toward the correct direction in guidable search. The bats go-
verned in GBA are able to fast and accurately discover the global optimal solution. A 
regular rule is able to move the step of bats according to the distance between the bats 
and the current best bat appropriately. 

In the traditional EC such as particle swarm optimization (PSO) [14, 15], the par-
ticles learn and communicate experience with each other. The particles only use the 
fitness value to evaluate the quality of position.  As well as, the fly direction of all 
particles depend on the best particle. Hence, the particles are very similar so that the 
particles easily fall into local optimal solutions.  In order to overcome this disadvan-
tage. In divers search of GBA, the conflict behavior is considered to design the search 
strategy to strengthen the ability of global search for bats. The bats search new loca-
tion by considering the similarity between their own location and another location. 
Therefore, the population is comprised by diversity bats to search wider region.  
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Fig. 1. Flowchart of a paradigm of GBA with bio-inspired evolutionary computing 
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Step 1. Initialization 

The parameters are specified including iteration, population size and dimension of 
search space for algorithm. Then, for the properties of bat such as the frequency, ve-
locity, previous position, current position, location, loudness and emission pulse rate 
are initialized. In GBA, the position of bats represents a potential solution in a solu-
tion space. Then, the fitness function is designed for the target problem and used to 
evaluate the quality of position. Each bat has its fitness evaluated by the defined fit-
ness function. In this study, the proposed algorithm is used to discover the minimum 
solution of continuous functions. Hence, the smaller the fitness value is, the better the 
position is. 

Step 2. Guidable Search 

Doppler Effect is employed to establish a regular rule of bat movement in GBA. The 
bats governed by GBA are able to adjust their velocity by frequency shift with Dopp-
ler Effect. This frequency shift depends on Doppler Effect caused by velocity between 
the bats and the current best bat. When the bats are close to the current best bat, the 
bats should receive the ultrasound with higher frequency. The bats use this higher 
frequency of the ultrasound to accelerate the velocity. The acceleration is able to as-
sist the bats quickly flying toward the direction of the current best bat. The bats at-
tempt to find a better position than the current best bat according to this direction. On 
the contrary, when the bats run away from the current best bat, the bats will receive an 
ultrasound with lower frequency. The bats should use this frequency to derive the 
velocity. The bats slowly move to explore a better position than their own position 
along the path of the current best bat. In guidable search, the velocity of bats is ad-
justed by frequency shift of the received ultrasound wave to approach to a better posi-
tion. This novel movement benefits the bats to quickly and accurately explore the 
global optimal solution to improve the solving efficiency of the proposed algorithm. 
In additional, this proposed GBA is employed to solve the optimal solution of conti-
nuous function during evolution. The bats use their own previous positions and  
current position to ascertain close to or away from the current best bat according to 
Eq. (6) and Eq. (7). 

                       (6) 

                       (7) 

where  and  are the distances of the previous position ( ) and the current 
position ( ) between bat i and the current best bat ( ) respectively. The bats ob-
tain a frequency of received ultrasound as shown in Eq. (8). Then, a low filter is uti-
lized to filter out the LF noise of frequency caused by background noise as shown in 
Eq. (9). Hence, the bats can accurately adjust the velocity given by Eq. (10). If 

, the bats fly toward the current best bat. The bats should receive the ultra-
sound with higher frequency. The bats will quickly fly toward the direction of the 
current best bat to find a better position than the current best bat according to this 
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direction. On the contrary, if , the bats fly away from the current best bat. 
The bats receive the ultrasound with lower frequency. The bats should decelerate to 
explore a better position than their own position along the path of the current best bat.  / ,  / ,                (8) 

/2                        (9) 

                    (10) 

where  is the frequency caused by Doppler Effect for bat  at iteration .  is the 
propagation speed of sound in 25 . In this study, V is set 340 m/s.  is the veloc-
ity of bat i at iteration t-1.  is the frequency of emitted ultrasound for the bats and be 
assumed from fmin to fmax with uniform distribution in [0, 1].  is the velocity of the 
current best bat.  is the new frequency obtained by the past frequency ( ) and 
the frequency ( ) caused by Doppler Effect of bat i at iteration t. The velocity ( ) is 
modified by the distance between bat i and the current best bat, as will at the new 
frequency ( ). 

Besides, there is no exclusive rule to steer the bats move forward the correct direc-
tion in BA. The bats managed in GBA utility the velocity and their own current posi-
tion to explore the location . If the quality of explored location is better than their 
current positions, the bats will update their own current position with the new found 
locations and the original current positions will be the previous positions as Eq. (11). 
Otherwise, the bats stay at their own position as shown in Eq. (12) and Eq. (13). As a 
result, this searching policy provides the proper frequency and suitable velocity to 
guide the bats toward correct direction to follow the current best bat.  

                          (11) ,            ,                                         (12) 

,     ,                                      (13) 

The bats use the modified velocity ( ) to explore new location ( ) based on the 
position ( ). If the new location is better than their own position ( ), the bat 
will update their own position ( ) with the new found location ( ). Then, the origi-
nal position ( ) will be the previous position ( ) according to Eq. (13). 

Step 3. Refined Search 

In BA, there is a condition, rp> ri, to decide whether the bats execute the local search 
or not. Thus, this condition is referred in the proposed algorithm to provide obvious  
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performance comparison with original BA. If a random value (rp) is greater than the 
emission pulse rate (ri) of the bats, the bats will carry out the refined search designed. 
In other words, the execution probability of refined search is 1-  for each bat. In this 
step, the bats attempt to find a better location by slightly explore near the current best 
bat. In BA, the bats slightly move based on the average loudness (At) of all the bats at 
iteration t to search a better location near the current best bat. However, the average 
loudness is decreasing with the iterations increasing. The smaller the average loud-
ness is, the narrower the search region is. The search region of bats is centralized near 
the current best bat. This centralized search easily makes bats falling into the local 
optimal solution. In GBA, the bats search a better location near the current best bat 
according to their frequency by Eq. (14). The movement do not be seriously affected 
by iteration in proposed approach. The search region is elastic to enhance the possibil-
ity with position updating. ,   1,1  (14) 

where  is the current best bat.  is the random number with uniform distribution. 
 is the frequency of bat i at iteration t.  is the found new location by slight 

movement. 

Step 4. Update the Current Best Bat 

The current best bat may be replaced due to the position updating of some bats. Once 
the current best bat is changed, the flight direction of bats toward the current best bat 
will be different next iteration. The current best bat with the finest quality is selected 
after comparing with all position of bats as shown in Eq. (15). This current best bat 
will lead other bats toward the search direction of global optimal solution.  ,     (15) 

Step 5. Divers Search 

Divers search is an early-stage resolution to conflict between bats, proposed in this paper. 
When the bats are trapped in conflict solution, a divers search is involved in GBA to 
strengthen the global search. The velocity of bats will be randomly modified to search 
new location by Eq. (16). There are three exploration strategies including excavate near 
position, excavate near location and disorder, to be adopted according to a random value 
(R) for each dimension as shown in Eq. (17), if R=1, the bat explore new location based 
on its current position. If R=2, the bat explores new locations near its current location. 
The bats attempt to carefully discover the better position near their own position and 
location in these two exploration strategies. Otherwise, when R=3, the bat randomly 
selects a location in solution space to exploit new search region.  

, , ,     ∈ 2, 2  (16) 
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, , , ,   1, , ,   2,   3 (17) 

where ,  is the j-th dimensional velocity of bat i at iteration t and is modified by a 

random value, , from a uniform distribution.  is the new location of bat by three 
designed strategies. As a result, a new found location consist of different elements 
from position, location and random for the bat to deviate the search direction of bats. 
The divers search benefits the bats to exploit new search region to avoid falling into a 
local optimal solution. Then, the cosine similarity is utilized to analyze the similarity 
of the new location and original location of a bat as Eq. (18).  _ , ∑∑ ∑                  (18) 

_  is the similarity of a new location and a current location. If the similarity of 
bat is greater than the similarity threshold ( ), the bat is still search the location 
around their own location after the search direction of bat suffers violent disturb by 
designed strategies. This bat will discover a new location through tracking for the 
current best bat to fast approach to the current best bat as shown in Eq. (19).  is 
the similarity threshold. ,                                         1 ,               (19) 

Step 6. Update Bat Information 

This bat will update its properties to afresh adjust status, including loudness (Ai) and 
emission pulse rate (ri) according to Eq. (20). This new current best bat with better 
status will lead all bats toward new search direction to explore new area. The loudness 
and emission pulse rate of bats will be updated when (1) the current best bat is up-
dated in divers search and (2) the random number (rA) between 0 and 1 is smaller than 
the loudness (Ai) of bat i. ,      1                (20) 

Step 7. Termination 

All bats carry out Step 2-6 to indicate that iterations have been finished. All bats will 
be back to Step 2 to start next iteration repeatedly until the condition of termination is 
satisfied. When the termination is satisfied, the final current best bat is regarded as the 
global best bat and its position is the derived global optimal solution of the optimiza-
tion problem in this evolution. 
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100 rounds. The smaller the Std. is, the higher the reliability is. The Max. and Min.  
are the best and the worst convergent solutions in 100 rounds respectively.  A tolera-
ble threshold (Ttor) is utilized to determine the acceptance of a solution. If the average 
error of solution is less than Ttor, the global optimal solution is found in an iteration 
limitation. The evolution is successful in this round. And, SR. is defined as following: .  .                           (23) 

The statistics of convergent solution with the single pattern for two benchmark 
function with different dimensions are shown in Table 1. Avg. mainly appraises the 
quality of convergent solution. The smaller Avg. implies the smaller the average er-
rors of converged solution is and the better the performance of algorithm. The con-
vergent solution is 5.41E-6 occurred in Ackley function with d=128. The errors of 
these cases slightly rise in the case of 128-dimension functions. In addition, the Std. is 
very small. The average has sufficient reliability. To be stricter than the previous 
works [6, 10], the Ttor is set to 1.00E-6 in this study, rather than 1.00E-05. If the aver-
age error of convergent solution in an evolution is less than Ttor, the bats successfully 
finds the global optimal solution in a round. The higher the SR is, the better the ability 
of discovering global optimal solution for bats are. The SR is 100% to indicate that 
the bats find the global optimal solution in all rounds for a pattern. On the other hand, 
the SR is 91% and 73% for the 128-dimension of Griewangk function and 128-
dimension of Ackely function, because the errors of the worst convergent solution are 
3.36E-05 and 6.13E-05 respectively. These two errors are greater than tolerable thre-
shold to imply that the bats do not explore the global optimal solution in a small num-
ber of rounds for each pattern. The errors of convergent solution in these unsuccessful 
rounds deteriorate the average for a pattern. And, the number of unsuccessful round in 
Ackley function is more than that in Griewangk function.  

Table 1. The statistics and SR of the GBA with a single pattern in two benchmark function 
with two kinds of dimensions 

benchmark Griewangk Ackley 
Dimension 64 128 64 128 

Avg. 2.90E-16 1.31E-06 3.46E-10 5.41E-06 
Std. 0.00E+00 4.37E-06 1.05E-09 8.52E-06 

Max. 1.50E-14 3.36E-05 6.34E-09 6.13E-05 
Min. 0.00E+00 3.23E-18 2.37E-15 1.19E-08 
SR. 100% 91% 100% 73% 

 
In order to confirm the solving efficiency of proposed bat algorithm in this study, the 

GBA is compared with HBA and BA in 10, 20 and 30 dimensions with an iteration limi-
tation. The simulation results of HBA and BA are provided by [10]. In [10], the iteration 
limitations are separately set to 1000, 2000 and 3000 for 10, 20 and 30 dimensions to 
verify the quality of global optimal solution. And each function is executed 25 rounds to 
derive the statistics in these three kinds of dimensions. The parameters of Griewangk 
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function and Ackley function in this study are the same as [10]. Therefore, these two 
functions are adopted to the comparison of solving efficiency for GBA, HBA and BA in 
these three kinds of dimensions. The simulation results of compared three algorithms are 
shown in Table 2. 

The purpose is to compare the quality of global optimal solution between GBA, 
HBA and BA in an iteration limitation. For BA, there are severe average errors of 
global optimal solution in these three kinds of dimensions for these two examined 
functions. Therefore, these iteration limitations are insufficient to discover the eligible 
global optimal solution. Furthermore, the HBA is proposed to improve the quality of 
global optimal solution in an iteration limitation. The strategies of differential evolu-
tion are applied to reform the local search in BA to design HBA. The average error of 
global optimal solution is decreased so that it is noticeably improved in HBA, particu-
larly for Griewangk function shown in Table 2. These simulation results prove that 
HBA based on DE applied in local search benefits the improvement of quality with 
global optimal solution.  

Table 2. The statistics comparison of BA, HBA, and GBA in benchmark functions with various 
dimensions 

Algorithm Function Statistics d=10 d=20 d=30 

BA 

Griewangk 

Min. 3.29E+01 8.77E+01 1.58E+02 
Max. 1.73E+02 1.43E+02 4.18E+02 
Avg. 8.30E+01 1.46E+00 1.51E+02 
Std. 6.94E+01 1.64E+01 1.52E+01 

Ackley 

Min. 1.37E+01 2.15E+02 3.39E+02 
Max. 2.00E+01 5.87E+02 7.82E+02 
Avg. 1.75E+01 3.38E+02 4.67E+02 
Std. 1.73E+01 1.80E+01 1.76E+01 

HBA 

Griewangk 

Min. 2.25E-09 1.01E-07 6.38E-06 
Max. 3.97E-05 2.96E+01 3.57E+01 
Avg. 3.18E-06 8.56E-07 6.42E-05 
Std. 1.14E-07 2.17E+00 3.12E+00 

Ackley 

Min. 6.31E-04 3.70E-05 5.43E-04 
Max. 2.00E+01 5.48E+01 9.85E+01 
Avg. 1.16E+01 3.82E-05 2.53E-03 
Std. 1.78E+01 1.95E+01 1.94E+01 

 
GBA 

Griewangk 

Min. 0.00E+00 0.00E+00 0.00E+00 
Max. 0.00E+00 0.00E+00 0.00E+00 
Avg. 0.00E+00 0.00E+00 0.00E+00 
Std. 0.00E+00 0.00E+00 0.00E+00 

Ackley 

Min. 1.45E-16 1.45E-16 1.45E-16 
Max. 1.12E-14 1.86E-14 2.97E-14 
Avg. 1.24E-15 3.36E-15 6.04E-15 
Std. 0.00E+00 0.00E+00 0.00E+00 
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According to the simulation results, HBA provides a good solving efficiency and is 
a ponderable challenge target. Although HBA displayed a good solving efficiency, the 
quality of global optimal solution in GBA is outstandingly meliorated than it is in 
HBA. And the iteration limitation is only set to 1000 in these three kinds of dimen-
sion for GBA. Therefore, GBA not only represents a better quality of global optimal 
solution but also requires a less iteration. In addition, the quality of global optimal 
solution in HBA is steadier than it is in BA because the statistics including Max., Min. 
and Std. are smaller. This smaller statistics benefits to enhance the reliability for 
quality of the global optimal solution. As a whole, in [6], the simulation results show 
that BA is better than GA and PSO. And in [10], the HBA improves the solving effi-
ciency of BA. Then, an innovative guidable bat algorithm is proposed in this study. 
This proposed algorithm is a perfect swarm-based evolutionary computation and bet-
ter than the above algorithms by the demonstration of simulation results. 

5 Conclusions 

In this study, GBA based on Doppler Effect is proposed to improve the solving efficien-
cy of BA. The bats in GBA have the ability of guidance by frequency shift based on 
Doppler Effect toward the correct direction in guidable search. Moreover, both refined 
search and divers search are employed to reinforce the ability of local search and global 
search. The bats are able to discover the eligible position to upgrade the position of the 
current best bat in a short time. Therefore, the bats are able to rapidly and precisely to 
discover the global optimal solution to augment the solving efficiency of the proposed 
GBA. GBA is a perfect evolutionary computation and better than the other algorithms 
such as GA, PSO, BA and HBA by the demonstration of simulation results. Hence, the 
features of context-awareness and collective-effect in EC 2.0 benefit the performance 
efficiency of the global optimal solution. In addition, the cooperation, competition and 
conflict are not only to balance the operation but also to speed up the advancement in 
organization. Additionally, how to adjust the individual behavior with cooperation, com-
petition and conflict to maintain the population advancement will be valuable and diffi-
cult topic for the technology of ECs in future. 
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Abstract. Data fusion systems are widely used in various areas such
as sensor networks, robotics, video and image processing, and intelligent
system design. Data fusion is a technology that enables the process of
combining information from several sources in order to form a unified
picture or a decision. Today, anomaly detection algorithms (ADAs) are
in use in a wide variety of applications (e.g. cyber security systems, etc.).
In particular, in this research we focus on the process of integrating the
output of multiple ADAs that perform within a particular domain. More
specifically, we propose a two stage fusion process, which is based on
the expertise of the individual ADA that is derived in the first step. The
main idea of the proposed method is to identify multiple types of outliers
and to find a set of expert outlier detection algorithms for each type. We
propose to use semi-supervised methods. Preliminary experiments for
the single-type outlier case are provided where we show that our method
outperforms other benchmark methods that exist in the literature.

Keywords: Anomaly Detection Algorithms, Cluster, Ensemble, Out-
lier, Scores.

1 Introduction

According to the current state of the art, a wide range of anomaly detection
algorithms (ADA) are proposed in various disciplines such as statistics, data
mining, machine learning, information theory and spectral decomposition [1],
which are also known as outlier detection algorithms [2]. Given the decisions of
multiple ADAs, which all operate in the same environment, in this research we
aim to confront the challenge of integrating the individual decisions into a final
unified representative decision. Specifically, we are interested in non-stationary
(i.e., unstable and unexpected) environments where the algorithms improve the
decision making process using partial feedback given to them sporadically (that
is, at unknown times) and the correctness of the feedback is also unknown [18].
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The need for such a fusing system stems from the fact that there are many
ADAs that suffer from a certain percentage of error. By fusing and aggregat-
ing the outputs of multiple ADAs we aim to minimize the error percentage as
much as possible. In other words we intend to maximize the recall rate of the
process. An illustrative example is the case where a computer system adminis-
trator aims to identify and block any offensive attack on his computer system
or any malicious program [19–22]. Another noncriminal example of an anomaly
detection scenario is the case where countries with high typhoon vulnerability
aim to identify approaching storms and to act in such a way that will minimize
potential damage [23].

An ideal ADA satisfies the conditions of (i) having a True Positive Rate (TPR)
equal to 1 (the TPR indicates the portion of accurate positive instances of all
positive instances that were classified as positive; this measurement is also known
as the recall rate or alternatively the sensitivity rate) and (ii) having a False
Positive Rate (FPR) equal to 0 (the FPR is the portion of positive instances
that were misclassified as positive of all positive classified instances (the FPR is
also known as the false alarm rate).

Assuming that a set of ADAs do not overlap and are independent we may
use a simple OR operation among them in order to fuse them. Namely, it is
sufficient that a single ADA decides a certain input instance is an outlier in
order to have the final decision of an outlier. Unfortunately, this assumption is
far from applicable. Therefore, in this paper we propose a fusing method that
will achieve a false alarm rate smaller than each of individual ADA.

Against this background, in this paper we propose a two phase mechanism. In
the first step an offline process will take place to classify all the given ADAs into
clusters based on their expertise. In the second phase an online and continuous
process will take place in which we aim to fuse the decision of all the ADAs in a
way that promotes the expert ADAs that were identified in the previous phase
for each given type of outlier.

Next we provide a preliminary experiment that deals with the case of a single
type of outlier. Here we focus on a more basic debate that exists in the literature
about the process of unifying the scores given by different ADAs taken from
different scales and ranges termed the normalization phase. We show a way to
overcome the problem of normalization by using ranking in its place, which was
found to perform better than the normalization.

The paper is structured as follows. In section 2 we describe the current state
of the art. In section 3 we provide details about the general fusing structure.
Then, in section 4 we describe our proposed expertise based fusing mechanism.
In section 5 we describe our simulation and provide initial results. Finally we
conclude in section 6 and discuss future work.

2 Related Work

Information or data fusion has been widely researched in the last decade [3, 4].
According to Ahmed and Pottie [4], data fusion is the process by which a data
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from a multitude of sensors is used to yield an optimal estimate of a specified
state vector pertaining to the observed system, whereas sensor administration
is the design of communication and control mechanisms for the efficient use of
distributed sensors with regard to power, performance, reliability, etc. In this
paper we deal with a special case of information fusion which is decision fusion
[5]. In information fusion the goal is to fuse complex noisy information provided
by multi-sources or multi sensors, of distributed networks, to produce a single
unified information model (e.g., vision systems, sonar, robotic platform, weather
prediction [4]). However, in our case of decision fusion, we aim to integrate the
multiple decisions we receive from the ADAs into a single decision that will be
more accurate than the decision of each ADA itself. Each of the ADAs provides
a decision in a binary form or in a score form. The special characteristics of our
decision fusion problem make most of the available information fusion methods
irrelevant.

Next we provide some background on the way an ensemble of methods of the
same type can be used to improve the efficiency and correctness of the decision
making as we suggest by the term fusion. The first use of such an ensemble was
in the classification domain. Building an ensemble of single classifiers to gain
an improved effectiveness has a rich tradition and sound theoretical background
[6–8]. The idea of using an ensemble can also be found in the clustering domain.
[6, 9]. Next, in the domain of anomaly detection or also known as outlier detection
algorithms, most of the efforts have been invested in the development of new
methods for outlier detection. Only very few preliminary studies have attempted
to use the notion of ensemble in order to compose a group of outlier detection
algorithms in order to create a meta outlier that will perform better [10–13].
Going back to ensemble in classification, the main insight from using ensemble
in the classification domain is that for an ensemble to outperform each of the
individual classifier requires that they are (i) accurate (i.e., at least better than
random); (ii) diverse (i.e., making different errors with new instances). These
conditions are necessary and sufficient. When these conditions are satisfied the
majority voting rule of the ensemble also may be correct [6]. In conclusion,
the rule of thumb in constructing a meaningful ensemble is to choose members
that make uncorrelated errors. We have followed this principle in composing our
ensemble of outlier detection algorithms/ADAs.

Some information fusion methods are based on weighting techniques of varying
degrees of complexity [4]. For example, Berger [14] discusses a majority voting
technique based on a probabilistic representation of information. In our work we
also consider a weighting method that is basically based on expertise associated
with the multiple ADAs.

3 Fusion Structure

In this paper we assume that there is a set of N ADAs whereby each monitors
the same system, aiming to detect an outlier event or data. Each individual ADA
performs based on different methods. According to Chandola [15] three types of
anomaly detection algorithms exist, which were defined by him as follows:
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1. Point Anomalies: If an individual data instance can be considered as
anomalous with respect to the rest of data, then the instance is termed
a point anomaly. This is the simplest type of anomaly and is the focus of
the majority of research on anomaly detection (e.g. a fraudulent credit card
transaction).

2. Contextual Anomalies: The anomalous behavior is determined using the
values for the behavioral attributes within a specific context. For example,
suppose an individual usually has a weekly shopping bill of 100 except during
the Christmas week, when it reaches 1000. A new purchase of 1000 in a week
in July will be considered a contextual anomaly, since it does not conform to
the normal behavior of the individual in the context of time even though the
same amount spent during the Christmas week would be considered normal.

3. Collective Anomalies: If a collection of related data instances is anoma-
lous with respect to the entire data set, it is termed a collective anomaly .e.g.
a low value for an abnormally long period of time where the low value is not,
in itself, anomalous or a typical Web-based attack by a remote machine fol-
lowed by copying of data from the host computer to a remote destination
via ftp.

In our research we will focus on ADAs of the first type i.e., point anomaly
detection.

This group of ADAs is also termed an ensemble of ADAs. From this ensemble
we aim to fuse scores/decisions to reach the final score/decision. We assume
the input data to be behavioral which is characterized by being temporal and
sequential. We define an outlier to be an input instance that substantially differs
from previous time series data for which no a priori knowledge exists. An example
of an outlier in the Web-based environment is a data package in the flow between
two remote computers that contains a malicious attack. Another example in the
weather monitoring domain system may be out of range attribute values that
may indicate an approaching storm.

The output of each ADA may use a different scoring/ranking range. Therefore,
in order to enable a meaningful integration or fusion of these values we first must
use a normalization phase that will keep a proportion across the ADAs’ scores.
The simplest way of bringing outliers scores onto a normalized scale is to apply
a linear transformation such that the minimum (maximum) occurring score is
mapped to 0 (1). [11]. In the experiment section we show that ranking may
replace the normalization and even outperform it.

4 Expertise Based Fusion Algorithm

In this section we present our method for fusing the score/decision of an ensemble
of ADAs. Our leading/base assumption is that there might be multiple types of
outliers and that there may be some ADAs that will be experts in the detection
of a certain type or multiple types of outliers, but with a very low prediction
ability regarding other types of outliers.
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The motivation for the assumption of having multiple types of outliers in
a certain monitored data, stems from the domain of web-based attacks from
remote computers that can be for example of multiple types of Trojans (we have
a huge dataset that includes for example temporal data flow consisting of around
13 types of Trojans). To this end, we propose a two stage expertise based fusion
protocol:

1. Offline Stage: Identify groups/clusters of outliers within an initial data set
and associate expert ADAs with each of the outlier clusters, based on their
classification/decision on the instances of the initial data set. Namely, if an
ADA exists, such that in most cases it has correctly classified a certain outlier
type than it will be considered an expert for that type of outlier. Moreover
a certain ADA may be found to be expert for multiple outlier types. At the
end of this phase we should have a set of outlier types and for each such
outlier type we should have a list (which might be empty) of ADAs that are
associated with it and are assumed to be expert in detecting it.

2. Online Phase: For any new given instance, identify its nearest outlier clus-
ter/type, then using an expertise based weighting function combine
the decisions, in order to reach the final decision/score. The expertise based
weighting function aims to promote the decision of the ADAs that were
found to be experts for the given instance’s type. Thus, we aim to achieve a
more accurate decision.

The offline stage may be performed using either supervised or unsupervised
methods. The motivation for using an unsupervised offline stage is the common
assumption that in some environments (e.g., big data) in which anomaly de-
tection algorithms perform, the anomalies are not expected and are unknown;
therefore it is impossible to assume we have tagged or classified data that can
be used.

For the supervised case we propose to reveal the list of anomaly types (if
available). Next, for each anomaly type and for each instance of it in the available
data, compare the score/decision of each member of the ensemble (i.e., an ADA
member) to the accurate decision. Each ADA algorithm that was found to have a
relatively high performance with regard to a certain outlier type will be referred
to as an expert for that particular anomaly type.

For the unsupervised case, on the other hand, the process of identifying ex-
perts is much more complicated. In particular, in order to overcome the fact
that the initial data set is not classified/tagged we will follow a procedure that
was proposed by Schubert et al. [6]. According to the initialization procedure
of Schubert in order to identify the anomaly instances we will take the k top
scored instances according to each ADA. Next, we collect the instances identified
by each ADA (using the union set) to create the group of outliers. Once this
initialization classification is derived, we continue with identifying the expertise
of each ADA similar to the supervised case.

In the online phase, for each new given instance, E we propose to calculate
the nearest anomaly cluster and this similarity measurement s and the specific
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most similar cluster SC will define the expertise based weighting function’s pa-
rameters. Given these notations, the fused score for a certain instance E will be
calculated as follows:

FusedScore(E)=s*[average score of expertsADAs(SC)]+(1-s)*[average score
of unexpertsADAs(SC)]

5 Preliminary Experiment

In this section we limit ourselves to the case of a single outlier type. For this case
we describe the Union Voting Fusion method that basically aims to overcome
the normalization issue.

5.1 The Union Voting Fusion Algorithm

The scores from each ADA are converted to rankings. Then these rankings are
combined into a (inverse) suspicious score by taking the k-th highest rank from
the group of the ADAs. This is interpreted as at least k ADAs having a consensus
that the final rankings of the data are not too suspicious. For example, if an
instance’s final suspicious score is 10, then k of the classifiers agree that this
instance deserves to be on a top-10 outlier list.

It is preferable to combine rankings rather than the raw scores due to the fact
that the scores cannot be interpreted in the same way. The rankings obtained in
this manner are more robust than the individual rankings of the outlier detectors
because they are smoothed out.

Table 1. Scores table

Instance Score 1 Score 2 Score 3

A 0.5 (1st) 0.75 (3rd) 0.9 (1st)

B 0.4 (2nd) 0.9 (2nd) 0.8 (3rd)

C 0.3 (3rd) 0.95 (1st) 0.85 (2nd)

D 0.2 (4th) 0.3 (4th) 0.2 (5th)

E 0.1 (5th) 0.1 (5th) 0.25 (4th)

Example. If we do a “one-vote union”, we take the smallest ranking as the
ranking of the 3-detector ensemble. i.e.
A : min(1,3,1) = 1
B : min(2,2,3) = 2
C : min(3,1,2) = 1
. . . and so on

Instances with the score n appeared in the top-n outlier list of at least 1 detec-
tor. In other words the “one-union” means that it is sufficient to be considered
by at least one ADA classifier.
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Similarly, for an “x-vote union” we take the x -th smallest ranking as the score
of the ensemble. e.g. Union-2
A : min2(1,3,1) = 1
B : min2(2,2,3) = 2
C : min2(3,1,2) = 2 Points with the score n appeared in the top-n outlier list of
at least x detectors.

The ALOI Outlier Data-Set was used for the experiment. Some details are given
below:

1. The ALOI [17] dataset is a set of 110250 color images taken from 1000
small objects under varying conditions (i.e., approximately 100 pictures per
object).

2. In order to be appropriate for use as an outlier dataset, the ALOI dataset was
converted into an RGB histogram form, with 3 bins for each color channel,
and the number of images was reduced to 50000, with 1508 outliers.

3. To create these outliers, 1-5 images taken from the photo galleries of 562
objects such that there were a total of 1508 images to be used as the outliers.
While the other image galleries were left intact to serve as non-outliers. The
result was a dataset of 50000 with a dimensionality of 27.

For our candidate algorithms we used KNN, Aggregated KNN, LOF [24],
LDOF[25] and LoOP[11], which all have a single parameter k. k was adjusted
from 3 to 30 for a total of 5*28 = 140 candidates.

In the comparison made we compared our proposed “one union vote”(at least
one ADA has marked it as an outlier), the “140-union vote” (all the ADAs
agree that a certain instance is an outlier, where we use 140 versions of various
ADAs), the greedy fusion proposed by [6], and the simple average of all ADAs
termed the “Mean Ensemble”. We also include the result of initializing the greedy
ensemble method using the labels themselves. This is obviously not possible in
practice and is done to get the upper bound on performance for benchmarking.
The performance of the various methods are measured by the ROC curve. The
Receiver-Operator Curve (ROC) graphically displays a classifier’s TPR vs. it’s
FPR as the discrimination threshold is varied. It is often used to compare the
goodness of the rankings, scores, or probabilities produced by different classifiers.
The curve always starts at the bottom left (0,0) and ends at (1,1) representing
the extremes of a threshold so high that no instances will be considered positive,
and a threshold so low such that all instances become positive.

The ROC of an ideal classifier reaches TPR=1 when FPR=0 (is tight with the
y-axis and the top left corner), implying that there exists a decision threshold
where the classes are split perfectly. In terms of rankings, this means all instances
of the positive class are ordered before the negative class. The area-under-curve
of this ideal ROC curve is the area of the entire plot and is taken to be 1,
normalized. A classifier that randomly labels instances as positive or negative
will have a ROC curve approaching the diagonal and an AUC of 0.5.

Since there may not be a pre-specified acceptable rate of false positives or a
decision threshold, oftentimes the area-under-curve(AUC) is used as a crude way
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Fig. 1. ROC Curves and Union Voting

Table 2. AUC results for different ensemble

Ensemble System AUC

KNN Ensemble 0.6388
Agg KNN Ensemble 0.6703

LOF Ensemble 0.7802
LDOF Ensemble 0.7479
LoOP Ensemble 0.7966

Greedy Ensemble, Original Method (using best k found) 0.7971
Greedy Ensemble w/ Perfect Initialization (Labels as Target Vector) 0.8048

Greedy Ensemble using Mean Ensemble as Target Vector 0.7861

Union Voting1 0.7438
Union Voting140 0.8009

of comparing the performance of two classifiers on the whole. Given a positive
and negative example, the AUC can be interpreted as the probability of the
positive example receiving a higher score than the negative example. From the
AUCs values listed in Table. 2 we can see that by requiring a high degree of
consensus between the anomaly detector models (Union Voting 140), we prevent
any one detector from mislabeling the data as outlier and so reduce the false
positive rate. This effect is more convincingly demonstrated in the right side of
Fig. 1 where we show the ”rise” in the curve when we switch from a simple union
(Union Voting 1, green curve) to Union Voting 140 (blue curve). (The dotted
blue green curves show Union Voting with thresholds in-between 1 and 140.)
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6 Conclusion

In this paper we consider the Fusion of multiple anomaly detection algorithm.
The motivation for this fusion process has evolved due to the widespread belief
that even though none of the existing ADAs achieves perfect classification, the
combination of multiple ADAs may create a superior outlier detection algorithm
as has been achieved in the classification and clustering domains. In this paper we
describe the expertise based fusion algorithm we developed. This algorithm may
be classified as a semi-supervised method. To evaluate the performance of the
proposed method with the benchmark method that exists in the literature, we
limited the study to the case of a single type of outlier. For this case we showed
that by using the /union voting method, we can overcome the normalization
problem which is one of the critical parts in any fusion process. We do so by
using ranking instead of actual scores. Thus we demonstrated that our method
outperforms the benchmark method from the literature.
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Abstract. Creating art using artificial intelligence technologies is an
emerging research topic. In particular, evolutionary computation has
achieved several promising results in generating visual art and music.
Evaluation of the items generated by evolutionary algorithms is a key is-
sue at computational creativity. Interactive evolutionary algorithms are
widely used to address this issue by incorporating human feedback in the
fitness evaluation. However, this manner suffers from fatigue and decreas-
ing sensitivity after long-term evaluation, which is commonly required in
evolutionary algorithms. This paper proposes using an aesthetic evalua-
tion of visual quality in the fitness evaluation for genetic algorithm (GA)
to create paintings. Specifically, the fitness function considers two fea-
tures for aesthetics. The generative ecosystemic art system, EvoEco, is
applied as a test bench for the proposed method. Experimental results
show that the proposed GA can generate satisfactory paintings by using
aesthetic evaluation.

1 Introduction

Computational creativity has received increasing attention owing to the advance
of artificial intelligence technologies. Creativity involves with the generation of
appropriate novelty and represents some ideas based on previous works [2]. Sev-
eral artificial intelligence technologies have been applied to achieve creativity by
computers. In particular, using evolutionary computation to generate artworks,
create visual art, and compose music has gained considerable promising results
[4,10,13]. Evolutionary algorithms (EAs) are nature-inspired global search ap-
proaches and have succeeded in solving a variety of complex optimization prob-
lems. EAs manipulate a set of chromosomes representing candidate solutions
and change them by mimicking the evolutionary operators in nature, such as
selection, crossover, and mutation. The candidate solutions are evaluated by the
fitness function. Following Darwin’s theory “Survival of the Fittest,” the chro-
mosomes with relatively high fitness values are selected to survive into the next
generation.

Fitness evaluation plays an important role in EAs because it guides the search
direction. In computational creativity using EAs, it ordinarily lacks a specific fit-
ness function for evaluating chromosomes. Human feedback is commonly used as
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an interactive fitness evaluation to address this issue. That is, human users act
like the fitness function to assign fitness values or to select parents and survivors
for EAs. This manner is useful since it combines the search capability of EAs
and aesthetic taste of human. However, EAs usually require thousands or even
million times of fitness evaluation, which makes interactive EAs impractical due
to the fatigue and decreasing sensitivity of human beings after long-term eval-
uation. The interactive EAs for creativity, therefore, have to compromise with
small population and short run. Some studies attempt to avoid user’s fatigue.
For example, Machwe and Parmee [12] used meta-feature clustering to learn and
predict user’s judgment. Llor et al. [11] applied support vector machine to syn-
thesize the subjective fitness function. Kowaliw et al. [7] developed the EvoEco
system to automatically detect and emphasize creative designs. A potential issue
at these methods is that users may need to spend more time in fitness evaluation
once the prediction results are wrong and needed to be corrected. Some research
works on design of fitness functions that can emulate human aesthetic preference
by using machine learning technologies such as neural networks [1] and coevo-
lutionary algorithm [5]. Recently, Liu and Ting [9,10] proposed using objective
evaluation metrics instead of human feedback to address this issue. They de-
signed the fitness function based on music theory to evaluate the compositions
and achieved satisfactory results.

This study aims to generate paintings by EA with aesthetic evaluation. Specif-
ically, we develop a genetic algorithm (GA) and propose using aesthetic vi-
sual quality of paintings for fitness evaluation. In performance assessment, we
implement the EvoEco system, an EA-based image generator, and replace its
interactive EA with the proposed method. The resultant paintings show the
effectiveness of the proposed GA with aesthetic evaluation. The remainder of
this paper is organized as follows. Section 2 introduces the EvoEco system that
uses an interactive EA to generate images. Section 3 presents our proposed GA
and describes the structure of chromosomes and the fitness function based on
aesthetic visual quality. Section 4 presents and compares the generated paintings.
Finally, Section 5 draws the conclusions of this study.

2 Creativity and the EvoEco System

Regarding creativity, Dorin and Korb claimed that “Creativity is the introduc-
tion and use of a framework that has a relatively high probability of producing
representations of patterns that can arise only with a smaller probability in
previously existing frameworks” [3]. According to this definition, they built the
EvoEco system to generate images. EvoEco is a multi-agent ecosystemic platform
based on interactive EA to evolve into generative art. The system consists of two
parts: the ecosystemic (generative) stage transforms a genome into a phenotype
(image), and the evolutionary stage selects and evolves chromosomes.

Following the EA framework, an image is represented as a chromosome in
EvoEco. A chromosome is composed of k agents and each agent is in charge
of painting during its lifetime. The evolutionary process of EvoEco to generate
images is as follows:
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1. Randomly determine the background color of each chromosome.
2. Chromosomes serve as agents to paint during their life time.
3. Mutation and crossover are performed on the chromosomes.

Note that in EvoEco the fitness of images is evaluated by users. When the
generated image is good, users can terminate the system. Figure 1 shows the
EvoEco system and some evolving images.

Fig. 1. Screenshot of the EvoEco system. The left frame shows the population of 16
chromosomes. The middle frame shows the history of previous eight choices. The right
frame shows the control panel.

3 The Proposed Method

Genetic algorithm (GA) is a well-known EA and has shown its effectiveness on a
variety of optimization problems. The general principle of GA is to simulate the
mechanisms of natural evolution, such as selection, crossover, and mutation [6].
Based on Darwin’s theory “Survival of the Fittest,” GA is believed to be capable
of evolving candidate solutions into better ones. To solve an optimization prob-
lem, GA represents candidate solutions as chromosomes, for which the encoding
scheme is essentially related to the problem to be solved. Compared to conven-
tional search methods, GA manipulates a set (population) of chromosomes in
the search process. The fitness function is used to evaluate the quality (fitness) of
candidate solutions (chromosomes). For a maximization problem, higher fitness
implies better solution quality.
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The evolutionary process of GA begins with initialization of the population.
Then GA embarks on reproduction to generate new candidate solutions: First,
the selection operator picks two chromosomes from the population to serve as
parents. The two parents carry out the crossover operator to produce their off-
spring, where the crossover rate defines the probability to perform crossover.
Afterward, mutation is performed with a probability, i.e., mutation rate, on the
offspring to slightly change some genes. The above reproduction process repeats
until the set of offspring is filled. Following “Survival of the Fittest,” the survivor
operator picks the fittest chromosomes out of the offspring population with (or
without) the primitive population to survive and constitute the population for
the next generation.

Design of GA for a given problem concerns representation, fitness function,
selection, crossover, and mutation operators. The following describes our design
of GA for generation of paintings.

3.1 Representation

A chromosome in the GA represents multiple agents to generate images. For-
mally, a chromosome I is represented by

I = (k, (indH , indS , indB), a
1, . . . , ak),

where k ∈ {2, . . . , 6} is the number of agents, (indH , indS , indB) indicates the
background color, and a1, . . . , ak are painters.

The agents paint by assigning colors at some pixels. An agent can be defined
by

a = (sD, delay, (aH , aS, aB), adir, life),

where sD ∈ {0, . . . , 8} denotes the starting direction, delay ∈ [0, 0.5] determines
whether the agent paints this pixel or not, and life is the agent’s moving time.
The terms (aH , aS , aB) and adir is generated by a GP-tree, which indicates the
color to paint at the current pixel and the direction for the subsequent move.

In the beginning, each agent randomly generates a GP-tree. Then, agents
conduct the following actions at every time step:

1. Collect data from its local neighborhood as input.

An agent will collect data from its Moore neighborhood (see Fig 2). These
data, including eight directions and eight colors, are used to calculate the
following input variables:
– (Hc, Sc, Bc): The hue (H), saturation (S), and brightness (B) values of

the pixel at the agent’s current location
– (Hp, Sp, Bp): The hue, saturation, and brightness values of the pixel at

the agent’s previous location
– (Hmean, Smean, Bmean): The mean hue, saturation, and brightness values

of the agent’s neighborhood
– (indH , indS , indB): The chromosome’s initial background color
– dp: The agent’s previous direction
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– Bmax, Bmin: Maximum and minimum brightness values among the agent’s
neighborhood

– rand: a uniformly random number in the range [0, 1]

Fig. 2. Moore neighborhood and directions

2. Calculate output values from the inputs.

The output values are computed by the agent’s GP-tree and the 16 inputs. In
this study, we introduce uncertainty in determining the direction to diversify
the generated patterns. The output values include new hue aH , saturation
aS , brightness aB, and direction adir, which are used to determine the agent’s
next pixel to move to. Note that the hue, saturation, and brightness values
might be out of bounds [0, 1] and are thus truncated by discarding the integer
part and negative sign. The direction is also regularized to {0, . . . , 8} by the
remainder of dividing (100 ·adir) by nine. Table 1 lists the functions used for
the GP-trees. An example GP-tree is given in Fig. 3.

Table 1. Function set used in the GP

Function Action (on two inputs x and y)

add x+ y
sub x− y
mult xy
const returns the associated constant value
max max(x, y)
min min(x, y)
sin sin(x)
id x

div

{
1 y < 0.0001

x/y otherwise

incdec

{
x+ 1/8 y > 0.5

x− 1/8 otherwise

mean x+y
2
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aH = sin(Bmax) ∗max(Hc,Hmean)

aS = Hmean/0.455

aB =
1

2
(min(Hp,Hc) + rand+Bmin)

adir = min(rand,Bmin)− sin(dp)

Fig. 3. An example GP-tree for the four outputs aH , aS, aB , and adir

3. Color the current pixel according to the output variables.

For a pixel, each agent will probabilistically decide whether to paint it or
not. The color to paint for the current pixel is determined by (aH , aS , aB)
from step 2.

4. Move to the next pixel in the direction given by output.

Each agent will move to the next pixel according to direction adir, no matter
the current pixel is colored or not. This study develops two strategies for
the moving direction, i.e., deterministic and uncertain direction. The first
strategy moves the agent to the pixel in the direction of adir deterministically.
In the second strategy, the nine directions can be selected for the agent to
move, where the adir direction has a high probability 1/2 while each of the
remaining eight directions has a low probability 1/16 to be selected as the
moving direction. This uncertainty in the moving direction is expected to
diversify the generated patterns.

3.2 Genetic Operators

The genetic operators of GA include parent selection, crossover, mutation, and
survival selection. In this study, we employ the k-tournament selection in view
of its recognized performance. The proposed GA uses a 5-tournament selection,
which selects the best of 5 randomly picked chromosomes as a parent. Performing
this selection twice gains a pair of parents for subsequent crossover and mutation.
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This study adopts the well-known uniform crossover for the GA. Considering
the fact that the two parents may have different numbers of agents, the crossover
operation is performed with the smaller number of agents between the two par-
ents. Then the uniform crossover sequentially determines at random which par-
ent for a gene to inherit from. The two offspring thus hold the characteristics of
both parents.

For the mutation, we adopt the uniform mutation. This mutation scans the
genes of offspring and decides to change a gene to a random value according to
the mutation rate. For the genes representing agents, if mutation occurs, it will
randomly generate a new agent to replace the old one. This mutation is expected
to increase the diversity.

As for survival selection, this study utilizes the (μ+λ) strategy to keep elitists
among the population.

3.3 Fitness Function

In this study, we propose using two measures of visual quality, i.e., edge distri-
bution and line intersection, in place of human feedback to evaluate the quality
of painting.

Edge Distribution

In evaluating the fitness of a painting, we first consider that the important
regions should have more focus points. Li et al. [8] have validated the utility of
this feature. Given that our painting comprises the results from several agents
coloring the canvas pixel by pixel and thus has interactions, we remove the
Gaussian smoothing filtering used in the original method and keep the edge
noises to increase edge points in the generated paintings.

Specifically, we convert the image from HSB scheme to gray channels and then
apply a 3× 3 Laplacian filter on it (cf. Fig. 4). Afterward, we calculate the area
of the smallest bounding box and its ratio to the whole area. The bounding box
is defined as the rectangle that contains 81% edge points [8]. Figure 5 shows the
original image and the image after applied with Laplacian filter and its bounding
box. According to the test in [8], high-quality paintings have a low ratio, whereas
low-quality paintings have a high ratio. Therefore, we define the complement of

Fig. 4. Discrete approximation to the Laplacian filter
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(a) The better image that has a smaller bounding box

(b) The worse image that has a larger bounding box

Fig. 5. Laplacian filter example

this ratio as the first part of fitness evaluation and compute it by

fedge = 1− WbHb

WH
,

where Wb and Hb denote the width and height of the bounding box, and W and
H are the width and height of the image, respectively.

Line Intersection

In the light of the proposed painting method, it is desired to have more interac-
tion between agents. The interaction level of agents is reflected on the number of
line intersections in the image. Accordingly, we define the second part of fitness
evaluation by

fintersect =
#intersections

WH
.

The fitness value of a painting is defined by

F = fedge + fintersect .
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Table 2. Parameter setting

Parameter Value

Paint size 256× 256
Representation Agents
Population size 10
Selection 5-tournament
Crossover Uniform
Crossover rate Pc 1.0
Mutation Uniform
Mutation rate Pm 5/chromosome length
Survivor μ+ λ
Termination 10 generations

The objective of GA is to find the paintings that maximize the above fitness
value considering edge distribution and line intersection.

4 Simulation Results

This study conducts simulations to examine the performance of the proposed
GA-based painting system. Table 2 lists the parameter setting for the GA. Two
factors are taken into account in the simulations: The first is the use of smooth
rule; the second is the presence of uncertainty in the moving direction. The study
investigates the results from the four combinations of these two factors.

1) No Smoothing + Deterministic Direction

We first experimented with drawing a pixel in a deterministic direction without
performing the smoothing rule at each step. The color of a pixel is calculated
according to its neighbors’ information. The simulation results in Fig. 6a shows
that the generated patterns lack diversity. This is caused by the use of deter-
ministic direction for drawing pixels, which results in many straight lines in
the patterns. To address the monotony issue, we adopt the smoothing rule and
enable uncertainty in the direction to move.

2) Smoothing + Deterministic Direction

Figure 6b presents the results of drawing a pixel in a deterministic direction with
smoothing at each step. The generated patterns are similar with Fig. 6a because
the moving directions are deterministic. However, the gaps between pixels are
moderated by smoothing among neighbors. It helps to generate smoother and
more harmonious patterns in Fig. 6b than the patterns in Fig. 6a.
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(a) no smoothing + deterministic di-
rection

(b) smoothing + deterministic direc-
tion

(c) no smoothing + uncertain direction (d) smoothing + uncertain direction

Fig. 6. Simulation results

3) No Smoothing + Uncertain Direction

The results in Fig. 6c are generated by drawing pixels in uncertain directions
without smoothing. The effect of applying uncertainty in moving direction is
obvious: Comparing the patterns in Figs. 6a–6c, uncertain directions lead to
high variety and fewer straight lines in the generated patterns. This outcome is
preferable for visual experience.

4) Smoothing + Uncertain Direction

Finally, Fig. 6d shows the patterns generated by drawing a pixel in an uncertain
direction with smoothing at each step. The results reflect the effects of smooth-
ing and uncertainty: The generated patterns have fewer straight lines due to
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uncertainty in moving; furthermore, smoothing contributes to harmonious and
moderate coloring.

5 Conclusions

This study proposes using visual quality as the fitness evaluation criterion to
address the issues of fatigue and decreasing sensitivity at interactive EAs for
computational creativity. The proposed fitness function is based on two mea-
sures of visual quality, i.e., edge distribution and line intersection. The edge
distribution considers the ratio of bounding box area to the whole area. The line
intersection reflects the interaction level of agents.

Simulations are conducted on the EvoEco system to investigate the effects of
the proposed method. The simulation results show that smoothing among neigh-
bors helps to bring about harmonious coloring. In addition, the uncertainty in
moving directions leads to fewer straight lines and thus increases the variety and
diversity of generated patterns. In general, these two factors and the proposed fit-
ness function based on visual quality achieve satisfactory patterns, which validate
the effectiveness of EAs and aesthetic evaluation on computational creativity.

Future work includes some directions. First, the fitness function can consider
more aesthetic evaluation metrics. Second, design of genetic operators based on
aesthetic evaluation is promising for EAs to generate satisfactory artworks.
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Abstract. This paper proposes a method for solving the PERT (Program Eval-
uation and Review Technique) problem that involves uncertainty coming from
the perception of multiple experts about the activities. The experts opinions over
the duration of an activity is represented by interval Type-2 Fuzzy Sets (IT2FSs).
Four linear programming models based on the α-cuts done over the duration of
the activities of the project are proposed and solved, keeping fuzzy information
coming from the experts into the solution.

Keywords: PERT, Interval Type-2 Fuzzy Sets, Linear Programming.

1 Introduction

The CPM (Critical Path Method) allows us to plan a project when the activity times are
considered as deterministic, it helps to make a fairly accurate estimate of the duration
of the project (see [1], and Kelley [2]). Duration of activities are not well known in all
projects, so the PERT technique has been independently but contemporaneously devel-
oped with the CPM method (see [3]), as a tool to handle probabilistic uncertainty over
the activities times through the beta distribution, thereby driving a degree of uncertainty.

There are some criticisms about the statistical assumptions of the PERT method, and
some authors have questioned the applicability of the beta distribution to estimate the
duration of activities (see MacCrimmon & Ryavec [4], and Shipley, De korvin & Omer
[5]). As an alternative to estimate the duration of activities, triangular and trapezoidal
distributions has been used for, but inference for activity times requires a measurement
process, or a posterior frequency distribution as pointed out by Chen [6], so in practice
some projects does lack of historical data and it is not possible to infer distributions, this
is the case where subjectivity of the experts comes as the only available information.

Fuzzy set theory has been proposed by Lotfi A. Zadeh in 1965 [7], thus the concept
of fuzzy PERT has been proposed by Fargier, Galvagnon & Dubois [8], Hsiau & Li
[9], Wang & Hao [10] in which activity times are represented by fuzzy sets, these fuzzy
sets come from the opinion of only one expert, or the agreement of several experts.
McCahon [11] developed a fuzzy project network analysis by fuzzifying the activity
times in project-network analysis.
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Several problems have been identified in the application of fuzzy PERT. Chen &
Wang [12] proposed an algorithm for finding multiple possible critical paths using fuzzy
sets. Fargier, Galvagnon & Dubois [8] found that while it is easy to compute fuzzy earli-
est starting dates of tasks in the critical path method, the problem of determining latest
starting dates and slack times is much more tricky, and he treated this problem with
serial-parallel graphs framed on the theory of possibility. Chanas & Zielinski [13] pro-
posed the application of the Zadeh’s extension principle to the concept of criticality of
a route, and a method for calculating the degree of criticality through linear program-
ming. Chen [6] proposed an approach based on the fuzzy extension principle and a pair
of linear programs parameterized by possibility levels α to analyze a critical path.

This paper proposes an extension to the PERT problem involving the opinion of
multiple experts who estimate activity times. The ambiguity of the experts and the un-
certainty associated with the discrepancy among them is represented by IT2FSs. Based
on the results of Chen [6], an optimization model was designed to address the PERT
problem with multiple experts, using a simulated scenario where multiple experts give
their opinions through optimist and pessimist activity times of a project.

This paper is structured as follows: in Section 2, we provide some basic concepts
about Type-2 fuzzy sets. In Section 3, we introduce the Fuzzy PERT problem and its
mathematical model. In Section 4, we propose a method and a model to solve fuzzy
PERT problem involving Type-2 fuzzy activity times alongside a numerical example.
Finally, concluding remarks are presented in Section 5.

2 Basic Concepts

A fuzzy set, namely A, is a generalization of a Crisp or Boolean set. It is defined over
a universe of discourse X by a Membership Function namely μA(x) that takes values
in the interval [0,1]. A fuzzy set A may be represented as a set of ordered pairs of a
generic element x and its degree of membership, μA(x), i.e.,

A = {(x, μA(x)) |x ∈ X} (1)

2.1 α-Cuts

One of the most important concepts of fuzzy sets is the concept of α-cut and the strong
α-cut. Given a fuzzy set A defined over X and α ∈ [0, 1] the α-cut, αA, and the strong
α-cut, α+A, is defined as follows

αA = {x | A(x) ≥ α} (2)

That is, the α-cut of a fuzzy set A is the crisp set αA that contains all the elements
of the power set X whose memberships in A are greater or equal than α (see Klir [15]).
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2.2 Representation of Fuzzy Sets

The principal role of α-cuts and strong α-cuts in fuzzy set theory is their capability to
represent fuzzy sets. To represent fuzzy sets by its α-cuts it is needed to convert each of
the α-cuts to a special fuzzy set αA, defined as follow

αA(x) = α ·α A(x) (3)

This representation is usually referred to as decomposition of A. In the following,
three decomposition theorems of fuzzy sets are shown [15].

Theorem 21 (First Decomposition Theorem). For every A ∈ F (X),

A =
⋃

αA∈[0,1]

αA,

where αA is defined by equation 3 and ∪ denotes the standard fuzzy union.

2.3 Extension Principle for Fuzzy Sets

It is said that a crisp function
f : X → Y (4)

is fuzzified when it is extended to act on fuzzy sets defined on X and Y . That is, the
fuzzified function, for which the same symbol f is usually used, has the form:

f : F (X) → F (Y ) (5)

Then, the Extension Principle allows us to compute fuzzy functions from crisp ones:

[f(A)] (y) = sup
x| y=f(x)

A(x) (6)

2.4 Interval Type-2 Fuzzy Sets

A Type-2 fuzzy set is a collection of infinite Type-1 fuzzy sets into a single fuzzy set.
It is defined by two membership functions (upper and lower MFs) which shape the
footprint of uncertainty (FOU). Mendel [16] define the FOU as the union of all primary
membership degrees, the upper membership function (UMF) as a subset that has the
maximum membership degree of the footprint of uncertainty and the lower membership
function (LMF) as a subset that has the minimum membership degree of the footprint
of uncertainty. An IT2FS is described as:

Ã =

∫
x∈X

∫
u∈Jx

1/(x, u) =

∫
x∈X

[∫
u∈Jx

1/u

]
/x, (7)

where x is the primary variable, Jx an interval in [0,1], is the primary membership of x,
u is the secondary variable, and

∫
u∈Jx

1/(x, u) is the secondary membership function

(MF) at x. Equation (7) means that Ã : X −→ {[a, b] : 0 ≤ a ≤ b ≤ 1}. Uncertainty
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about Ã is conveyed by the union of all of the primary membership function called
Footprint Of Uncertainty of Ã (see Mendel [16]).

FOU(Ã) =
⋃
x∈X

Jx (8)

The FOU(Ã) can be seen in Figure 1. It is bounded by an upper MF (UMF) μÃ(x)
and a lower MF (LMF) μ

Ã
(x), both of which are T1FSs; consequently, the member-

ship degree of each element of an IT2FS is an interval [μ
Ã
(x), μÃ(x)] (see Wu &

Mendel [17]).

Jx

x

Ae

UMF

LMF

1

μÃ

A ∈ R

AL(+) AL(−) AR(−) AR(+)Ā

FOU(Ã)

Fig. 1. Interval Type-2 Fuzzy set Ã

3 Fuzzy PERT Problem

The PERT method requires a probabilistic distribution (usually Beta) of time duration
for each activity, seen as a random variable. The Beta distribution is described by three
parameters; optimistic, expected and pessimistic values, but sometimes it is hard to
obtain data to compute it. In recent years, some PERT methods based on the theory
of fuzzy sets (see Wang & Hao [10], McCahon [11], Chen & Wang [12], Glisovic,
Bojovic & Milenkovic [14], which include numerical imprecision that comes from non
probabilistic uncertainty (associated with the perception of an expert about the project).

Chen [6] proposed an interesting version of the CPM, considering fuzzy parameters
in the objective function as follows:

D̃ = sup
d∈R+,(ij)∈S

min
{
T̃ij | d = yn − y1

}
s.t (9)

yj ≥ yi + T̃i,j ∀ (i, j) ∈ S

yi, yj ∈ R ∀ (i, j) ∈ S
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where yj is the occurrence time of the node j, node i precedes node j, yn is the starting
time of the last activity, and y1 is the starting time of the first activity, S is the set of
all active nodes of the project. The activity times are defined by a fuzzy set T̃ : A →
F(R+),F(R+) is the set of non-negative fuzzy numbers, thus T̃ij is the fuzzy duration
time of activity (i, j) ∈ S, and its membership function is μT̃ij

(tij).
This way, we propose a model and an algorithm based on the representation theorem

and the decomposition of fuzzy set to solve a PERT problem where activities times are
defined by the knowledge of multiple experts. Next sections show the obtained results.

4 The Proposed Approach

Usually, activity networks are performed by multiple people who have different ideas
and perceptions about every activity. In addition, not all projects have available and/or
reliable statistical information about its activities, so the analyst has to use linguistic
information coming from experts to formulate a strategy for planning the project.

In the case of a single expert, the model proposed by Chen [6] can be applied to
obtain the CPs of the project. In the case of multiple experts, we have to model the
PERT problem and design an optimization method to obtain the CPs of the network,
based on the results of Figueroa-Garcı́a [20]. We remark that the idea is not to solve
a PERT problem per expert but solve only one model that comprises the information
provided by all experts at the same time.

In order to represent the uncertainty associated with the opinion of multiples experts,
we assume an expected time of each activity of the project, and based on this value
we select a discrete group of experts to ask them about two sentences: optimist and
pessimist time of each activity. Once we get their opinion, we can build a Triangular
Type-1 Fuzzy Set (T1FS) for each expert. Now, having m-fuzzy sets for each activity
we can use the representation theorem to describe the set T̃ (see Liu & Mendel [18]):

T̃ =

m⋃
e=1

T e (10)

where m is the total amount of T1FSs and T e is a T1FS provided by the expert e (a.k.a.
embedded fuzzy set). Now, we represent every set T̃ij using five parameters as follows:

T̃ij = (tL+
ij , tL−

ij , t̄ij , t
R−
ij , tR+

ij ) (11)

where tL+
ij is the minimum optimistic time, tL−

ij is the maximum optimistic time, t̄ij
is the expected time, tR−

ij is the minimum pessimistic time and tR+
ij is the maximum

pessimistic time provided by the experts.
Figure 1 shows an example of a triangular IT2FS bounded by a UMF μT̃ (tij) and

LMF μ
T̃
(tij). To build the membership function of the total duration time of the project

μD̃(d), it is necessary to derive its α-cuts. The α-cut of T̃ij is defined as follows:

αT̃ij =
[[
(Tij)

L+
α , (Tij)

L−
α

]
,
[
(Tij)

R−
α , (Tij)

R−
α ]

]
(12)
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These intervals indicate where the values of tij lie at possibility α. Based on the
Zadeh’s extension principle, the fuzzy set μD̃(d) can be defined as:

μD̃(d) = sup
d∈R+,(ij)∈S

min
(ij)∈S

{
μT̃ij

| d = yn − y1

}
(13)

To find the membership function μD̃(d), we need to compute the left external bound
DL+

α , the left internal bound DL−
α , the right internal bound DR−

α and the right external
bound DR+

α of the α-cut of μD̃(d), using the following models:

DL+
α = min{yn − y1 | yj ≥ yi + (Ti,j)

L+
α ; yi, yj ∈ R ∀ (i, j) ∈ S} (14)

DL−
α = min{yn − y1 | yj ≥ yi + (Ti,j)

L−
α ; yi, yj ∈ R ∀ (i, j) ∈ S} (15)

DR−
α = min{yn − y1 | yj ≥ yi + (Ti,j)

R−
α ; yi, yj ∈ R ∀ (i, j) ∈ S} (16)

DR+
α = min{yn − y1 | yj ≥ yi + (Ti,j)

R+
α ; yi, yj ∈ R ∀ (i, j) ∈ S} (17)

where yj represents the occurrence time of the node j, the node i precedes the node j,
and the value of yn − y1 represents the duration of the project, since yn is the starting
time of the last activity, and y1 is the starting time of the first activity. The objective of
the dual problem is to find the required minimal duration time such that all precedence
relationships among the different activities are satisfied, and each constraint specifies
the precedence relationships among activities.

4.1 An Example

Consider a project whose network is shown in Figure 2 (proposed by Chen [6]). The
activity times are IT2FSs coming from the opinion of eight experts who provided their
optimistic and pessimistic perceptions which composes the FOU of each T̃ij , and the
fuzzy activity times, shapes and parameters are presented in Table 1.

Here, Lij(x) is the left shape, and Rij(x) is the right shape of the set T̃ij . After
solving the models proposed in (14), (15), (16), and (17), we have obtained the results
shown in Table 2.

Now, we can derive μD̃(d) through the extension principle, DL−
α , DR−

α , DL+
α , and

DR+
α . The obtained results are shown in Figure 3.

Fig. 2. The network structure of the example (taken from Chen [6])
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Table 1. Parameters and shapes of the example

T̃ij UMF LMF Lij(x) Rij(x)

T̃12 = (1, 1.5, 1, 1) (1, 1.5, 0.8, 0.8) L12(x) = max(1− x2, 0) R12(x) = max(0, 1− x)

T̃13 = (2, 3, 0.3, 2.4) (2, 3, 0, 2) L13(x) = exp−x R13(x) = max(0, 1− x)

T̃24 = (0, 0, 0, 0) (0, 0, 0, 0) L24(x) = max(0, 1− x) R24(x) = max(0, 1− x)

T̃25 = (2, 3, 1.4, 2.3) (2, 3, 1, 2) L25(x) = max(0, 1− x4) R25(x) = exp−x

T̃34 = (0, 0, 0, 0) (0, 0, 0, 0) L34(x) = max(0, 1− x) R34(x) = max(1− x2, 0)

T̃36 = (6, 7, 0.5, 2.5) (6, 7, 0, 2) L36(x) = exp−x2

R36(x) = max(1− x2, 0)

T̃46 = (5, 5, 1.1, 1.2) (5, 5, 1, 1) L46(x) = max(0, 1− x) R46(x) = max(0, 1− x4)

T̃47 = (9, 9, 1.4, 1.6) (9, 9, 1, 1) L47(x) = max(0, 1− x4) R47(x) = exp−x

T̃59 = (8, 9, 2.3, 4.7) (8, 9, 2, 4) L59(x) = max(0, 1− x4) R59(x) = max(1− x2, 0)

T̃68 = (4, 4, 2.6, 2.8) (4, 4, 2, 2) L68(x) = max(1− x2, 0) R68(x) = max(0, 1− x4)

T̃78 = (3, 4, 2.5, 0.3) (3, 4, 2, 0) L78(x) = max(0, 1− x) R78(x) = max(0, 1− x4)

T̃89 = (6, 9, 2.2, 3.7) (6, 9, 2, 3) L89(x) = max(1− x2, 0) R89(x) = exp−x2
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Fig. 3. Fuzzy set D̃ composed from optimal project times

4.2 Analysis of Results

The shape of the left function for the optimal solution shows the same critical path (1-
3-4-7-8-9) for several α-cuts, the minimal optimistic time for the external left function
and the internal left function is approximately 12 and 15 respectively. Table 2 shows
that the project has three possible CPs (1-2-4-7-8-9), (1-3-4-7-8-9), (1-3-6-8-9) which
can occur anytime in the project, so the analyst should pay attention to CPs and their
activities when performing the project to identify when a CP will switch to another one.

The internal right bound presents a different CP (1-3-6-8-9) from 0.1 to 0.8 α-cut
and its maximal pessimistic time is approximately 49, the external right bound presents
a similar behavior changing the CP from 0.2 to 0.9 α-cut and its maximal pessimistic
time is approximately 59.
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Table 2. Results of the optimization process

α DL−
α CP DR−

α CP DL+
α CP DR+

α CP
1 20 1-3-4-7-8-9 25 1-3-4-7-8-9 20 1-3-4-7-8-9 25 1-3-4-7-8-9

0.9 18.6052 1-3-4-7-8-9 26.27914 1-3-4-7-8-9 18.2354 1-3-4-7-8-9 26.8061 1-3-6-8-9
0.8 18.0368 1-3-4-7-8-9 27.04905 1-3-6-8-9 17.513 1-3-4-7-8-9 28.2183 1-3-6-8-9
0.7 17.5645 1-3-4-7-8-9 27.96728 1-3-6-8-9 16.9019 1-3-4-7-8-9 29.3713 1-3-6-8-9
0.6 17.1398 1-3-4-7-8-9 28.79961 1-3-6-8-9 16.342 1-3-4-7-8-9 30.4124 1-3-6-8-9
0.5 16.7449 1-3-4-7-8-9 29.59367 1-3-6-8-9 15.8092 1-3-4-7-8-9 31.4027 1-3-6-8-9
0.4 16.3707 1-3-4-7-8-9 30.38111 1-3-6-8-9 15.2888 1-3-4-7-8-9 32.3826 1-3-6-8-9
0.3 16.012 1-3-4-7-8-9 31.19447 1-3-6-8-9 14.7676 1-3-4-7-8-9 33.3926 1-3-6-8-9
0.2 15.6654 1-3-4-7-8-9 32.08625 1-3-6-8-9 14.2254 1-3-4-7-8-9 34.4981 1-3-6-8-9
0.1 15.3286 1-3-4-7-8-9 33.65486 1-3-6-8-9 13.6085 1-3-4-7-8-9 36.7508 1-3-4-7-8-9
0.01 15.0325 1-3-4-7-8-9 38.02307 1-3-4-7-8-9 12.558 1-3-4-7-8-9 42.9836 1-3-4-7-8-9

0.001 15.0033 1-2-4-7-8-9 41.79054 1-3-4-7-8-9 11.9045 1-3-4-7-8-9 48.4745 1-3-4-7-8-9
0.00001 15 1-2-4-7-8-9 48.6921 1-3-4-7-8-9 11.9 1-3-4-7-8-9 58.675 1-3-4-7-8-9

The uncertainty associated to multiple experts allows to know other critical path (1-
3-6-8-9) which is important in order to ensure a suitable development of the project.
The activity 3-6 has the biggest influence in the project when the perception of experts
is pessimistic with a membership degree from 0.1 to 0.9.

Note that every point (optimal solution) allowable into the support of D̃ has a set of
memberships u ∈ Jd (see Figure 3). This means that every solution is satisfactory to all
experts in different degrees.

5 Concluding Remarks

IT2FSs are useful to represent the uncertainty associated to the opinion of multiple
experts, or the ambiguity of a single expert regarding their activities times. A PERT
problem can be solved when linguistic uncertainty appears through linear optimization
tools that lead to a set of possible choices which conforms the solution of the problem.

We have solved a PERT problem with no statistical information, using linguistic in-
formation coming from people considered as experts of the system. This kind of infor-
mation has been handled through IT2FSs and optimization tools to find a set of possible
choices of CPs. This means that the analyst can see the project in different scenarios
and predict the behavior of the system through its CPs.

The proposal obtains an FOU that characterizes the optimal solution, which means
that the decision maker can manage the project in a more suitable way based on infor-
mation coming from experts.

Different fuzzy measures can be used to solve the uncertain PERT problem. Other
representations can be performed using the fuzzy measures of an IT2FS (see Wu &
Mendel [17]), and centroid based optimization can be performed using the results of
Figueroa-Garcı́a [19,20]. Different LP models can be formulated for this problem, so
our proposal is just one approach to the problem.
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Abstract. Time series classification has attracted increasing attention
in machine learning and data mining. In the analysis of time series data,
how to represent data is a critical step for the performance. Generally, we
can regard each time stamp as a feature dimension for time series data
instance. However, this näive representation might be not suitable for
data analysis due to the over-fitting of data. To address this problem, we
proposed a temporal bag-of-words representation for time series classifi-
cation. A codebook is generated by the representative subsequences from
the time series data. Consequently, we encode a time series data instance
by the codebook, which describes different local patterns of time series
data. In our experiments, we demonstrate that our proposed method can
achieve better results by comparing with competitive methods.

Keywords: time series data, representation, classification, bag-of-words.

1 Introduction

Time series classification has been an important task in many machine learning
tasks, such as speech recognition or sensor data analysis. By comparing with
other types of data, time series data suffer from highly intra-class variability
where patterns might be sifted in time. As a result, näive representation (i.e.,
using a timestamp as a feature dimension) of time series might not be suitable
for data analysis [5]. Dynamic Time Warping (DTW) is proposed to address the
intra-class variations of time-series patterns [2,9]. DTW measures the similarity
between time series data with an automatic time alignment by a dynamic pro-
gramming approach. However, previous studies showed that using a high level
representation to measure similarity will be more appropriate for time series
data [7,8,6,4]. Similar to [7,6], our work is based on the Bag-of-Words (BoW)
model which aims to represent an object by feature vectors of subobjects. It is
also worth noting that BoW representations are widely used in computer vision
due to the promising performance [1,3]. In our BoW model, subsequences of all
time seres data instances are extracted for feature learning (i.e., generating a
codebook). Once we obtain the codebook, the time series data instance can be
represented by the distribution of learned codewords (i.e., the histogram of code-
words). The framework is illustrated in Fig. 1. We first generate the codebook

S.-M. Cheng and M.-Y. Day (Eds.): TAAI 2014, LNAI 8916, pp. 145–153, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. Illustration of our framework

by representative subsequences. All the time series data instances are converted
to an R

k by the learned codebook with k codewords. That is, we summarize
how many codewords are used for a time series data instance and conclude the
representation with the histogram of the codewords. Then we apply classifica-
tion methods, such as support vector machine, to the time series data with BoW
representation.

2 Bag-of-Words Model for Time Series Classification

Suppose a time series instance is originally represented by xi = (xi
1, x

i
2, ..., x

i
p)

where we have p timestamps for each instance. Each time series instance xi is
associated with a class label yi for i = 1, 2, ..., n and yi ∈ {1, 2, ..., C} where n is
the number of instances and C is the number of class labels. As we mentioned,
directly representing a time series in this p-dimensional space might be too spe-
cific to describe a time series appropriately. In this section, we will address how
to apply BoW for representation of time series data, and present the details for
the codebook learning and representation encoding.

2.1 Codebook Learning

Due to the intra-class variability, using global properties for times series data
might not be suitable for the classification. The local patterns could be applied
for improving the recognition performance. Therefore, we represent each time
series data instance by feature vectors derived from subsequences. It is worth
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Fig. 2. Codebook Generation

noting that a subsequence is a subinterval of a time series data instance. For
example a subsequence is represented as xi = (x2, x3, x4) with a window size 3.

To extract representative local patterns, we first extract subsequences from
all the time series data instances by a sliding window for each time series data
instance. More specifically, we will extract p−w+1 subsequences from each time
series data instance and we will have n(p−w+1) subsequences from the training
data. Note that w is the window size. The clustering algorithms can be applied
to find the local patterns. In our experiments, we use k-means to cluster these
subsequences with d centroids. All these centroids are regarded as codewords of
the codebook D ∈ R

w×d. The process is shown in Fig 2. In the following, we
will address how to use these features to describe a time series instance.

2.2 Feature Encoding with Codebook

We assume that a codebook D ∈ R
w×d is learned. As we mentioned above, the

codewords of a codebook can be viewed as features of time series data instances.
Each feature (codeword) is represented as a local pattern which could improve
the ability to define the class. Thus, how to utilize these local patterns is critical
step for new representation.

For BoW model in text classification, we investigate the histogram of the
words in a document. That is, we utilize the distribution of the words in the
dictionary to classify the unlabeled document. Similar to text classification, we
also aim to check the distribution of local patterns (i.e., the codewords) for a
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Fig. 3. The procedure of encoding an time series data instance

time series data instance (see Fig 3). First, we also extract p − w + 1 subse-
quences (i.e., c1, c2, ..., cp−w+1) from each time series data instance by the same
sliding window. To aggregate the information of these collected subsequences,
we encode each subsequence into a d-dimensional vector h = (h1, h2, ..., hd).
More specifically, we map each subsequence to the closest centroid and encode
the corresponding dimension with one. That is, by given a subsequences c, the
formal definition of the encoding vector h is expressed as follows:

hi =

{
1 if c is closest to ith centroid,
0 others.

(1)

For example, if a subsequence is closest to the 3th centroid with 5 centroids
which concluded by the clustering algorithm, we will encode the subsequence as
(0, 0, 1, 0, 0).

Once we have encoded all the subsequences within a time series data instance
with p − w + 1 vectors, we summarize the information by computing the his-
togram of the d features (codewords). As shown in Fig 3, the original time series
data instance x can be extracted with three subsequences. By encoding each
subsequence into a 4-dimensional vectors, we can compute the histogram for
the codewords. By aggregating the encoding vectors with sum, the original time
series data instance is represented as (0, 2, 0, 1). While encoding all the time
series data instances, the standard learning models can be applied for further
analysis, such as classification. It is also worth noting that the normalization will
be applied for a more robust representation.
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Fig. 4. The procedure of temporal bag of words

3 Bag-of-Words Model with Temporal Information

As presented in the previous section, Bow models utilize the distribution of local
patterns (or histogram of codewords) to provide a more robust data representa-
tion for time series data. However, describing time series data by the histogram
might lose the temporal information within a time series data instance. A local
pattern appears in the early or late stage within a time series data instance might
have different information for classifying an instance. For example, considering
a opening/closing trajectory (as shown in Fig. 5), a spike appear in late stage
might provide more discriminative information for the classification. In BoW
models, the local patterns are aggregated without considering this temporal in-
formation. That is, some informative local patterns, which appear in a particular
period, will not be emphasized in BoW representation models.

To consider the temporal information with BoW models, we split a time series
data instance into n intervals (segments). Suppose we have a time series data
instance xi = (xi

1, x
i
2, ..., x

i
p). The instance x

i will be split into s1, s2, . . . , and sn

where each interval have p
n timestamps (i.e., xi = (si1, s

i
2, . . . , s

i
p/n)). After split-

ting time series data, we apply BoW models to each interval. More specifically,
for the jth interval, we collect subsequences from the jth interval of all training
data, and generate a codebook for this interval. We can have local histogram
hi
j to represent sij for the jth interval (see Fig. 4). Our temporal BoW model

consider the histogram of local patterns with different stages (i.e., different in-
tervals) within time series data. By comparing with applying BoW models to
full sequence, our proposed method could capture the behaviors of the data at
different stages, and provide a more discriminative ability for the classification.
In our experiments, we also demonstrate that taking the temporal information
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Fig. 5. Examples in our door opening/closing trajectory dataset

into account will improve the performance by comparing with the standard BoW
model.

In our temporal BoW model, n histograms are generated for a time series data
instance. How to combine these histograms will also be an interesting issue. Many
feature fusion methods have also been proposed to address this problem [10]. In
our experiments. we simply concatenate all the histograms. More specifically, a
instance xi ∈ R

p is represented by [hi
1,h

i
2, . . . ,h

i
n] ∈ R

n×d.

4 Experiments

4.1 Data Description

In our experiments, we apply our proposed method to user identification by door
opening/closing trajectory. To collect the time series data, we adopt 3-axis ac-
celerometer to collect 4 users opening/closing trajectories. The sampling rate of
accelerometer is 50 Hz (i.e., 20 timestamps within a second). In order to collect
full sequence of operation for door opening/closing, the sensor records each tra-
jectory by 10 seconds while the door is opened. Thus, we have 200 timetamps in
each time series data instance. We collect 100 records of opening/closing trajec-
tory for each user. It is worth noting that the quantity of acceleration is affected
by the relative position of the door since the sensor is attached on the door. As a
result, the Z-axis is might not help for the recognition since we will only sensing
small values from this axis . Furthermore, the X-axis and Y-axis will present
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Table 1. The comparison results with averaged recognition rate and standard devi-
ation. Raw data represents using the original representation without preprocessing.
PCA + SVM represents applying PCA as preprocessing where the number is the pro-
jected dimensionality. BoW+SVM represents apply BoW model with SVM where d is
codebook size and w is the window size. tBoW+SVM is our proposed method.

Method Raw Data PCA(100)+SVM BoW+SVM BoW+SVM tBoW+SVM
(w:20,d:32) (w:40,d:64) (w:20,d:32,4 segments)

Recognition rate 0.7410 0.7308 0.8277 0.8538 0.8819
(0.0152) (0.0146) (0.0148) (0.0104) (0.0107)

symmetric opening/closing trajectory. For the sake of the simplicity, we only use
the data from the Y-axis in our experiments. The Fig 5 shows some examples in
our door opening/closing trajectory dataset.

4.2 Experimental Results

In our experiments, we use linear support vector machine (SVM) as our classi-
fication model. To determine the appropriate parameter C in SVM, we perform
a grid search from C = {20, 21, 22, ..., 29} with the cross-validation. For the eval-
uation, we compare our proposed method with different representations. One is
using the original representation without preprocessing. The other is applying
Principal Component Analysis (PCA) as the preprocessing. Note that we project
our data noto the 50 and 100 principal components in our experiments. For our
methods, we use k-means clustering algorithm to extract the codebook. For the
sizes of sliding window and codebook, we use two pairs in our experiments: (w,
d) = (20, 32) and (40, 64). For experiments, we randomly split 80% of the data
for training and the remaining 20% for testing. We repeat this process five times
and report the average error rates.

Table 1 shows the experimental results for the five different settings, including
ours. As observed, our method achieved improved error rates by comparing with
other methods. By comparing PCA with using raw data, we could see that PCA
perform worse than using raw data. The worse performance shows that it might
lose some local information while project the data note the principal space.
Comparing BoW with using raw data, the improved performance is significant.
These results confirmed that represent by the distribution of local patterns could
provide a more discriminative ability for time series data. While the standard
BoW improved the performance, our temporal BoW (tBoW) model achieved the
best performance. Comparing the results shown in Tabel 1, taking the temporal
information was able to improve the recognition performance. It is also worth
noting that the performance of using larger codebook and window sizes is better
while applying BoW to full sequence. This shows that 2 seconds (40 timestamps)
might be more suitable for a larger trajectory where one second(20 timestamps)
might be too short to present the local patterns. However, apply BoW model to
an interval, which contains only p

n timestamps, one second(20 timestamps) will
be more appropriate for the shortertrajectory.
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Fig. 6. An example for the codebook

In Fig 6, we also present a particular learned codebook with d = 32 and
w = 20 in our experiment. By comparing with global properties of using original
representation, we can observe that these codewords could capture the local
patterns within the time series data instances. Utilizing these local patterns with
the encoding concept could provide a more high level descriptor for the data in
which one can avoid the over-fitting issue from the original representation.

5 Conclusion

We utilized the bag-of-words model to represent the time series data. With
the learned codebook, we summarize each original time series data instance
by a histogram. This provides a high level description by these local patterns
(codewords) which can capture more discriminative information for classification
tasks. Experiments on door opening/closing trajectory confirmed that our pro-
posed method achieved improved recognition accuracy than using the original
representation. This also shows an appropriate representation of time series data
is important for time series data analysis.
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Abstract. In this paper, we propose a novel frame-based approach
(FBA) and use reference metadata extraction as a case study to demon-
strate its advantages. The main contributions of this research are
three-fold. First, the new frame matching algorithm, based on sequence
alignment, can compensate for the shortcomings of traditional rule-based
approach, in which rule matching lacks flexibility and generality. Second,
an approximate matching is adopted for capturing reasonable abbrevia-
tions or errors in the input reference string to further increase the cov-
erage of the frames. Third, experiments conducted on extensive datasets
show that the same knowledge framework performed equally well on var-
ious untrained domains. Comparing to a widely-used machine learning
method, Conditional Random Fields (CRFs), the FBA can drastically
reduce the average field error rate across all four independent test sets
by 70% (2.24% vs. 7.54%).

Keywords: Reference Metadata Extraction, Knowledge representation,
Frame-based approach.

1 Introduction

In natural language processing (NLP), an important task is to recognize vari-
ous linguistic expressions. Many such expressions can be represented as rules or
templates. These templates are matched by computer to identify those linguis-
tic objects in text. However, in the real world, there always seem to be many
exceptions or variations not covered by rules or templates. A typical approach
to cope with this situation is either to produce more templates or to relax the
constraints of the templates (e.g., by inserting optionals or wild cards). But the
former produces many case-by-case templates that could create more conflicts;
and the latter could lead to lots of false positives, namely, matched but unde-
sirable linguistic expressions. Thus, the inflexibility of rule-based systems has
troubled the NLP as well as the artificial intelligence (AI) communities for years

S.-M. Cheng and M.-Y. Day (Eds.): TAAI 2014, LNAI 8916, pp. 154–163, 2014.
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so as to make people think that, rule-based approach is not suitable for NLP or
AI in general. On the other hand, fine-grained linguistic knowledge cannot be
easily captured by current machine learning models, which often resulted in less
desirable recognition accuracy. Therefore, how to make the best out of rule-based
and statistical approaches has always been a challenging task. In light of this,
we propose a novel frame-based approach (FBA) and use reference metadata
extraction (RME) as a case study to demonstrate its advantages.

The task of RME is to automatically extract the metadata of input reference
or citation strings1, where metadata is defined as a set of structured data, such
as the author, title, etc. However, automatic RME often struggles with the vari-
ations between field separators. For example, the author and title fields can be
separated by spaces or periods, while the volume and issue fields can be sep-
arated by braces or parentheses [1]. Moreover, RME is a punctuation-sensitive
task, since the missing punctuations between and/or within fields often cause
ambiguity. Even within each field, there can be punctuation and spacing differ-
ences. To further complicate this problem, there are many drastically different
citation styles (i.e., different field orders).

The main contributions of this research are three-fold. First, the new frame
matching algorithm, based on sequence alignment, can compensate for the short-
comings of traditional rule-based approach, in which rule matching lacks flexi-
bility and generality. Second, an approximate matching is adopted for capturing
reasonable abbreviations or errors in the input reference string to further in-
crease the coverage of the frames. Third, experiments conducted on extensive
datasets show that the same knowledge framework performed equally well on
various untrained domains.

2 Related Work

Previous work can roughly be divided into three categories: machine learning
based, template-based, and knowledge-based (or rule-based) methods. The ma-
chine learning based approach, which casts RME as a sequential labeling or
classification problem in token level, take advantage of the probabilistic estima-
tion based on training sets of tagged bibliographical data. [11] use the Hidden
Markov Model to extract important fields from the headers of computer science
research papers. [8] apply classifier such as the support vector machine (SVM)
for this task. [10] employ CRFs to extract various common fields from the head-
ers and citations of research papers. The template-based approach contains the
BibPro system [2] and those developed by [3] and [6]. They use a template mining
approach for citation extraction. The BibPro system transforms citation strings
into protein-like sequence and uses Basic Local Alignment Search Tool (BLAST)
to find the highest similarity score for predicting fields of a citation string. [6]
use three templates for extracting information from citations. The advantage
of such models is its efficiency. Thirdly, the knowledge-based methods include

1 The two terms “reference” and “citation” will be used interchangeably in this paper.
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CiteSeer [7], InfoMap [12,5] and Flux-CiM [4]. CiteSeer can identify titles, au-
thors and page numbers by exploiting heuristic rules. InfoMap is an ontological
knowledge representation and inference framework that provides an integrated
environment (accompanied by Compass [12], a knowledge base editing tool), for
extracting citation information. The Flux-CiM is an unsupervised knowledge-
based approach by automatically collect pairs as knowledge base and a series of
matching strategies are designed for capturing reference metadata [4].

These methods have their own merits and drawbacks. Machine learning based
approaches can achieve substantial performance without much human involve-
ment. However, they suffer from the data sparseness problem and the lack of the
ability to make generalizations [9]. Once the domain of the task is changed, the
models need to be re-trained to obtain satisfactory results. On the contrary, the
main shortcoming of the template-based or knowledge-based methods is the need
of human effort, which motivated us to develop the FBA to ease this annoyance.

3 Frame-Based Approach (FBA)

The FBA for RME consists of two main steps. The first one is to represent the
information in the reference by frames and related bigram statistics. The next
step is a hierarchical frame matching for extracting the desired metadata from
reference strings.

3.1 Frame Representation for RME

The FBA is a hierarchical frame-slot combination scheme, in which a frame can
serve as a description as well as organization of a certain piece of knowledge,
and the slots indicate essential components in a frame. The conceptualization of
a “reference” is a frame consisting of slots such as Author, Title, Volume, and
so on. Within each slot, e.g., Volume, there can be another frame with its corre-
sponding slots, viz. prefix keywords and the following digits. We can recursively
defined knowledge until reasonable basic units of a frame are completed. Since
regular reference strings are sequences of literal and number chunks, we natu-
rally separate the concept of a reference string into these two parts. Specifically,
the literal part contains author, title, and journal slots, and the number part
contains volume, issue, page, and year slots. An overview of hierarchical frame
representation of the reference domain is shown in Figure 1. “SLOT” and “PAT-
TERN” represent slots and patterns, respectively, for the corresponding frame.
The possible orders of slots are represented using patterns. For instance, in an
author frame, if the associated slots are first, middle, and last name, then one
possible order of slots to constitute this author frame is the left-to-right order
of first, middle, and last name slots. In sum, a frame is a formulation containing
the main constituents and their possible orders of appearance.

3.2 Slot Identification of the Literal Part in RME

The extraction of the literal part can be viewed as a boundary identification
problem, and we explore some useful empirical cues to serve this purpose. Some
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Fig. 1. An illustration of the frame-slot representation of the RME domain knowledge

pre-collected dictionaries are used to tag author, title and journal as A, T , and
J , respectively. A reference string is first tokenized by whitespace, and then the
dictionaries are used to assign single or multiple tags for each token. Subse-
quently, frequent trigram tags are examined to generate frames such as “AAT”,
“TTA” and “TTJ”. In addition, 40% of the titles in the training data are en-
closed by quotation marks, so they are used to designate the boundary of T and
J . Furthermore, over 60% of the year field exists between A and T , according to
previous analysis [5]. Thus, it is also included as an indicator of boundary.

Authors are usually either “F M L” or “L, F M”, in which “F”, “M”, and “L”
indicate first, middle, and last name, respectively.Most author names in references
would be written following a consistent style and abbreviation convention. Hence,
abbreviation patterns can be used to determine the end of the author field.

For the title, the length of the title in a normal reference string is often more
than three words, and few punctuations, such as commas or periods, would occur
within the title. In contrast, punctuations, especially commas, are commonly
used to separate author names. Therefore, we calculate the distance between
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any two punctuations and extract possible title segments with a length longer
than four, i.e. this segment contains at least four consecutive words. For each
possible title segment, we compute the confidence score by checking the title
dictionary.

To enhance the FBA, we also create a plug-in mechanism to allow the use of
other resources to perform slot tagging. For example, through the use of pre-
collected dictionaries such as journal name lists from the web, we can easily
broaden our knowledge base. In this way, we can incorporate other techniques,
such as statistical models, to further strengthen the FBA.

3.3 Frame Matching

We propose an alignment-based matching algorithm that enables a single frame
to match multiple similar expressions with high accuracy. Each frame contains
a collection of slot relations and related bigram statistics. A slot can be a word,
phrase, semantic category, or another frame concept. Unlike normal template-
based approaches, we utilize slot relations as scoring criteria during matching.
During the matching procedure, we score possible candidate frames depending on
matched slots, slot relations and insertions/deletions/substitutions. Each exactly
matched slot gets a score of four. The score of an insertion is calculated by
gathering its left (resp. right) bigram statistics with its neighboring left (resp.
right) slots in the training set. The bigram frequency gives a way to assign
the insertion scores, which are truncated to fall in the ranges from -10 to 2.
Deletions are less common in RME and will be assigned a score from -10 to 0.
A substitution is either a partial match or a category match of the slot, which
is usually assigned a score of 1 or 2. The final score of a frame is the sum of all
the scores within this frame. In this way, we can capture most of the variations
of a certain concept using only a few frames, and the score can determine the
most likely match. A frame concept described above is more general than rules,
in that, different expressions of the same concept can likely be captured by one
frame. Such generality might slightly sacrifice precision, but tends to get a much
higher recall. Note that the number of frames adopted tends to be proportional
to the number of reference styles rather than the size of the training set.

3.4 Examples of Insertion, Deletion and Substitution for a Frame

Consider a frame involving three components V , I, and P , (i.e. Volume, Issue,
and Page, respectively), which are arranged in this order from left to right. Sup-
pose we have a reference string “38, ,115–126”, in which V and P are identified,
but I is missing (a deletion). There may be various punctuations between V and
P (insertions). An insertion can be given a positive score if it tends to collocate
with its left or right matched components, such as punctuations in this case,
(otherwise, negative). A deletion can be harmful if slot I contains a key compo-
nent for the frame. Note that many such key components can be pre-specified
in the frame. Furthermore, in another example like “38, suppl 2, 115–126”, a
match for slot I can be found by partial matching for the word “supplement”
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rather than exact matching (substitution). A probable substitution is considered
helpful in matching and given a positive score that is lower than that of an exact
match. After all these scores are determined, the score of the matched frame is
obtained.

To recap, consider the cases shown in Table 1, in which authors contain dif-
ferent styles and even some errors like two consecutive commas. A rule-based
approach like [5] must enumerate all possible combinations of insertions or dele-
tions, making it hard to handle unseen cases or unexpected errors. However,
FBA can tackle such variations, in that, it can capture multiple forms of the
same reference concept in one compact frame (e.g. F :M :L). Since multiple rules
can be facilitated by the same frame, the number of frames could be exceedingly
small, which is indeed the case shown in Table 1. Though the precision of FBA
might be slightly sacrificed, the recall is much higher. Consequently, human labor
is drastically reduced in FBA approach.

Table 1. Comparison of rule- and frame-based method for various number part and
one author in literal part of reference string (including errors)

Rule-based: Frame-based: Rule-based: Frame-based:
One rule for each case One frame to One rule for each case Two frames to
(to list just a few) cover all cases (to list just a few) cover all cases

Vol. 38, no. 2, pp. 115–126 K.C. Wang
Volume 38, suppl 2, p. 11–126 Yue-Kuen Kwok

38, 2, 115–126 H.-J. Li
38(2):115–126 Yen, Jerome
38(2:115–126 V : I : P Burghard von Karger F : M : L
38.2, 115-126 Tung X. Bui L : F : M
38 115–126 Bui, Tung X.

38,, 2,,, 115–126 Li,, H.-J.
38:2:115–126 Chen.. S. L.

4 Experiments

4.1 Experiment Setup

First of all, 30,000 reference records were retrieved from publicly available digital
libraries on the web, and 5,076 bibliographic (journal) styles are collected from
EndNote2. The reference strings were generated from each of those 5,076 journal
styles. We then randomly selected 10,000 and 20,000 strings for training (denoted
as the TrainingSet) and test (denoted as the EndNoteSet), respectively. In ad-
dition, we used the BibPro set [2] consisting of 10,000 reference strings with six
journal styles, and the FluxHS [4] set containing 2,000 journal reference strings
in health science domain. Finally, we randomly collected 1,500 journal reference
strings from multiple researchers websites to be the “free style set”. Hence, there
are one training set and four test sets for FBA and CRFs.

2 http://endnote.com/downloads/styles

http://endnote.com/downloads/styles
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The resources (dictionaries) used in FBA were collected from WordNet3,
DBLP4, and the Internet. We parsed individual words in authors’ name, ti-
tle and journal names from DBLP to form part of the author, title, and journal
dictionaries. A family name list containing 71,475 entries was collected from the
Internet5. We then aggregated these resources into corresponding dictionaries
for author, title, and journal field, which contain 308,157, 73,683, and 32,305
words, respectively.

The baseline system was built by conditional random fields (CRFs)6, which is
widely-used and well-practiced for sequential labeling problem in various natural
language applications. The same resources were used to train both FBA and
CRFs. For the training of CRFs, we adopted the features in [10], except for
their external resources that we could not obtain.

In contrast to previous RME evaluations, which used word and/or field accu-
racy, we evaluate the performance using field error rate (FER), as in (1),. The
reason is that most accuracies are close to 100%, so the reduction in the error
rate can more faithfully reflect the improvement.

FER = 1−
(Number of correctly extracted fields

Total number of fields

)
× 100% (1)

4.2 Experiment Results

At the outset, we evaluated training set performance (regarded as the inside
test) for FBA and CRFs. As shown in Table 2, the overall field error rates of
FBA and CRFs are 2.05% and 7.15%, respectively. CRFs performs well in the
literal part and some of the number part. However, FBA is slightly better than
CRFs in the number part, yet this condition is reversed in the literal part.

For the EndNote test set performance as depicted in Table 3, FBA is better
than CRFs for all fields with the overall field error rate being 2.29%, which is a
5.22% improvement over CRFs. Since this test set has the same journal styles
as in the training set, both FBA and CRFs could achieve stable results. From
the observation of performances achieved by CRFs in training and EndNote
set, the performance of the number part is lower. A reasonable explanation is
that some number part of reference is whitespace-free, but CRFs is tokenized by
whitespace, which could lead to the prediction error of CRFs. This would require
some post-processing to get partial result in the number part. If one could design
a more sophisticated tokenization strategy unaffected by punctuations, then the
performance of CRFs could be further enhanced.

Next, we compared the performance of the baseline CRFs and those reported
by [2] in the BibPro set, which only contains six journal styles from the 5,076
generated journal styles. Table 4 indicates that FBA has a stable performance

3 http://wordnet.princeton.edu
4 http://dblp.uni-trier.de/xml
5 http://www.last-names.net,http://genforum.genealogy.com/surnames
6 http://crfpp.googlecode.com

http://wordnet.princeton.edu
http://dblp.uni-trier.de/xml
http://www.last-names.net, http://genforum.genealogy.com/surnames
http://crfpp.googlecode.com
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Table 2. Average field error rates achieved by FBA and CRFs in the training set.
(5076 styles)

TrainingSet, 10,000 Author Title Journal Volume Issue Page Year Average

FBA 0.60 0.84 0.78 3.06 4.09 3.56 1.43 2.05
CRFs 0.20 0.30 2.60 17.30 8.40 15.20 6.10 7.15

Table 3. Average field error rates achieved by FBA and CRFs in EndNote style set.
(5076 styles)

EndNoteSet, 20,000 Author Title Journal Volume Issue Page Year Average

FBA 0.82 1.13 0.94 3.34 3.96 4.51 1.35 2.29
CRFs 1.20 1.80 3.20 16.70 9.10 14.00 6.60 7.51

Table 4. Average field error rates achieved by FBA, CRFs, and Chen et al. in BibPro
set. (6 styles)

BibProSet, 10,000 Author Title Journal Volume Issue Page Year Average

FBA 0.52 1.52 1.78 2.73 2.92 1.95 1.89 1.90
CRFs 2.50 4.00 2.30 4.70 5.00 1.80 18.50 5.54

Chen et al. 2012 1.77 5.07 7.80 2.41 6.62 1.90 0.90 3.78

Table 5. Average field error rates achieved by FBA, CRFs, and Cortez et al. in FluxHS
set

FluxHS, 2,000 Author Title Journal Volume Issue Page Year Average

FBA 7.47 10.33 5.66 2.06 - 1.05 0.15 3.81
CRFs 10.30 14.20 3.20 11.20 - 10.70 10.50 8.58

Flux (Cortez et al. 2007) 1.00 5.60 7.00 2.30 - 0.50 0.40 2.40

Table 6. Average field error rates achieved by FBA and CRFs in free style set

FreeStyleSet, 1,500 Author Title Journal Volume Issue Page Year Average

FBA 0.91 0.82 2.69 2.09 1.79 3.28 1.09 1.81
CRFs 9.90 28.90 14.60 19.70 29.40 22.10 14.10 19.80

similar to those of the training and the EndNote set, and achieves better results
over CRFs and the BibPro system of [2]. The overall field error rates of FBA,
CRFs, and BibPro system are 1.90%, 5.54%, 3.78%, respectively.

In Table 5, we compared the unsupervised knowledge-based approach pro-
posed by [4] (denoted as Flux) as well as the baseline CRFs in the FluxHS
dataset. Note that this dataset does not contain issues of a reference. The overall
field error rates achieved by FBA, CRFs and Flux are 3.81%, 8.58% and 2.40%,
respectively. The performance of FBA remains better than that of CRFs, but a
little worse than that of the Flux system. One possible explanation is that this
dataset is in the health science domain, and there are many special terms used
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in this dataset not available for either FBA or CRFs whose title dictionary is
collected from general-purpose words in the WordNet. Thus, domain dictionaries
are required for FBA and CRFs to achieve better performance.

Finally, to validate the effectiveness of FBA in general, we created a “free
style set” by randomly selecting 1,500 journal reference strings from researchers
websites. Many of these researchers use their own favorite styles. As we can see
in Table 6, the performance of FBA remains stable and is better than that of
CRFs. These results indicate that the performance of machine learning models
could easily be affected by unseen journal styles. In contrast, FBA appears to
be more tolerable. Since this free style set is quite different from the training
set, and can be treated as individualized journal styles, the performance on this
dataset could indicate how a system would perform in case it is adopted as a
web service.

We also list some errors predicted by CRFs to analyze its deficiency. As ob-
served in Table 7, CRFs fails to recognize the author due to that only the field
label (“A”,“T” and so on) be provided in the training set. We believe that if
we spend lots of effort to label the fine-grained features such as “First”, “Last”,
“Generation”, etc, the performance of CRFs could be improved. In contrast,
FBA can easily incorporate such fine-grained feature without much effort.

All in all, experiment results showed that FBA performed equally well on
trained and various untrained test domains. It can reduce the weighted average
field error rate across all four test sets by around 70% (2.24% vs. 7.54%) when
compared to CRFs.

Table 7. The examples for the prediction error of CRFs

Reference string Predicted author by CRFs

Dupavcova, Jitka and Wets, Roger: Asymptotic behav-
ior of statistical...

Dupavcova, Jitka and Wets

E.D. Falkenberg and Pols, R. van der and Weide, Th.P.
van der, Under-standing process structure...

E.D. Falkenberg and Pols,
R. van der and Weide

Michael S. Kogan and Freeman L. Rawson, III: The
design of Operating System...

Michael S. Kogan and Free-
man L. Rawson

5 Conclusions

We proposed a frame-based approach (FBA) by taking reference metadata ex-
traction as a case study to show its merits. FBA is designed to compensate for
the shortcomings while retaining the strengths of traditional rule-based approach
in that, the fuzzy nature of frame matching can capture reasonable variations
in the input text to further increase the coverage of the frames. Our experiment
results indicate that the FBA is superior to other widely-used machine learning
(e.g., CRFs) and template-based (e.g., BibPro) methods.

There are three directions for future research. First, we plan to extend this
framework to other reference styles such as conference proceeding, book chap-
ter and technical report. Second, we are applying this flexible FBA to other
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fundamental NLP tasks, such as named entity recognition. Lastly, since current
FBA still needs some personel involvement for frame pattern generation, we are
in an attempt to develop an unsupervised frame pattern generation mechanism
through data mining and/or clustering techniques in order to construct a fully
automatic FBA approach.
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Abstract. In management games, players enjoy developing the virtual
objects, such as avatars, farms, villages, cities, resources, etc. Usually,
the management games do not have a time limit to play. Players know
little about how much time that they need to devote in order to quickly
build up the virtual objects. This paper studies about the difficulty level
of the management games. That is, under a limit amount of time, how far
a player can develop the objects. We propose to adopt a neural network
to evaluate the difficulty of such kind of games. There is a diverse set of
features supported by management games. Thus, we have developed a
manageable management game called Wonders of Seabed. Our game is
a 3D game and the game story happens at the seabed. Players need to
develop a city by managing different resources. Our method can adjust
the game difficulty for the players.

Keywords: management games, game balance, game evaluation, neural
network, game difficulty.

1 Introduction

Games are useful for people to learn knowledge and they are widely used for
educational and training purposes [2][6]. Serious games are also considered for
healthcare training [7]. Management games enable players to acquire knowledge
and they have educational purposes. Management games have become popular
since SimCity. Management games enable players to develop the virtual farms,
cities and other virtual items. Players can create any items supported in the
games and gradually upgrade the items. The players have fun by organizing and
beautifying the virtual items in the game. However, management games could
be time consuming and tedious to play. It would take a long time to collect the
required items.

We take SimCity as an example. In SimCity, the tax policy is employed to
control the development of the cities. A player acts as a government agent.
He or she establishes different policy rules to improve the income. Almost all
the money is collected from taxes of citizens. If the tax rates are too high in the
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early development stages of the game, the city population would not increase fast
enough. Sooner or later, the city would bankrupt since the population is too low
for the city to develop. The player must balance the tax rates and expenses to
make the citizens happy. While the city is developed, the tax rates should not be
too low in the later stages. If the tax rates are too low, there would be insufficient
budget to maintain the development of the city even though the citizens are
happy. In addition, there are many custom laws that are used for collecting
maintenance fees. Players may come up with some sophisticated strategies so as
to get as much budget as possible in a short time. In management games, as
there are different combinations of strategies to develop virtual items, players
enjoy very much in playing this kind of games. Furthermore, if the simulated
environment of the games is based on examples in real life, the players also
acquire new knowledge while they play the games. However, the major problem
of this kind of games is that there is no clue about how long it would take to
develop the virtual items to a certain level.

In this paper, we propose to use a neural network to evaluate the difficulty of
management games. Based on the evaluation score, we can adjust the difficulty
level of the game to suit for the players expectation. There are a vast amount
of different management games that have a diverse set of features. We have
developed our in-house management game called Wonders of Seabed. We have
built a manageable set of features so that we can easily evaluate the progress
of the game. While players develop the cities, we evaluate the players financial
strategy and adjust the difficulty level of the game. If the players cannot earn
enough money at early stages, the game difficulty level would be lowered. On
the other hand, if the players could find out a good strategy to play the game,
our system would adjust the settings to increase the difficulty level. Thus, our
game would achieve a better gaming experience for players.

The organization of the remaining sections of this paper is as follows. Section 2
reviews the previous work. Section 3 covers our game system architecture, im-
plementation and the game rules. Section 4 presents the method for evaluating
the game difficulty. Section 5 presents our results and finally Section 6 concludes
this paper.

2 Related Work

There are techniques which have been developed for balancing game difficulty.
For example, the artificial intelligence technique was adopted to switch the dif-
ficulty of the game based on a finite state machine [10]. The range of game
difficulty could also be dynamically adjusted according to the fitness values of
players [15]. An extending reinforcement learning technique can provide dynamic
game balancing [5]. The basic idea is to employ reinforcement learning policy
to monitor the game difficulty level that fits the players. In [3], a reinforcement
learning technique evaluates the players satisfaction level to achieve challenge-
sensitive game balancing. The dynamic game balancing scheme is designed for
fighting games. A quantitative modeling technique was proposed to satisfy or
entertain players [1]. A challenge-sensitive technique was present to balance the
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game difficulty level in battle games [4]. In [17], adaptive algorithms were devel-
oped to adapt to the playing performance of players to achieve difficulty control.
The proposed algorithms were tested on a real-time driving game.

Some techniques are developed based on particle swarm optimization (PSO) to
achieve game balance. For example in [8], the powers of two teams are evaluated
based on PSO in a role-playing game. In [14], the neural network approach and
particle swarm optimization approach were compared. A case study of n-queens
problem using PSO was conducted in chess games [9]. Neural networks are also
employed in game evaluation. For example, neural network was employed in
video games [16], chess games [18] and rules based approach for the self-learning
evaluation [13].

3 System Architecture

In this section, we describe the system architecture of a management game, the
game rules and the implementation of the system.

We have developed a manageable management game calledWonders of Seabed
for studying the game difficulty level. We build the game scene under the water.
There are four major parameters to control the development of the city: tax,
maintenance fee, celebration fee, and human resource fee. Players are required
to control these four parameters to achieve certain goals within a given amount
of time duration. We integrate our game with a neural network to evaluate the
game difficulty level for a player. Our system is able to adjust the game difficulty
level to meet the player’s expectation. Our game features automatic generated
scenes so that a player can enjoy the flourish of his/her own city with only
some adjustment of income/outcome. Furthermore, our game would adjust the
difficulty to higher level if advanced players want to have a challenging game. In
other words, heavy gamers may face a harsh environment while new gamers can
have a prosper city with little effort.

3.1 Wonders of Seabed: How to Play

In Wonders of Seabed, the city is divided into four major areas: a residential
area, a commercial area, agricultural area, and an administrative center. In each
area, there are parameters that the players need to control to improve the income
of each area. We hope players could learn how to manage a city by controlling
the parameters and gradually understand how to develop a city successfully in
a long run.

To develop the city, players need to balance four key values every game month:
tax, maintenance fee, celebration fee and human resource fee. A game month is
30 seconds (i.e., half minute) in real world. We describe each of the key values.

Tax. The tax income is the total income of the government unit from the com-
mercial area, agriculture area and residential area. Tax is the main income in
this game. If players set the tax to be too high, ’economic recession’ may hap-
pen. It means that the income from tax will be decreased because citizens do not
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have enough money to pay tax. Subsequently, the population of the city would
decrease as citizens choose to leave the city.

Maintenance Fee. The maintenance fee is the expense that is regularly in-
curred to maintain the city. For example, if there is sufficient amount of main-
tenance fee, the city area would be clean. The maintenance fee is used to hire
cleaners. If players allocate the maintenance fee below a certain threshold, the
number of cleaners would become fewer and fewer. Consequently, the city areas
would become dirty, resulting in a ’messy’ city. This messy event would lead to
the deterioration of the environment. The total income is decreased due to this
messy event. The government unit would need to raise money to restore the city
environment.

Celebration Free. A celebration event is an event held by the government
unit. The purpose of this event is to give a chance for citizens to relax and also
encourage them to work hard. If the government unit spends sufficient amount
of money to hold parties, citizens would be happy, thereby leading to double the
income.

Human Resource Free. The factor of human resource is about public affairs
that are managed by the government unit. If there is less human resource, an
event called ’wrong policy’ would happen. Players should make sure that human
resource is kept above a reasonable standard. When a ’wrong policy’ occurs, a
quarter of the income would be lost.

3.2 Game Implementation

This section presents the implementation of the game. We build the game as a
3D game. There are agents, fish, 3D models of different buildings. Our game runs
at real time rate. Players can interact with the game via mouse and keyboard
controls. We apply different techniques to control crowd simulation, fish school
simulation, and game balance. Figures 1 shows the objects used in the four areas.

In the part of crowd simulation, we apply the A* algorithm to compute the
movement of crowd. At the beginning of the game, we record all the possible
paths which are computed by using the A* algorithm. Thus, the agents (or
citizens) can be animated on the paths based on their current positions and
destinations, e.g., walking to farms and returning houses. To avoid collision be-
tween agents, our system dynamically adjusts their movement direction if they
would collide with each other. After the collision events are resolved, the agents
continue to move based on the pre-computed paths.

To simulate a school of fish, we compute the distance between fish. We also
compute the distance between each fish and a group of fish. The fish reaction is
performed according to the distance between fish and the group [11]. Figure 2
shows the fish reaction behaviors. Basically, we apply repulsive force to push
away the approaching fish for avoiding collision. We ignore the details about the
mathematical models about controlling the orientation and movement of agents
and fish in this paper.
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Fig. 1. Virtual objects in Wonders of Seabed. Top, from left to right: resident area and
commercial area. Bottom: agricultural area and administrative area. In the residential
area, there are sphere-like objects which are agents. We have implemented the caustics
effect [12] (i.e., brighter regions) to enhance the attractiveness of the scene.

4 Evaluation Method Using Neural Network

We integrate a neural network with our game system. We apply the neural
network to evaluate the game difficulty level based on the players’ current per-
formance. Then, our system would adjust the game difficulty level to suit for the
players’ expectation (see Fig. 3). We hope by doing so that the players would
enjoy in playing this kind of management games. While a player develops the
virtual city, he/she only knows the outcomes of the city. There are five outcomes
of the city in each month. They are stated as follows:

1. money earned in this month? (an integer)
2. is ’economic recession’ event happening? (a boolean)
3. is ’messy’ event happening (a boolean)
4. is ’happy citizen’ event happening (a boolean)
5. is ’wrong policy’ event happening (a boolean)

Thus, we use these five outcomes and pass them as inputs to the neural
network. We use the neural network to evaluate the expected achievement of the
player which reflects the game difficulty level with respect to the player. There
are four output of the neural network which are: 1) tax, 2) maintenance fee, 3)
celebration fee, and 4) human resource fee.
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Fig. 2. Modeling fish behaviours based on a distance map

The evaluation process of the game difficulty level is divided into three steps:
1) input generation, 2) neural network forwarding, and 3) neural network back
propagation.

In the first step, we compute the four initial values which are tax rate, mainte-
nance fee, celebration fee, and human resource fee. Then, we generate the inputs
with the following rules:

1. If the tax is larger than Ttax, it has a chance to occur the economic recession
event. The player should pay an amount of money Peco as penalty if the
economic recession event occurs.

2. There is a chance that a messy event would occur if the assigned maintenance
fee is less than Tmaintain. The player should pay Pmessy as penalty if the
messy event occurs.



170 C.-Y. Huang et al.

Fig. 3. The evaluation method using neural network. Ei (i = 1, 2, 3, 4) are the events
and Tj (j = 1, 2, 3, 4) are thresholds. rand returns a probability value.

3. If celebration fee is bigger than Tcele, it has chance to occur a happy citizen
event. A happy citizen event leads to that the income for the government is
doubled for this month.

4. If the human resource fee is less than Thuman, it has a chance to occur a
wrong policy event. A wrong policy event would make a loss of a quarter of
the income.

The percentage of the chance is decided by the value of the parameters (see
Figure 4). One may employ a sophisticated probability model or based on a real
statistics to compute the probability for an event to occur. This is beyond the
scope of this paper.

In the second step, we multiply each input with the weight and add bias.
Then, the result is fed as input to the neural network. After that, we use a
discriminant function to get the outcomes of the current developed city.
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Fig. 4. Probability models for the economic recession event, the messy event, the happy
citizen event and the wrong policy event

An output of a neuron is computed as follows:
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the j-th bias of the r-th layer. Note that:

f ′(x) = f(x) ∗ (1− f(x)). (4)

In the third step, we calculate the expectation achievement level of the player
based on the player’s current achievement. This is done by computing the differ-
ence between the outputs of the neural network and the four default threshold
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values (i.e., Ttax, Tmaintain, Tcele, and Thuman). These four default values are
the desired outcomes. Note that a player does not know these four values. We
can compute the achievement level for each outcome for the player as follows:

alevel = −(dj − oj), (5)

where dj is the desired value of the outcome and oj is the actual outcome.
As soon as we get the achievement level, we apply back propagation to evolve

the neural network.
Let K(L) be the number of neurons in the L-th layer, i.e., the last layer. The

total error J is define as:
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1

2
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where e is:

ej = dj − oj . (7)

oj is the output of the j-th neuron. To update the hidden layer, we have
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where w
(r)
ji is the change of the weight from i-th neuron to the j-th neuron of

the r-th layer. o
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k is the output of the k-th neuron in the (r + 1)-th layer.

For the last layer, i.e., L-th layer, we have
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= −(dk − ok). (10)

The weight changes are computed as follows:
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We can use the following formula to update all the weights:

w(t+ 1) = w(t) − η ∗Δw,
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where t is the current step, η is the learning rate (0.3 in our system), and Δw
is the change of the weight vector.

After finishing all the three steps, our system learns the settings about the
tax, maintenance fee, and so on. And then the process is repeated until the
termination condition is satisfied. During the iterations, we record the total
amount of money that would be earned. This total amount of money indicates
whether or not the game rules are too difficult or not for the player. Our system
can then adjust thresholds when necessary to suit for the player’s expectation
achievement level.

5 Result and Discussion

We performed experiments to evaluate the game difficulty levels in several ex-
amples. The number of the evaluation iterations of the neural network was set
to 100. Different game time limits were employed. A game time limit is the time
duration for playing a game. We recorded the average total incomes, as shown in
Table 1. One month game time is set as 30 seconds in real life. Our observations
are stated as follows:

1. In Table 1(A), for the first 20 months, the total income is always negative.
From 15 months to 20 months, the total income is increasing because the
neural network learned better than before. So we could say that players start
to know how to balance the parameters to get more income starting from the
20-th month. If we set the stage goal to be 20,000 dollar, a player needs 40
months to clear the stage. In other words, in real life time, the player takes
20 minutes to clear the stage. Based on our experimental results, we can use
the neural network to control how long a player needs to clear a stage.

Table 1. Experiment Results
A. (Ttax, Tmaintain, Tcele, Thuman) = (750,250,100,50)

Time to play (month) 10 15 20 30 40
Average total income -4804 -5125 -3241 5392 20670

B. (Ttax, Tmaintain, Tcele, Thuman) = (750,250,500,500)

Time to play (month) 10 15 20 30 40
Average total income -5927 -6340 -3515 1592 16213

C. (Ttax, Tmaintain, Tcele, Thuman) = (850,100,500,500)

Time to play (month) 10 15 20 30 40
Average total income -694 1224 6359 20350 40583

D. (Ttax, Tmaintain, Tcele, Thuman) = (850,100,100,50)

Time to play (month) 10 15 20 30 40
Average total income -159 3301 8507 22027 44412

E. (Ttax, Tmaintain, Tcele, Thuman) = (600,400,400,400)

Time to play (month) 10 15 20 30 40 50 60 70 80 90 100
Average total income -10428 -13219 -16452 -18420 -16153 -13271 -7164 1654 5427 7278 21462
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2. From Table 1(A) and Table 1(B), we can see that the effect of Tcele and
Thuman is not so obvious for improving the total income. However, it can
increase slightly the time that the player needs to clear the stage.

3. Consider the results in Table 1(B) and Table 1(C) as examples. The larger
the range between Ttax and Tmaintain is, the earlier the average total in-
come becomes positive. So, the difference between Ttax and Tmaintain affects
greatly the amount of money earned.

6 Conclusions

We have developed a management game and proposed to use a neural network
to evaluate the difficulty level for players. Our management game is a real time
3D game. Players can control a government unit to develop a city. Our game has
four major areas: a residential area, a commercial area, agricultural area, and an
administrative center. The players need to maximize the income within a game
time limit. We have applied the neural network to learn how to play the game.
Our system computes an expected income within a game time duration. We can
estimate the amount of time that a player needs to take to clear a stage. Thus,
we can evaluate the game difficulty level with respect to a player while the game
is running.

Our approach has limitations. The complexity of the game rules is simple
in our game. There are only four parameters to control. If the complexity of
the game grows higher, our approach may not be adequate to evolve the neural
network to successfully play the game. This is due to that the output may be
highly non-linear with respect to the input data. The probability functions are
not smooth in our game and they affect the learning speed of the neural network.
Furthermore, the major parameters would be changed over time while the player
develops the city. The weights of the neural network are not useful anymore after
the major parameters are changed. The neural network must be trained again.
In the future, we would like to tackle these limitations.
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Appendix

We show some of 3D and rendering results of our game in this section. Figure 5
is a far view of our game. A billboard is placed at the back of the scene. The
texture of the billboard is seamlessly matched at the boundary of the ground
texture. Figure 6 shows the agents moving on the road. The paths of the agents
are pre-computed. Figure 7 shows the fish and agent models. We hope that while
the players play the game, they can also enjoy seeing the sea life.
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Fig. 5. The screenshot of our game system. Our management game is a real time 3D
game. There are bubbles, buildings, fish and farms in the scene.

Fig. 6. The agents move on the road
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Fig. 7. Fish and agents. (a) Fish in the search state. (b) agents avoid collision. (c) Fish
following. (d) the fish model.
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Abstract. This study is an attempt to draw on research of semi-super-
vised dimension reduction. Many real world problems can be formulated
as semi-supervised problems since the data labeling is much more chal-
lenging to obtain than the unlabeled data. Dimension reduction benefits
the computation performance and is usually applied in the problem with
high dimensional data. This paper proposes a semi-supervised dimension
reduction achieved with the kernel sliced inverse regression (KSIR). The
prior information is applied to estimate the statistical parameters in the
KSIR formula. The semi-supervised KSIR performs comparably to other
established methods but much more efficient.

1 Introduction

Dimension reduction is one of the most important research topic in the machine
learning and data mining domains for improving computation performance and
achieving data visualization. In machine learning, tasks can be classified ac-
cording to the availability of labeled data, so called the supervised information.
Semi-supervised learning (SSL) investigate the problems which only part of the
original input data is labeled. Although the supervised learning, so called as
classification, is learned from the totally labeled data then predicting unlabeled
data, SSL focus on the problem consisted of most unlabeled data and few la-
beled ones. Real world physical problems usually belong to SSL since the data
is readily available but the labeled data is fairly expensive to obtain.

Existing dimension reduction methods can also be categorized into super-
vised, semi-supervised, and unsupervised according to the existence of labeled
data. Fisher Linear Discriminant (FLD) [3] is one of the supervised dimension
reduction methods which tries to extract the optimal discriminant vectors with
the supervised information. An example of unsupervised dimension reduction
method is the well-known Principle Component Analysis (PCA) [5]. It repeat-
edly finds the principle components, the orthogonal projections, with preserving
the covariance structure of data without any labeled information.

Although the PCA [5] is an unsupervised dimension reduction method, which
tries to retain the covariance arrangement of original data without the class
information, the Sliced Inverse Regression (SIR)[8] exploits the prior knowledge
for the dimension reduction. As an supervised dimension reduction method,
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SIR extracts the effective dimension reduction (e.d.r) subspace via using the
known class information as the responses in the regression formula. A noted semi-
supervised dimension reduction method was proposed in [13] which exploited
the pairwise constraint as the semi-supervised information and formulated as
an object function for optimization. Using pairwise constraint for dimension
reduction could be found in[10].

In this paper, the notation of data is defined as: A = [x1
�; · · · ;x�

n ] ∈ R
n×p be

the data matrix of input attributes and y = [y1; ...; yn] ∈ R
n be the corresponding

response, the labels. In semi-supervised problems, large portion of Y is unknown
but fixed.

2 Supervised Kernel SIR for Dimension Reduction

Sliced inverse regression (SIR) [8] shows that the e.d.r. subspace can be estimated
from the leading directions, the most informative directions in the input pattern
space, in the central inverse regression function with the largest variation. SIR
finds the dimension reduction directions by solving the following generalized
eigenvalue problem:

ΣE(A|YJ )β = λΣAβ, (1)

where ΣA is the covariance matrix of A, YJ denotes the membership in J slices,
and ΣE(A|YJ) denotes the between-slice covariance matrix based on sliced means
given by

ΣE(A|YJ ) =
1

n

J∑
j=1

nj(x̄
j − x̄)(x̄j − x̄)

�
. (2)

Here x̄ = 1
n

∑n
i=1 x

i is the grand mean, x̄j = 1
nj

∑
i∈Sj

xi is the mean value of

the jth slice, Sj is the index set for jth slice, nj is the size of jth slice. Note that
the slices are sliced from A according to responses Y .

In supervised problems, x̄j is simply the class mean of input attributes for
the jth class in which the slices are replaced by the classes. An equivalent way
to modeling SIR by the following optimization problem:

max
β∈Rp

β�ΣE(A|YJ )β subject to β�ΣAβ = 1 (3)

The solution, denoted by β1, givens the first e.d.r. direction such that slice means
projected along β1 are most spreading out, where β1 is normalized with respect to
the sample covariance matrix ΣA. Repeatedly solving this optimization problem
with the orthogonality constraints βkΣAβl = δk,l, where δk,l is the Kronecker
delta, and the sequence of solution β1, ...βd forms the e.d.r. basis. Some insightful
discussion on the SIR methodology and applications can be found in [12, 8].

Since the classical SIR is designed to find a linear transformation from input
space to a low dimensional subspace which retains as much information as pos-
sible for the output variable y, it may perform poorly in the non-linear tasks.
To solve the linearity problem, the kernel sliced inverse regression (KSIR)[11]



180 C.-C. Huang and K.-Y. Su

is proposed to describe key features by few nonlinear components [12]. Let φ
be a nonlinear mapping and the kernel function K(x�, z) = φ(x)�φ(z). KSIR
finds the dimension reduction directions by solving the following generalized
eigenvalue problem with the kernel method:

ΣE(K|y)β = λΣKβ (4)

where K = K(A,A�) ∈ R
n×n, ΣK is the sample covariance matrix of K, and

ΣE(K|YJ) denotes the between-slice sample covariance matrix based on the ker-
nelized slice means given by

ΣE(K|YJ ) =
1

n

J∑
j=1

nj(K̄
j − K̄)(K̄j − K̄)

�
, (5)

where K̄ = 1
n

∑n
i=1 K(A,xi) and K̄j = 1

nj

∑nj

i=1 K(A,xj
i ) is the kernelized slice

mean of the jth slice.
Although full kernel matrix computation is time- and memory-consuming

and the effective rank of the covariance matrix of kernel data is quite low in the
real world applications, these leads to numerical instability and poor estimates
of the e.d.r. directions. An appropriate solution is to find a reduced-column
approximation to K, denoted by K̃ which provides a good approximation, as
demonstrated by the reduced support vector machine (RSVM) [7]. The main
characteristic is the reduction of the full and dense kernel matrix K from n× n
to n× ñ, where ñ is the size of randomly selected subset of kernel matrix. This
reduced matrix is much smaller thus the optimization problem can be solved
faster. The reduced kernel technique can also be applied to KSIR application.
Let Ã ∈ R

ñ×d be the reduced set, and the reduced KSIR can be formulated as
follows:

ΣE(K̃|YJ )
β̃ = λΣK̃ β̃, (6)

where β̃ ∈ R
n and K̃ = K(A, Ã�), ñ � n.

Since the rank of the between-slice covariance of kernel data, E(K|y) in Equa-
tion (5), is (J − 1), we do not need to solve the whole eigenvalue decomposition
problem for this n × ñ matrix. Instead, the reduced singular value decomposi-
tion (SVD) technique is used to solve for the leading (J − 1) components to save
computing time.

3 Semi-supervised KSIR for Dimension Reduction

In the supervised dimension reduction via KSIR, the e.d.r. subspace is generated
by solving a generalized eigenvalue problem. Based on this property of KSIR,
we can apply the KSIR from supervised dimension reduction to semi-supervised
(SS) dimension reduction approach [9]. In a SS problem, given a small portion
of labeled data instances and abundant unlabeled data instances, we try to find
a decision function for predicting the labels of new data instances. We assume
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that the small portion of labeled instances can reflect the statistical structure of
the entire data; the global physical meaning can be preserved through sampling
without losing much information.

We first use a toy example to experiment the variation using different amount
of labeled instance to generate the KSIR e.d.r. subspace. In the experiment, we
use the different portions (t%, t=10, 20, ... 100) of labeled instances to build the
kernelized covariance matrix and find the KSIR projection direction ut%, then
using this direction ut% to project one of cluster mean onto 2D space. Figure 1
visualizes the data distribution of projecting the different portion of data into 2D
space. The color dots means different amount of labeled join to generate KSIR
directions computing and the big black dot means the entire labeled data to build
the KSIR direction which is ground truth here. The distribution of using small
portion of labeled data of KSIR direction varies big because of random sampling.
Table 1 shows that the numerical result representing the distribution of the
project using different portion of labeled data to calculate the KSIR direction.
The cluster mean in this toy example somehow means that the original data. No
matter from the graphical or from the numerical result, the observation shows
that the mean by different amount of labeled data changes slightly.

Table 1. The Average and Standard Deviation of distance to the actual means after
projection with different amount of labeled data

Label % Average Standard Deviation Label % Average Standard Deviation

10% 1.0558 0.5190 20% 0.6110 0.4009
30% 0.4133 0.3532 40% 0.3317 0.3421
50% 0.2429 0.2957 60% 0.1474 0.1781
70% 0.1133 0.1522 80% 0.0972 0.1334
90% 0.0495 0.0267 100% 0.0000 0.0000

Therefore, it is assumed that the small amount of labeled instances can
strongly react the distribution of entire labeled data according to above ob-
servations. In this SS problem setting, our methods are based on the constraint
that the more uniformly the labelled data distributed, the better estimation of
the slice mean would be achieved. The kernalized covariance matrix and the
between-class covariance matrix for generating the e.d.r. subspace in KSIR are
estimated by the small portion of labeled data in the semi-supervised dimension
reduction.

Table 2. The summary of the data sets used in experiments

Data set instance dimension classes Data set instance dimension classes

USPS 11,000 256 10 PIE CMU 1,700 1,024 5
COIL20 1,440 1,024 20 Adult 4,521 14 2
Text 1,946 7,511 2 COLT 98 1,051 4,840 2
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Fig. 1. Data distribution of projecting the different portion of data into 2D space

Here we reformulate semi-supervised dimension reduction which inhert the su-
pervised KSIR.K denotes the kernelized entire dataset andK� denotes kernelized
labelled dataset. The goal becomes to solve the following generality eigenvalue
problem:

ΣE(K|YJ )β = λΣKβ. (7)

And the between-class covariance will be

ΣE(K|YJ) =
1

n

J∑
j=1

nj(K̄�
j − K̄)(K̄�

j − K̄)
�

(8)

where K̄ is the grand mean computed through the kernelized entire dataset,

including labelled and unlabelled data, K̄�
j
is the sample mean for the jth slice,

estimated by the kernelized labeled data of jth slice.
In the observation of solving eigenvalue decomposition problem, the effective

rank of the covariance matrix of kernel data is quite low, so we take only top
J − 1 components for KSIR computing, where the J is the number of classes.
This restricts its use in binary classification problems since only one-direction
can be obtained, which will drop much information in the e.d.r. subspace. Basic
clustering approach is applied to force training data separate to more classes for
finding the KSIR directions. With believe of high dimension data can describe
the data more accurate, for the training data with labeled information in binary
classification, we use K-means to partition positive instances into two different
clusters for each class.Then, using those four classes as their new label for KSIR
to compute the J−1 direction(we got 3 direction in this example). After getting
the direction, the data is put back to the original one and use the original label
information for SVM to classify. Thus, we can give more descriptive variables
for the classification purpose.



Semi-supervised Dimension Reduction with Kernel Sliced Inverse Regression 183

(a) 30% of labeled data to computing
KSIR direction on PIE CMU dataset

(b) Entire labeled data to computing
KSIR direction PIE CMU dataset

(c) 30% of labeled data to computing
KSIR direction on USPS dataset

(d) Entire labeled data to computing
KSIR direction on USPS dataset

(e) 40% of labeled data to computing
KSIR direction on COIL20 dataset

(f) Entire labeled data to computing
KSIR direction on COIL20 dataset

Fig. 2. Distribution of dimensionalit reduction result by using small amount of labeled
data and entire labeled set to generate the KSIR direction in 3D space

4 Experiment Results

In our experiments, we use the linear smooth support vector machine (SSVM)
in [6] as our classifier. To compare the performance of KSIR algorithm with
other SSL algorithms, we test it on 6 public available real world datasets shown
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(a) PIE CMU dataset (b) COIL dataset

(c) USPS dataset (d) Adult dataset

(e) Text dataset (f) colt98 dataset

Fig. 3. Accuracy of different datasets

in Table 2. The dimension reduction result project data into 3D by computing
KSIR with small amount and entire labeled instances are shown in Figures 2.
It illustrates that small amount labeled data is enough to estimated a e.d.r.
subspace.

In order to evaluate the overall performance of our semi-supervised KISR
method, we compare it with several state-of-the-art semi-supervised algorithms
including the RSVM based two-teachersone-student semi-supervised learning al-
gorithm (2T1S) in[1] and low density separation (LDS) in [2] and a pure super-
vised benchmark given by running a nonlinear SSVM [6] classifier trained on
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(a) PIE CMU dataset (b) COIL dataset

(c) USPS dataset (d) Adult dataset

(e) Text dataset (f) colt98 dataset

Fig. 4. Time Consumption of different datasets

a fully labeled dataset. We adopt Gaussian kernel functions, and the uniform
design(UD) model selection method[4] on 5-fold cross validation to select the
penalty parameter(c) and Gaussian kernel width parameter(γ). Each experi-
ment executes 50 times by randomly selecting the training labeled set to build
the model. We use one-tenth of the data as our testing set and the other nine-
tenths of the data as our training set. Note that as the percentage of labeled
instances in the training set changes, the entire training and testing data sets
remain the same for the entirety of that experiment.
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For performance comparison, we record the testing accuracy and computing
time in CPU times(seconds). The experiment environment is Matlab 7(R2010b)
on a personal computer equipped with a i5-2400 CPU running at a clockspeed
of 3.1 GHz and 16 GByte of main memory. It can be seen that KSIR is often
faster then 2T1S and LDS, especially for large data sets and multi-class problems.
For multi-class problems, we used ‘one-vs.-one’ scheme in our benchmark, KISR,
2T1S to decompose the problem into a series of binary classification subprograms
and combine them with a voting scheme. The KSIR process is one-time-only after
which we build a series of CJ

2 binary classifiers in a (J − 1)-dimensional KSIR
extracted subspace. The efficient testing time is due to the fact that KSIR-
based algorithms are acting on very low-dimensional KSIR variates. And the
complexity of linear SSVM is O(n + 1), where n is number of input data (here
the dimensionality of input data is J − 1).

Figure 3 shows that comparison result of average testing accuracy with the
various SSL algorithms with the pure supervised learning scheme.The test ac-
curacy of the classifiers build by semi-supervised KSIR with different portion
of the labeled points available for training (also with the unlabeled part) are
higher than the test accuracy of pure supervised learning classifier using only
the labeled data points. The result show the proposed SS KSIR takes advantage
of the information contained within the unlabeled data. Figure 4 show the av-
erage computing time with PURE SSVM, 2T1S, and LDS methods. Although
our method the accuracy is comparable to other SSL, but with the advantage
that our method only requires a single training phase without needing to retrain
iteratively.

5 Conclusion

In this paper, we have proposed a semi-supervised algorithms for nonlinear di-
mensionality reduction. It exploit both labeled and unlabeled data points, and
generate the e.d.r. subspace by not only minimizing mapping the with-in class
variance but also maximizing the between-class variance. Computationally, KSIR
is a standard eigenvalue decomposition problem on a large but dense covariance
matrix, which can be efficiently computed.In KSIR-based approach, it only in-
volves solving the KSIR problem once and a series of CJ

2 many linear binary
SVMs in a (J − 1)-dimensional space. Our method can preserve the intrinsic
structure of the data set as shown in the result. Experimental results on single
training time for the semi-supervised classificaiton problem retrieval demonstrate
the effectiveness of our algorithm. Although the accuracy of our method cannot
be as high as another methods, but it save more than 10 times of computing
time. This is because our approach only needs a single training pass to compute
the directions unlike traditional SSL/transductive learning approaches which
usually require many iterations
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Abstract. Transformative research refers to research that shifts or dis-
rupts established scientific paradigms. Identifying potential transforma-
tive research early and accurately is important for funding agencies and
policy makers to maximize the impact of their investment. It also helps
scientists identify and focus their attention on promising emerging works
and thus improve their productivity. This paper will describe a system-
atic approach to address this need. We will focus on biomedical sciences
for its highest impact. Our key idea is that transformative research cre-
ates an observable disruption in the structure of information cascades,
the chains of citations that can be traced back to the papers establishing
some scientific paradigm, which measure the attention the scientific com-
munity pays to this paradigm. Therefore, a disruption occurs when the
challenger shifts the attention of the community away from the estab-
lished paradigm. Our experimental results show that such a disruption
is visible soon after the challenger’s introduction.

Keywords: Citation Analysis, Network Data Analysis, Transformative
Research.

1 Introduction

Transformative research refers to research driven by ideas that lead to emerg-
ing concepts, approaches, and/or new subfields of research that shifts or disrupts
an established scientific paradigm. According to Thomas Kuhn’s influential book
titled The Structure of Scientific Revolutions [1], the progress of science is a non-
incremental process propelled by paradigm shifts. Recently, government funding
in research is under increasing scrutiny. The challenge is how to maximize return
of investment of research budgets. Funding transformative research is generally
agreed as an effective strategy and has been officially placed at the top priority
of funding decision by National Institute of Health (NIH) and National Sci-
ence Foundation (NSF) [2]. Systematically identifying transformative research
accurately and early is therefore more critical than ever. This also applies to sci-
entists, who need to constantly monitor the most recent transformative research
in related fields to stay competitive in the forefront of their respective fields.
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This project aims at a data-driven approach to the problem of transforma-
tive research identification. Specifically, we will focus on the biomedical sciences.
One of the most active and heavily funded areas, the biomedical sciences impact
both public health and economy. Recognizing this need and opportunity, NIH
has established a new office called Office of Portfolio Analysis (OPA) in 2011
responsible for applying data-driven approaches to funding prioritization and
resulting impact evaluation. In a pilot study [3], we have developed a prelim-
inary approach to quantifying transformative research with a disruption score
and showed that the method can successfully identify transformative scientific
papers that disrupt established paradigms in Physics and Computer Science. In
this paper, we will show that the disruption score is an accurate early indicator
of a successful transformative research in biomedical sciences as well, regardless
of whether the challenger paradigm is an instant hit or a classic whose con-
tribution is formally recognized with a Nobel Prize decades later. In addition,
this paper will present a model-based approximation algorithm to accelerate the
computation of disruption scores for the first time.

Our approach is novel because it measures disruption in terms of a compe-
tition between information cascades using a recently developed framework to
quantitatively characterize growing information cascades [4]. Using this frame-
work we are able to target transformative challengers of dominant paradigms,
rather than investigate them in isolation, as was done by prior studies. This
allows us to separate influential research that reinforces dominant paradigms
from those that transform them. The field of Bibliometrics in Information and
Library Science focuses on measuring scientific impact of research but rarely
targets transformative research explicitly. Scientific impact is usually measured
by citation counts, and citations-based measures, such as the h-index [5], are
widely used to evaluate the productivity of scientists. Disruptions of citation
cascade growth of well-established, field-defining papers usually represent an
event of “paradigm shift,” “breakthrough,” emergence of a “disruptive idea,”
and a successful “transformative research.” The closest studies to the proposed
work include [6] and [7]. Mazloumian et al. [6] characterize how citations are
boosted when a work is recognized by a Nobel prize. Their goal is to charac-
terize changes in citation patterns after a transformative research work is rec-
ognized, rather than detecting them in advance. Chen [7] describes the use of
a time progressive co-citation network to reveal “intellectual turning point” pa-
pers, which include hubs, landmarks and pivot nodes in the network. Those are
characteristic of highly influential works or works that bridge two important
fields. However, they do not explicitly identify how one dominant paradigm is
challenged by transformative research like the research here.

2 Approach

2.1 Overview

Figure 1 illustrates the idea behind our method. In (a), we show a citation
network, where node 1 and 2 are papers advocating some dominant scientific
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(a) (b)

Fig. 1. (a) An example of cascade and φ values in an information network.
(b)Information disruption by a challenger in an information cascade. The seed
of an established paradigm, marked in red, creates a cascade as it is cited by other
papers, while a challenger, marked in blue, disrupts the cascade of the seed.

paradigm, and a link from node 3 to 1, means paper 3 cites paper 1. This
representation can be generalized to other communication networks, e.g., where
nodes are social media users sharing information with followers. The cascade
function φ(j) of a paper j is defined as the sum of αφ(i) for all papers i that j cites
and α is a constant damping factor. For example, φ(5) = αφ(2)+αφ(3)+αφ(4) =
α+ 2α2 + α2 = α+ 3α2. We set α = 0.5 in all of our experiments.

Consider Figure 1(b). The cascade C of the seed paper (red node) is the net-
work connecting all papers to the seed via citations. A challenger (blue node)
is a paper that advocates a new paradigm. It attracts citations from papers in
the cascade, shown as white nodes with blue background, leaving the comple-
ment cascade consisting of green nodes. When the challenger represents a non-
competing idea, though there will be papers that cite both seed and challenger,
they will not interfere with the growth of the cascade of the seed.

In contrast, a transformative challenger will disrupt the growth of the estab-
lished paradigm. Without considering the challenger, it may appear that the
established paradigm continues to prosper, as its cascade continues to grow, but
subtracting part of the cascade taken over by the challenger will reveal that the
growth of the remaining cascade (green nodes) slows. In this case, the commu-
nity’s attention shifts to papers that support the challenger paradigm. This can
be measured by comparing the growth of the average φ over time for all papers
in the cascade and the papers in the complement cascade (green nodes).

Formally, a citation network is a directed graph G = (V,E) where V is the
set of papers and E is the set of edges indicating citations made by papers. A
link (i ← j) ∈ E denotes that paper j cites paper i, cite(j) denotes the set of
all papers that j cites and cited(i) the set of all papers that cite i. Vt is the set
of papers published at time t. We assume that if (i ← j) ∈ E and i ∈ Vt and
j ∈ Vt′ then t < t′. That is, no new paper should be cited by an older paper.
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Given one or more papers S ∈ V , a cascade C is a subgraph that contains all
citation chains that end at S. The set S is called the seed or root of the cascade.
The seed indirectly exerts influence on all papers in the cascade, but influence
decays with the distance to the seed. For a node j in the cascade, the cascade
generating function [4] φ(j) summarizes the structure of the cascade, i.e., all
citation chains, up to that point. The cascade generating function quantifies the
influence of S on node j, and is defined recursively by

φ(j) :=

{
1 if j ∈ S∑

i∈cite(j) αφ(i) otherwise,
(1)

where α is a constant damping factor. Figure 1(a) shows an example cascade and
the φ values for its nodes. For a paper j published after T time steps (e.g., years)

from the publication of the seed, φ(j) can be written as φ(j) =
∑T

p=0 ap · αp,
where the coefficient ap is the number of distinct paths of length p from one of
the seeds to j. The impact of α is that the smaller the value of α, the higher the
penalty against long paths. Though it is also possible to assign a unique αij for
each link, assigning a constant 0.5 for all links to control its impact works well
in our experiments.

2.2 Cascade Disruption

Consider Figure 1(b). C is the entire cascade rooted by the seed paper. Let C(c)

denote the cascade originating from the challenger.We define the residue cascade,
denoted by C̃ , as the complement subgraph of C obtained by subtracting C(c)

from C, i.e.,
C̃ := C − (C ∩ C(c)) = C \ C(c).

By definition, references of papers in C̃ can only be traced back to the seed
papers but not the challenger. We note that it is not necessary for the challenger
to be in C. The blue nodes in Figure 1(b) are the root node(s) of the intersection
of C and C(c).

Let Ct be the set of papers in cascade C published at time t, i.e., nodes in the
bottom red box in Figure 1(b). The average of the cascade function φ of papers
in Ct is defined by

Φt(C) :=
1

|Ct|
∑
j∈Ct

φ(j) =
t∑

p=0

ap · αp, (2)

where ap is the average of the coefficient ap in Eq. (2) for j in Ct, and ap indicates
on average number of distinct citation chains of length p from papers published
at time t to the seeds. The variable Φt can be interpreted as an indicator of the
seed papers’ influence at time t. Let t0 be the publication time of the challenger
paper, the disruption score is defined as

δ(τ) :=

t0+τ∑
t=t0

log
Φt(C)

Φt(C̃)
=

t0+τ∑
t=t0

(
logΦt(C) − logΦt(C̃)

)
. (3)
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To obtain the disruption score, we need to compute φ of the nodes in the
cascade. A citation network is a directed acyclic graph if cycles are considered
as errors. From Eq. (1), traversing the citation network in a topological order [8]
and updating φ values along the way will guarantee that no backtracking is nec-
essary to compute all φ values for all nodes. Therefore, we can apply topological
sorting to compute φ and obtain the disruption scores. The time complexity of
topological sorting is O(|VC | + |EC |), which is linear to the sum of the number
of nodes and edges in cascade C.

2.3 Model-Based Approximation

Computation of the scores must be efficient given ever-growing number of
biomedical sciences papers and citations. One challenge of the proposed approach
is that the computation of the cascade structure and pairwise comparison can be
intractable. We have several strategies to accelerate the computation. One strat-
egy is to avoid exhaustive pairwise comparison by reusing intermediate results.
Suppose we would like to rank 100 candidate challengers by their disruption
scores. A brute-force approach is to compute the residue cascades for each of the
candidates. By sorting these candidates in their topological order in the citation
network, the φ values computed for the upstream candidates can be reused for
the downstream candidates and significantly reduce the computational costs.

Another strategy is by approximation, where we can take advantage of the
fact that citations decay exponentially over time to estimate the size of cas-
cades. Computing average cascade Φ can be intractable. A brute-force algorithm
to compute Φ is to traverse the citation network and update φ for each node
visited by a topological sorting algorithm. Such an exhaustive search algorithm
slows down as the size of the citation network increases exponentially in recent
years. Arbesman [9] shows that, for any paper, the longer away from the citing
paper, the less likely that the paper will be cited, and the decay is approximately
exponential. Also, modern papers cite more often and the average citations in-
crease each year. The result suggests that it is possible to model the citation
counts accurately and we will take advantage of that to derive an approximation
algorithm to accelerate the computation of cascade overtaking. We now present
accurate approximation algorithms scalable to very large scale citation networks
by taking advantage of properties of Φ.

It has been suggested that citation counts of papers decay exponentially over
time [9] and the rate of decay can be estimated accurately. We plotted the curves
of the annual average citation count of the papers in the APS citation network
dataset as shown in Figure 2, which shows that the longer away from the citing
paper, the less likely that the paper will be cited, and the decay is approximately
exponential. Also, modern papers cite more often and the average citations in-
crease each year. The plot suggests that it is possible to model the citation
counts accurately and we will take advantage of that to derive an approximation
algorithm to accelerate the computation of cascade overtaking.

Given a cascade C, We model the number of citations by a function ΓC(t, τ),
the average citations from papers published in time t to papers published τ time
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Fig. 2. Average citations of papers in the APS citation network dataset. Each curve
is for the papers published in one year from 1970 (darkest) to 2009 (brightest). The
curve plots the change of the average citations to the past years. The horizontal-axis
indicates how many year from the publication time t.

steps (i.e., year, in this case) early. ΓC(t, τ) can be estimated and presented as
a data point on a curve in the plot.

Consider the problem of computing Φ. If we consider paper j ∈ Ct as a random
variable, then Φt(C) is by definition the expectation of φ(j). The number of
citations from j to papers published in time t− τ will also be a random variable
and its expectation will be ΓC(t, τ). Then the expected contribution of these
citations to φ(j) will be ΓC(t, τ) ·α ·Φt−τ (C) approximately. Figure 3 illustrates
this idea. Therefore, we can derive an approximation of Φ as follows:

Φt(C) = Ej∼Ct [φ(j)]

= Ej∼Ct

⎡
⎣

t∑
τ=1

α
∑

i∈Ct−τ

I[i ∈ cite(j)]φ(i)

⎤
⎦

=

t∑
τ=1

α
(
Ei∼Ct−τ

[
∑

I[i ∈ cite(j)]]Ei∼Ct−τ
[φ(i)] + covi∼Ct−τ

[
∑

I[i ∈ cite(j)], φ(i)]
)

(4)

≈
t∑

τ=1

αΓC(t, τ)Φt−τ (C). (5)

We note that I[s] is the identity function that returns 1 if the parameter
s is true and 0 otherwise. The difference between the approximation (5) and
(4) is the sum of the covariance terms in (4). These terms are zero under the
assumption that the cascade function value φ of a paper, which depends on how
many papers it cites, and how often it is cited in the future, are uncorrelated.
The assumption is reasonable and can be confirmed empirically. Therefore, we
expect that the approximation error will be negligible.

Compared to an exhaustive search algorithm, computing Φt(C) using Eq. (5)
reduced the complexity from exponential to quadratic. Since the equation is
defined recursively, there are plenty of room to optimize its implementation.
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Fig. 3. Estimating average cascade function values Φ by modeling citation counts Γ

The preprocessing step that estimates Γ requires to visit each node once and
therefore its time complexity is linear to the size of the citation network.

3 Experimental Results

Here we report our results of testing if the approach works in the biomedical sci-
ences, too. Our citation data is from PubMed (www.ncbi.nlm.nih.gov/pubmed),
which provides E-utilities, an application programming interface service that al-
lows users to query for its contents, including a “cited in” list for each article,
via a computer program remotely.

We plot the growth of Φt(C) (red curve) and Φt(C̃) (green curve), as illus-
trated in Figures 4, where we also show the growth of the challenger cascade
Φt(C

(c)) (blue curve) for reference. The value of Φt for both the seed (red) and
challenger (blue) papers may both grow rapidly, but the growth of the residue
cascade will start to flatten out and drop if the challenger successfully shifts the
attention of the community. Otherwise, the green curve will continue to grow.
The disruption score can be visualized as the area between the red and green
curves in Figures 4 from t0 to t0 + τ . The disruption score allows us to identify
and measure the impact of the challenger paper.

Our first case is the confirmation of Helicobacter Pylori as the major cause of
peptic ulcer by Marshall and Warran in 1984 [10]. Prior to their work, the estab-
lished paradigm believed that excess acid in the stomach was the cause and the
standard treatment is antacid. Marshall and Warren’s early manuscripts were
rejected because previous studies had established that discoveries of bacteria in
patients of peptic ulcer were due to contamination [11–13]. Unlike the case of
high-temperature superconductivity, which was widely recognized as a break-
through and immediately become an instant hit, Marshall and Warran’s work
is a contrast case and perfect to test if our approach can detect their work as
transformative even though their contribution was not recognized for a Nobel
Prize until 2005.

www.ncbi.nlm.nih.gov/pubmed
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Transformative research in the biomedical sciences. (a) and (d) shows
the case of H. Pylori vs. traditional stress/acid paradigm; (b) and (e) shows the case
of HAART vs. AZT for AIDS therapy; (c) and (f) shows iPS vs. embryonic stem
cells.Notice the split between the red curves and green curves, indicating cascade dis-
ruption.

Figure 4(a) and (d) shows that Marshall and Warran’s 1984 papers created
a cascade disruption much wider than 30 related papers published in the same
year. The gap (dropping of the green curve) can be observable as early as 1985,
right after its publication.

To test the specificity of cascade interruption, we randomly selected 30 highly
cited papers published in the same year as each of the transformative research
papers that we selected. These randomly selected papers served as negative
controls. We plot the growth of their cascades and computed the means and
standard deviations of the average cascades of these 30 challengers and the green
curve shows those for their residue cascades, as shown in Figure 4(d). The curves
show that though the growth of their cascades varies widely (blue curve), the
complements of the dominating cascade are hardly disrupted (green curve).

We tested two other renown cases of transformative research in the biomedi-
cal sciences: HAART vs. AZT for the treatment of AIDS and induced pluripo-
tent stem cells (iPS) vs. embryonic stem cells. Zidovudine or azidothymidine
(AZT) [14, 15] is the first approved drug in the U.S. for AIDS therapy. However,
the best AZT can do is to slow down virus replication but never completely cure
the disease until a “cocktail” therapy known as highly active antiretroviral ther-
apy (HAART) was proposed by David D. Ho et al. [16]. Research on the stem
cells used to require a technique that derives the stem cells from early-stage em-
bryo [17] and raised ethical concerns.iPS [18, 19] is a breakthrough that allows
for derivation of stem cells without the controversial use of embryos. As shown in
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Figure 4, the cascade disruption can be observed for the cases of transformative
research immediately (our time stamp is a year) after their publication but not
for control papers published in the same year.

4 Conclusions and Discussions

Contributions of the research reported in this paper include that we developed
a framework for identifying successful transformative research by analyzing ci-
tation patterns of scientific publications and that we developed computational
scalable algorithms to analyze massive citation records. Our framework that
considers a paradigm shift as information disruption will enable quantification,
comparison, and characterization of paradigm shifts and transformative research.
The foundation of the framework is a function that characterizes cascade struc-
tures. Exploring this function allows us to develop efficient and scalable algo-
rithms that implement the proposed framework. We have presented encouraging
results here and we will build on the success and complete the development of a
theory of transformative research as our future work.
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Abstract. In this paper, we describe a novel Gaussian process model for TV 
audience rating prediction. A weight-sharing covariance function well-suited 
for this problem is introduced. We extract several types of features from Google 
Trends and Facebook, and demonstrate that they can be useful in predicting the 
TV audience ratings. Experiments on a dataset consisting of daily dramas show 
that the proposed model outperforms the other conventional models given the 
same feature set. 

Keywords: Time Series, Gaussian Process, Audience Rating Prediction. 

1 Introduction 

Time series analysis is an active research area with many real-world applications 
including price forecasting [12] and sales prediction [9]. A typical method relies on 
historical data sequences to predict upcoming data points. In this paper, we focus on 
television audience rating prediction. The goal is to accurately predict the rating of  
an upcoming TV episode, and to analyze the most crucial factors that cause the  
audience ratings to fluctuate. 

Gaussian Process Regression (GPR) [16] is used to predict the audience ratings. 
We analyze variants of GPR models, and propose a weight-sharing kernel to deal with 
the overfitting issue caused by the increasing number of hyperparameters. The expe-
riments show that, with the weight-sharing technique applied, our GPR model outper-
forms the other competitors in predicting the audience ratings. 

Furthermore, we propose three novel types of features to boost the prediction per-
formance. Different from previous works, our model relies not only on classic time 
series features such as historical ratings, but also on features extracted from social 
networks and search engines. For example, trend information from Google Trends, 
opinion polarity and popularity information from Facebook are used in the prediction. 
We show how such information can be adapted in the proposed GPR model. 
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The main contributions of this work are summarized as follows: 

• We modify a standard kernel of GPR model to avoid overfitting, and make it more 
suitable for the TV audience rating prediction problem. 

• We propose three novel types of web-based features: trend features, social network 
features, and opinion features for better performance. 

• We conduct experiments to verify the validity of the model and features. 

2 Related Work 

Audience rating prediction is treated as a time series forecasting problem in the field of 
statistics and data analysis. Well-known models such as autoregressive model, moving 
average model, or the hybrid (ARIMA), or the more advanced ones such as generalized 
autoregressive conditional heteroskedasticity (GARCH) [2] and the nonlinear extension 
of it (NGARCH) [12] are all plausible models that can be applied. However, those mod-
els may not be the best choice for audience rating prediction because they do not consider 
specific characteristic of the ratings. Researchers have shown that using time-based and 
program-based covariates provides a more effective way to forecast the audience ratings 
[5, 6] than general time series models, as these models consider correlations between 
rating, genre, show duration, live status, etc. 

Another serious drawback of general time series models is that they cannot consid-
er external features such as information from social media and search engine. Such 
external and social information has been shown effective in forecasting. In [1], a work 
using chatters from Twitter to predict future revenue of movies is proposed. The 
works in [4, 8] propose to perform audience rating prediction utilizing the count of 
posts and comments from social media. Our work further extends the idea to exploit 
opinion mining and search engine such as Google Trends to enhance the prediction 
performance. 

3 Framework and Features 

In this paper, the TV audience rating prediction problem is modeled as a supervised 
learning task. To forecast near-future ratings, historical data together with the follow-
ing listed features are used as the training input for the models. 

1. Basic Time Series Features 

Similar to other basic time series forecasting models, the ratings of the previous epi-
sodes, the rating of the first episode, and binary indicator variables corresponding to 
weekdays are used as features. 

2. Social Network Features 

Nowadays, TV companies often host “Fan Pages” on social networking sites such as 
Facebook. On these pages, companies run promotional campaigns, face-to-face 
events, polls, and provide previews of the next episodes. Also, it provides a platform 
for the fans to interact with each other and show their support or oppose to the show. 



200 Y.-Y. Huang et al. 

 

To model such effects, the daily cumulative numbers of “posts”, “shares”, “likes”, 
“comments” on the official Facebook Fan Pages of the dramas are included as fea-
tures. 

3. Opinion Polarity Features 

Users may express their thoughts toward a show via a Facebook Fan Page, and such 
opinions will have influence on others’ opinions. For example, if most of the fans are 
looking forward to the upcoming episode, it will be reasonable to assign a higher 
audience rating for the new episode. Thus we propose to analyze the polarity (i.e. 
positive or negative) of users’ posts and replies on Facebook fans page. We use the 
daily cumulative number of positive and negative words in both posts and comments 
as the opinion polarity features. 

4. Trend Features 

Google Trends is a useful tool provided by Google Inc. to investigate the popularity 
of a keyword in a region. Given certain time period, it gives the number of searches 
for a keyword relative to the total number of searches across this period. The dis-
played number is normalized such that the highest number is equal to 100 and the 
lowest number is equal to zero. For each drama, we collect time series data from 
Google Trends for three different sets of keywords. We use drama name as well as 
actor/actress’s name as queries in Google Trends to obtain the corresponding features. 

4 Methodology 

4.1 Gaussian Process Regression (GPR) 

A typical regression problem can be formulated as 

 (1)

where  is the input vector,  is the observed target value, and  is a function that 
models the underlying process of generating the data points , : 1, … , . 
An additive independent and identically distributed Gaussian noise  ~ 0,  is 
assumed. 

There are two equivalent ways to derive the predictive distribution for Gaussian 
process regression, namely the weight-space view and the function-space view [13]. 
In the following paragraphs, we will give a brief introduction to the main concepts of 
GPR in the function-space. 

A random process : ∈  is defined as a collection of random va-
riables  indexed by an ordered set . In the audience rating prediction problem, 
we consider the input space , where  is the dimension of input vectors. 
The random variable  therefore represent the value of the random function  
evaluated at the data point . If normality is assumed, the random process is called a 
Gaussian process (GP). An important property of GP is that any finite collection of 
the random variables  will be jointly normally distributed. 
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A Gaussian process is completely defined by its second-order statistics. The mean 
function and the covariance function of a Gaussian process can be defined as follows: E  (2), E  (3)

and  ~ , , . Without loss of generality, it is common to consider 
GPs with mean function 0 to simplify the derivation. In this case, a GP is 
fully specified given its covariance function. 

Since it is infeasible to consider all possible random functions, certain assumptions 
must be made when making inference. By restricting the underlying function  to be 
distributed as a GP, the number of choices is reduced. Furthermore, a Gaussian  
predictive distribution can be derived in closed-form under such assumption. If we 
consider only zero-mean Gaussian processes, then for a test input , the mean and 
variance of the predictive distribution can be computed as follows [16]: 

 (4),  (5)

where , , … , , ,  is the covariance matrix of training 
input vectors with , , and , , … ,  is a vector of training 
target values. The point prediction is commonly taken to be the mean of the predictive 
distribution, i.e. . 

4.2 Weight-Sharing Kernel 

The covariance function is also called the kernel of a GP. As previously mentioned, the 
behavior of a zero-mean GP can be fully specified provided its covariance function. For 
regression problems, we want to assign similar prediction values to two input vectors that 
are close in space. In other words, if two similar time series are observed, the model 
should be able to give similar predictions. A widely used kernel possessing this property 
is the radial basis function (RBF) kernel, which is called a squared exponential (SE) ker-
nel in GP literature. It has the form 

, exp 12  (6)

where  is the -th dimension of vector  and  is the dimension of input vectors. 
There are  hyperparameters , , …  for this kernel. The hyperpara-

meters are called the characteristic length-scales. It serves as a distance measure 



202 Y.-Y. Huang et al. 

 

along the -th dimension. The effect of these hyperparameters can be shown more 
clearly if we rewrite Eq. 6 as 

, exp 2  . (7)

If the characteristic length-scale for the -th dimension is large, the -th exponen-
tial term will be close to zero, and the covariance will be independent of that input 
dimension. This is a form of automatic relevance determination (ARD) [11] or “soft” 
feature selection. When we are estimating the hyperparameters, the irrelevant input 
dimensions will be ignored by fitting the length-scales to a relatively large value. 
However, this type of kernel introduces one parameter per input dimension. The 
common problem of overfitting is severe if we are dealing with high-dimensional 
inputs [3]. This is especially the case for time series prediction. If we have  types 
of co-varying features, and for each of them we consider only  time steps before 
current prediction, the total number of features is , which will increase 
rapidly as we consider longer historical sequences. This will limit the power of the 
time series model in that it must either include less features or use shorter historical 
sequences. Furthermore, the time needed to train an ARD kernel is significantly long-
er than its isotropic counterpart (i.e. setting ). The isotropic SE 
kernel, although usually performs well, suffers from its inability to distinguish the 
importance of different input dimensions. Therefore, we propose a weight-sharing 
kernel that strikes a balance between the two. 

In the field of time series prediction, the input features usually come from co-
varying time sequences and therefore are naturally grouped. For example, the features 
extracted from Google Trends can be viewed as a feature group. The main idea is to 
reduce the number of hyperparameters by sharing the same length-scale among fea-
tures belonging to the same group, while at the same time possessing the ability to 
determine the importance of different groups of features. 

The kernel consists of a weighted sum of SE kernels: 

, exp 12∈  
exp 12 ,∈  . (8)

The first term is a weighted sum of isotropic SE kernels which are designed for 
time co-varying features. We denote the set of time co-varying feature groups (i.e. 
“Opinion”, “Google Trends”, “Facebook”) as . For each feature group , the 
number of features in the group is denoted as , and the overall importance of  
the group is . The same length scale  is shared among all features belonging to 
the group. This can significantly reduce the number of hyperparameters. 
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The second term of the kernel is a weighted sum of ARD SE kernels. We use  
to denote the set of time-invariant feature groups, or features that require a separate 
length-scale for each dimension to function properly (e.g. “First Episode rating”, 
“Past 3 Episodes ratings” and “Weekdays”). Usually, the number of time-invariant 
features is much less than the time co-varying features, so this term would not add too 
many hyperparameters to the model. 

As a brief example, assume that we consider  co-varying time sequences, each 
of them is of length . In our case 4 and there are 11 time co-varying 
features (4 from “Opinion”, 3 from “Google Trends”, and 4 from “Facebook”). An 
ARD kernel will have 44 hyperparameters to be learnt, making the inference slow and 
the prediction inaccurate. On the other hand, the weight-sharing kernel introduces 2 
hyperparameters (i.e.  and ) for each feature group, merely 6 in total. With the 
weight-sharing kernel applied, the inference is much faster and, as will be shown in 
the Experiment section, a better performance is achieved. 

4.3 Training 

In general, the hyperparameters of a Gaussian process model can be learnt by max-
imizing the marginal likelihood or by using Markov chain Monte Carlo methods such 
as slice sampling [10]. We adopt in this work the maximum marginal likelihood 
framework, also known as Type-II maximum likelihood (ML-II) or empirical Bayes. 

In the ML-II framework, the hyperparameters are chosen by maximizing the prob-
ability of observing target values  given the input : 1, … , . Let , , … ,  be a vector of function values evaluated at the  
training input data points. Since the function  ~ , ,  is a random 
function sampled from a GP, the vector  is an N-dimensional normally distributed 
random vector, i.e. |  ~ 0, . The exact form of the marginal likelihood is giv-
en by marginalizing over the random vector : 

| , | , | ,  (9)

where  is a vector of hyperparameters of the kernel. From Eq. 1 it is clear that  ~ 0, , where . It follows that the log marginal likelihood is 

log | , 12 12 log 2 log 2 . (10)

To find the best hyperparameters with ML-II, we must take the derivatives of the 
log marginal likelihood with respect to the hyperparameters, as shown below: ∂∂ log | , 12 ∂∂ 12 tr ∂∂ . (11)
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The above computations involve matrix inversion, which takes  time com-
plexity. It often limits the use of GP models to small data sets, or approximation me-
thods must be sought [14]. However, in our problem, the length of each drama usually 
does not exceed a few tens of episodes. Since time complexity is not a big issue for 
this application, we use exact inference in all the following experiments. 

To avoid being trapped to local minima, we randomly initialize the hyperparame-
ters and run the optimization multiple times. The set of hyperparameters yielding the 
highest marginal likelihood is selected as the final model to perform prediction. 

5 Experiments 

In this section we first introduce our dataset and the evaluation metric. Then we com-
pare our model with other competitors. Finally we conduct a quantitative analysis on 
the usefulness of selected features. 

5.1 Dataset and Evaluation Metrics 

Four daily dramas, which are broadcast only on weekdays, are chosen as the experi-
ment dataset. We collect Facebook Fan Page statistics, opinion polarities, and Google 
Trends information to create the features. All features are standardized. A brief sum-
mary for the dataset is listed in Table 1. 

Table 1. Basic information about the dramas 

Drama #Episode Broadcast period Average Rating Std. 

D1 80 2012/04/10 ~ 2012/07/30 1.819 0.263 

D2 82 2012/07/31 ~ 2012/11/26 1.941 0.201 

D3 90 2012/06/27 ~ 2012/10/30 1.485 0.226 

D4 84 2011/12/13 ~ 2012/04/09 2.540 0.754 

We perform sequential prediction for all experiments. That is, to predict the rating 
of episode k of drama D1, we first train our model using data from the first k-1 epi-
sodes of D1 and data from the other dramas. For Facebook Fan Page statistics, opi-
nion polarities, and Google Trends features, we use the values from the broadcasting 
day and three days prior to it. To evaluate the usefulness of different feature combina-
tions, we also train models on all possible combinations of features. 

The mean absolute percentage error (MAPE) is used as the evaluation metric since 
it is the most commonly used metric for the audience rating prediction problems. 100%  (12)
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5.2 Comparison of the Models 

We compare the proposed model with three other models as described below. 

1. Support Vector Regression (SVR) [15]. This model solves the following regression 
problem: 

12 1 ; ,  (13)

Note that Eq. 13 is different from the original form as there is an additional 1/yi 
term added to optimize the MAPE. We tried both linear and polynomial transforma-
tion, and use LIBLINEAR [7] for the experiment. After several trials, we choose the 
regularization parameter C=1. 

2. GP_ard. GPR with ARD SE kernel. (Eq. 6) 
3. GP_iso. GPR with isotropic SE kernel. (Eq. 6, with ) 

There are six types of features, namely social network features (from Facebook), 
opinion features, trend features, ratings from previous three episodes, rating of the 
first episode, and weekday indicator variables. Therefore, there are total 2 1 63 
different combinations of features. Table 2 shows the average MAPE of all feature 
combinations for each drama. We also rank the MAPE obtained from different mod-
els, and then compute the average value. The result is shown in Table 3. Our model 
outperforms baseline models in terms of both MAPE and ranking. 

Table 2. Average MAPE of all possible feature combinations 

Drama 
Model 

D1 D2 D3 D4 Avg. 

SVR 0.1132 0.1027 0.1300 0.1396 0.1214 

GP_ard 0.1124 0.0928 0.1297 0.1162 0.1128 

GP_iso 0.1165 0.0959 0.1357 0.1158 0.1160 

Our Model 0.1163 0.0918 0.1276 0.1117 0.1118 

Table 3. Average ranking of all feature combinations 

Drama 
Model 

D1 D2 D3 D4 Avg. 

SVR 2.1904 3.3492 2.1587 3.0952 2.6984 

GP_ard 2.4365 2.2619 2.9444 2.6349 2.5694 

GP_iso 2.7540 2.4683 2.5635 2.4365 2.5556 

Our Model 2.6190 1.9206 2.3333 1.8333 2.1766 

Then, we compare our modified GP model with the two standard GP-based com-
petitors, GP_ard and GP_iso. Since the best feature combination is fairly different for 
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each drama, a general scenario is considered, where all available features are used in 
the prediction. With the capability to estimate the relative importance of different 
groups of features and to avoid overfitting, the proposed weight-sharing method out-
performs the other standard GP-based models. Results are shown in Table 4. 

Table 4. Average MAPE using all features 

Drama 
Model 

D1 D2 D3 D4 Avg. 

GP_ard 0.1015 0.0887 0.1001 0.1184 0.1022 

GP_iso 0.1018 0.0833 0.0929 0.0973 0.0938 

Our Model 0.0991 0.0794 0.0911 0.0869 0.0891 

5.3 Feature Analysis 

In this section, we study the usefulness of the features based on our proposed model.  
As previously mentioned, the features are categorized into six types, as shown in the 
first column of Table 5. Holding the rest of the features identical, we compare the 
performance with and without a certain type of features. If the resulting error is lower 
when a certain type of features is used, we define it as a “win”. Conversely, if the 
error is higher, then we define it as a “lose”. For instance, with all other conditions the 
same, if removing Facebook features results in a higher MAPE for D1, then a “lose” 
is assigned.  Since there are total 63 different combinations of features, 31 compari-

sons are made for each drama. The winning percentages 100%  for each 

type of the features are shown in Table 5. The higher the winning percentage, the 
more useful it is. We can observe that the previous ratings and weekday information 
are overall the most important features, while most of the features except opinion 
feature generally improves the performance. 

Table 5. Winning percentage with or without a certain type of features 

Winning Percentage (%) D1 D2 D3 D4 TOTAL 

Opinion 26 58 42 55 45 

Google Trends 58 35 74 77 61 

Facebook 29 71 87 55 60 

Ratings of previous three episodes 100 100 100 100 100 

Rating of the first episode 71 61 97 42 68 

Weekday 81 100 100 84 91 
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6 Conclusion 

In this paper, we present a weight-sharing Gaussian process model for the TV au-
dience rating prediction problem. Also, we extract three types of web-based features 
for this task, namely Facebook Fan Page statistics, opinion polarities, and Google 
Trends. A series of experiments on a dataset consisting of four popular Chinese dra-
mas are made to investigate the usefulness of these features. With the weight-sharing 
kernel applied, the proposed model yields lower error rates than the other baseline 
models in predicting the audience ratings. 
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Ministry of Economy Affairs of the Republic of China. 
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Abstract. The Affinity Propagation (AP) is a clustering algorithm based on the 
concept of “message passing” between data points. Unlike most clustering algo-
rithms such as k-means, the AP does not require the number of clusters to be 
determined or estimated before running the algorithm. There are implementa-
tion of AP on Hadoop, a distribute cloud environment, called the Map/Reduce 
Affinity Propagation (MRAP). But the MRAP has a limitation: it is hard to 
know what value of parameter “preference” can yield an optimal clustering so-
lution. The Adaptive Affinity Propagation Clustering (AAP) algorithm was 
proposed to overcome this limitation to decide the preference value in AP. In 
this study, we propose to combine these two methods as the Adaptive 
Map/Reduce Affinity Propagation (AMRAP), which divides the clustering task 
to multiple mappers and one reducer in Hadoop, and decides suitable preference 
values individually for each mapper. In the experiments, we compare the clus-
tering results of the proposed AMRAP with the original MRAP method. The 
experiment results support that the proposed AMRAP method outperforms the 
original MRAP method in terms of accuracy. 

Keywords: Affinity propagation, Map/Reduce, Hadoop, clustering algorithm. 

1 Introduction 

The Affinity Propagation (AP) [1] is a clustering algorithm that requires no pre-set 
number of clusters K. The AP is a fast clustering algorithm especially in the case of 
large number of clusters. Speed, general applicability and good performance are its 
advantages. The AP works based on similarities between pairs of data points, and 
simultaneously considers all the data points as the potential cluster centers, called 
exemplars. There are two kinds of message exchanged between data points, and each 
takes into account a different kind of competition. Messages can be combined at any 
stage to decide which points are exemplars; and for the non-exemplar points, which 
exemplar it belongs to. The“responsibility” , , sent from data point i to candi-
date exemplar point k, reflects the accumulated evidence for how well-suited point k 
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is to serve as the exemplar for point i, taking into account other potential exemplars 
for point i. The “availability” , , sent from candidate exemplar point k to point i, 
reflects the accumulated evidence for how appropriate it would be for point i to 
choose point k as its exemplar, taking into account the support from other points that 
point k should be an exemplar. The AP searches for clusters through an iterative 
process until a high-quality set of exemplars and corresponding clusters emerges. In 
the iterative process, identified exemplars start from the maximum n exemplars to 
fewer exemplars until m exemplars appear and remain unchanged any more. The m 
clusters found based on m exemplars are the clustering solution of the AP. 

Based on the original AP, there are many improvements to make AP more effi-
cient. He et al. [2] presented a method which is called “Adaptive Affinity Propaga-
tion” to search the range of “preference” that AP needs then find a suitable value 
which can optimize the result of AP. The “preference” value is important in AP to 
decide the result is good or not. A more suitable preference value makes the clusters 
assignment more reasonable. 

To implement the AP on Map/Reduced architecture [3], we employ the Apache 
Hadoop [4]. The Apache Hadoop is an open-source software framework for storage 
and large-scale processing of data sets on clusters of commodity hardware. The Ha-
doop is an Apache top-level project being built and used by a global community of 
contributors and users. The Map/Reduce is a programming model and an associated 
implementation for processing and generating large data sets with a parallel, distri-
buted algorithm [5-7] on a cluster. 

To combine the AP and Hadoop, there is a method called the Map/Reduce Affinity 
Propagation (MRAP) [9]. We propose to combine the Adaptive Affinity Propagation 
[8] (AAP) the MRAP on Hadoop called the Adaptive Map/Reduce Affinity Propaga-
tion (AMRAP). The proposed AMRAP is implemented on Hadoop and can determine 
the range of preference for the optimal value. The experimental results show that the 
proposed AMRAP method outperforms the standard affinity propagation with 
Map/Reduce clustering method. 

The main contributions of this works are as follows: 

1. The proposed AMRAP method produces clusters with higher recall and precision 
because of better preference values selection. 

2. The proposed AMRAP method is faster, in terms of overall execution time, than 
other traditional AP methods. 

The rest of the paper is organized as follows. In section 2, we present the concept 
and theory on the proposed method, and give the algorithm details. We conduct expe-
rimental study of the proposed Adaptive Map/Reduce Affinity Propagation and com-
pare with the MRAP on real-world data sets in section 3 and conclude the paper in 
section 4. 
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2 Algorithm of Affinity Propagation 

In this section, we first introduce how the AP works and discuss how to find a better 
preference value that the AP required. Second, we discuss how to improve the AP in 
the Map/Reduce environment and what we try to change in the architecture. 

2.1 Affinity Propagation 

The AP takes as input a collection of real-valued similarities between data points, 
where the similarity ,  indicates how well the data point with index k is suited to 
be the exemplar for data point i. When the goal is to minimize squared error, each 
similarity is set to a negative squared error (Euclidean distance).For points xi and xk: ,   ||  . ||                      (1) 

Rather than requiring that the number of clusters be pre-specified, affinity propaga-
tion takes as input a real number ,  for each data point k so that data points with 
larger values of ,  are more likely to be chosen as exemplars. These values are 
referred to as “preferences.” The number of identified exemplars (number of clusters) 
is influenced by the values of the input preferences, but also emerges from the mes-
sage-passing procedure. If a priori, all data points are equally suitable as exemplars, 
the preferences should be set to a common value, and this value can be varied to pro-
duce different numbers of clusters. The shared value could be the median of the input 
similarities (resulting in a moderate number of clusters) or their minimum (resulting 
in a small number of clusters). 

 

Fig. 1. The messages (“responsibility” ,  and “availability” a , ) passing between any 
two points 

There are two kinds of message exchanged between data points, and each takes in-
to account a different kind of competition. Messages can be combined at any stage to 
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decide which points are exemplars and, for every other point, which exemplar it be-
longs to. The “responsibility” , , sent from data point i to candidate exemplar 
point k, reflects the accumulated evidence for how well-suited point k is to serve as 
the exemplar for point i, taking into account other potential exemplars for point i. The 
“availability” , , sent from candidate exemplar point k to point i, reflects the ac-
cumulated evidence for how appropriate it would be for point i to choose point k as its 
exemplar, taking into account the support from other points that point k should be an 
exemplar. ,  and ,  can be viewed as log-probability ratios. To begin with, 
the availabilities are initialized to zero: ,   0. Then, the responsibilities are 
computed using the rule: r , , max , ,              (2) 

In the first iteration, because the availabilities are zero, ,  is set to the input si-
milarity between point i and point k as its exemplar, minus the largest of the similarities 
between point i and other candidate exemplars. This competitive update is data-driven 
and does not take into account how many other points favor each candidate exemplar. In 
later iterations, when some points are effectively assigned to other exemplars, their 
availabilities will drop below zero as prescribed by the update rule below. These nega-
tive availabilities will decrease the effective values of some of the input similarities ,  in the above rule, removing the corresponding candidate exemplars from com-
petition. For k = i, the responsibility ,  is set to the input preference that point k be 
chosen as an exemplar, , , minus the largest of the similarities between point i and 
all other candidate exemplars. This “self-responsibility” reflects the accumulated evi-
dence that point k is an exemplar, based on its input preference tempered by how ill-
suited it is to be assigned to another exemplar. 

2.2 Adaptive Affinity Propagation 

Rather than requiring that the number of clusters be pre-specified, affinity propagation 
takes as input a real number ,  for each data point k so that data points with larger 
values of ,  are more likely to be chosen as exemplars. These values ,  are 
referred to as “preferences”, which is a kind of the self-similarity. The number of identi-
fied exemplars is influenced by the values of the input preferences. Frey [1] suggested 
preference be set as the median of the input similarities (Pm) without any prior know-
ledge. But in most cases, Pm can’t lead to optimal clustering solutions. Wang [8]  
proposed an AAP algorithm to solve this problem. The AAP searches the space of prefe-
rence values in －∞, P /2  for the optimal value. As the AP tries to maximize the net 
similarity, which is a score for explaining the data, and it represents how appropriate the 
exemplars are. The score sums up all similarities between data points and their exemplar 
(The similarity between exemplar to itself is the preference of the exemplar). The AP 
aims at maximizing the net similarity and tests each data point whether it is an exemplar. 
Therefore, the method which is using for computing the range of preferences can be 
developed. 
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The maximum preference ( ) in the range is the value which clusters the N data 
points into N clusters, and this is equal to the maximum similarity, since a preference 
lower than that would make the object better to have the data point associated with 
that maximum similarity assigned to be a cluster member rather than an exemplar. 
The derivation for  is similar to . Compute dpsim1 max  ∑ , , dpsim2 max ∑ max , , , , Compute the minimal value of prefe-
rence 1－ 2. 

After computing the range of preferences, we can scan through preferences space 
to find the optimal clustering result. Different preferences would lead to different 
cluster results. Cluster validation techniques are used to evaluate which clustering 
result is optimal for the datasets. The preference step is very important to scan the 
space adaptively, where ⁄ . To sample the whole space, we set 
the base of scanning step as ⁄ . 

We employ the global silhouette index as the validity indices. The silhouette index 
is introduced by Rousseeuw [12] as a general graphical aid for interpretation and vali-
dation of cluster analysis, which provides a measure of how well a data point is classi-
fied when it is assigned to a cluster in according to both the tightness of the clusters 
and the separation among clusters. 

The global silhouette index is defined as follows: GS ∑                          (3) 

Local silhouette index is defined as: ∑  ,                      (4) 

Where  is the count of the objects in class j,  is the average distance  
between object i and the objects in the same class j,  is the minimum average  
distance between object i and objects in class closet to class j. The largest global sil-
houette index indicates the best clustering quality and the optimal number of clusters 
[12-13]. A series of global silhouette index  values corresponding to clustering 
result with different number of cluster are calculated. The optimal clustering result is 
found when  is largest. 

The AAP clustering method steps are as follow: 
Step1: Apply Preferences Range algorithm to computing the range of preferences: ,                            (5) 

Step2: Initialize the preferences: 

                    (6) 

Step3: Update the preferences: 

                 (7) 

Step4: Apply the AP algorithm to generating K clusters. 
Step5: Terminate until  is largest. 
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2.3 Adaptive Map/Reduce Affinity Propagation 

We employ the Adaptive Affinity Propagation to extend previous work [9]. There are 
multiple mappers and two reducers in the proposed environment settings. We can 
increase the number of mappers at will, which means the proposed method is scalable. 

At the beginning, the input data will be processed for initial similarity and prefe-
rence values. Each mapper can process the input data at the same time. We divide the 
input data into small size randomly, source input data and divided input data are both 
in the HDFS. The suitable preference values can be decided by employing the AAP 
method individually on each mapper. 

 

Fig. 2. The framework of Adaptive Map/Reduce Affinity Propagation 

The AAP steps of the proposed AMRAP clustering method are as follow: 
Step1: Initialize ,  to zero: , 0                           (8) 

Step2: Compute the maximal preference: s ,                       (9) 
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Step3: Compute the minimal preference: 

 1  max ∑ s ,  (10) 

 2 max ∑ max s , , s ,  (11) 

Step4: Compute the minimal preference: 

 1 2 (12) 

Step5: Compute the step: 

 ⁄  (13) 

Step6: Initialize the preferences: 

  (14) 

Step7: Update the preferences: 

  (15) 

The range of preference value will between  and . 
In the mapping stage, every mapper will get different divided data from the HDFS 

and processing the AP using the assigned input data set. And then each mapper de-
cides its own similarity matrix and preference values. After AP, the mappers will get 
their own results just like single node processing. So that each mapper has its own 
information like centers and key values. Mappers send this information to the next 
reducing stage., where <key, i, k> means point i’s center is point k. 

All parameters transmit among multiple mappers and the reducer. The 
Map/Reduce unit will collect the values with the same key value and process the val-
ues at the same time. 

The mappers need to process their own data isolatedly. There are two restrictions 
using AP on Map/Reduce. First, there are many iterations in AP. If the mappers 
transmit information to each other, unpredictable cost may occur. Second, in this 
Map/Reduce architecture, every mapper is processing independently. It cannot trans-
mit data to other mappers. 

There are two parts in the reducing stage. First, the ReducerA collects the informa-
tion from each mapper, and using this information to calculate the center points then 
sends the result to ReducerB. Second, the ReducerB collects all centers of clusters, 
that each mapper maybe calculates different centers. To decide the suitable centroid 
of centers from ReducerA, we use 

 Centroid  (16) 

After merge clusters, the points of the merged clusters will have the same unique 
key value if the points are in the same cluster. Clustered points and their centers com-
bine the output result. 
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Fig. 3. Processing steps of the proposed Adaptive Map/Reduce Affinity Propagation 

3 Evaluation and Experiments 

There are total nine machines employed in our experimental environment. One ma-
chine serves as the master and the other eight machines are slaves. All of these ma-
chines are with CPU: Intel® Core™2 Quad Processor Q6600 (8M Cache, 2.40 GHz, 
1066 MHz FSB), RAM: DDR2-800 2G * 2. We chose five datasets from the UC Ir-
vine Machine Learning Repository [10] and the Yale Face Database [11]. 

3.1 Accuracy Result 

The dimension of the Iris dataset is 4. As shown in Table 1, the AMRAP, MRAP and 
the Canopy initialed Map/Reduce K-means method produce similar accuracy when 
the dimensionality is low. 

The dimension of the Wine quality dataset is 11. As shown in Table 2, the result is 
that the precision rate and the recall rate decrease significantly. The proposed 
AMRAP method produces more stable clustering output than the MRAP and Canopy 
initialed Map/Reduce K-means when the data dimensionality increases. 
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Table 1. Accuracy of Iris dataset 

 

MRAP 
K-means  

(Canopy initial) 
AMRAP 

Precision Recall Precision Recall Precision Recall 

Cluster1 0.690 0.980 0.723 0.940 0.980 1 

Cluster2 1 1 1 1 0.742 0.980 

Cluster3 0.97 0.56 0.914 0.64 1 0.667 

Average 0.887 0.847 0.877 0.860 0.907 0.882 

Table 2. Accuracy of SatImage dataset 

 

MRAP 
K-means  

(Canopy initial) 
AMRAP 

Precision Recall Precision Recall Precision Recall 

Cluster1 0.75 0.1472 0.0615 1 0.441 0.533 

Cluster2 0.4665 0.1584 0.0745 0.1123 0.371 0.485 

Cluster3 0.4474 0.2253 0 0 0.588 0.521 

Cluster4 0.1823 0.3643 0 0 0.352 0.56 

Cluster5 0.0543 0.4629 0 0 0.493 0.68 

Average 0.466 0.267 0.026 0.22 0.449 0.556 

4 Conclusions and Future Work 

We propose the Adaptive Map/Reduce Affinity Propagation (AMRAP) method im-
plemented on Hadoop. The main differences between the proposed AMRAP with 
Map/Reduce Affinity Propagation (MRAP) is that the proposed AMRAP can decide 
suitable preference values automatically. The proposed AMRAP also inherits the 
multi-processing advantage that is scalable with added machines. And on this archi-
tecture, the proposed AMRAP method can process large dataset with good perfor-
mance unlike the one node system. 

But some problems persist in our experiments. If the reducer task takes longer than 
600 seconds the job will be killed because of time-out. Currently we try to increase 
the max time-out into 1800 seconds, but the problem still persists. We will next 
employ the SIFT dataset which is composed from images. Each image has different 
number of SIFT features with 128 dimensions. And the SIFT dataset is expected to 
have million to billion number of SIFT features. We will employ the proposed 
AMRAP to analyze the large SIFT dataset and solve the time-out problem in the 
future. 
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Abstract. Hypertension (HTN) relevant information has great application potential 
in cohort discovery and building predictive models for prevention and surveillance. 
Unfortunately most of this valuable patient information is buried in the form of  
unstructured clinical notes. In this study we present HTN information extraction 
system called HTNSystem which is capable of extracting mentions of HTN and in-
ferring HTN from BP lab values. HTNSystem is a rule based system which  
implements MetaMap as a core component together with custom built BP value 
extractor and post processing components. It is evaluated on a corpus of 514 clini-
cal notes (82.92% F-measure). HTNSystem is distributed as an open source com-
mand line tool available at https://github.com/TCRNBioinformatics/HTNSystem. 

Keywords: Hypertension, Blood pressure, Information extraction, Rule based, 
Apache UIMA, Apache Ruta, Text mining. 

1 Introduction 

Hypertension (HTN) or high blood pressure (HBP) is one of the major public health 
burdens in developing and developed countries. It is estimated that there will be 60% 
increase in adults with hypertension by year 2025[1, 2]. HTN is also a leading risk 
factor for many cardio vascular diseases (CVD) and kidney diseases [1]. Any patient 
information relevant to HTN has great application potential in cohort discovery and 
building predictive models for prevention and surveillance. In general, most of  
this valuable patient information is buried in the form of unstructured clinical notes 
scattered across various electronic health records (EHR) or electronic medical records 
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(EMR) systems [3]. Researchers often spend lot of time and resources in extracting 
patient information from unstructured clinical notes. Specifically, it is more challeng-
ing and tedious to extract HTN information manually as the HTN information is 
usually mentioned in multiple records for a single patient. At the same time, coding 
this HTN information to standard ontologies like SNOMED-CT adds another burden 
to the manual extraction.  

Simple clinical text mining techniques can be employed to extract HTN informa-
tion very easily from unstructured clinical notes. There are various tools to extract 
HTN information from unstructured clinical notes or biomedical text. However, these 
tools have limited capabilities in extracting HTN information. For example, MetaMap 
[4] is a popular biomedical text information extraction system which is capable of 
identifying HTN mentions but can’t infer HTN information based on medications or 
lab values. On the other hand, there are rule based tools that can recognize blood pres-
sure (BP) values or medications but not capable of inferring whether the values or 
medications are relevant to HTN [5-7]. In other words, these systems can not differen-
tiate between high BP and low BP. In addition, differences in what range of BP values 
are considered as HTN vary from country to country. In this study, we present a sim-
ple HTN information extraction system called HTNSystem which is capable of ex-
tracting mentions of hypertension and inferring HTN information from BP lab values 
from unstructured clinical notes. HTNSystem is a rule-based information system 
which implements MetaMap as a core component together with a custom built BP 
value extractor and rule-based post processing components. The BP value extractor 
component was originally built as part of TMUNSW system developed for 2014 
i2b2/UTHealth Shared-Task 2 and 4 [8, 9]. As part of HTNSystem the old BP value 
extractor is significantly improved to increase performance (more details in results 
section). Overall, HTNSystem is generic and highly configurable allowing end users 
and developers to customize HTNSystem according to their preferences or suggested 
clinical guidelines.  

2 Materials and Methods 

2.1 2014 i2b2/UTHealth Shared-Task 2 Corpus 

The 2014 i2b2/UTHealth Shared-Task 21 corpus is a clinical data set distributed by 
organizers [10]. The corpus represents longitudinal data of diabetic patients collected for 
the purpose of identifying CVD risk factors.  It was distributed as a part of shared Task 
in three sets. Table 1 presents a summary level statistics of the corpus. Two training sets 
consist of 521 and 269 unstructured clinical notes (from here on referred as records) 
respectively and a test set with 514 records. The records in the training data set  
were distributed in XML (Extensible Markup Language) format and included annota-
tions on CVD risk factors. Each record in the corpus was manually annotated by three 
different annotators. The risk factors identified in the corpus were Hypertension,  
Diabetes, Obesity, Medication, Coronary artery disease and Smoking history. Three 
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annotators separately annotated hypertension information for patient in the corpus by 
identifying mentions and also considering BP values from which HTN can be inferred. 
Few examples of BP values from which HTN can be inferred found in corpus are – 
“BP: 158/72","blood pressure 149/96","Blood pressure is elevated at 188/92" and "BP 
unchanged at 145/70".  

Table 1. Summary of 2014 i2b2/UTHealth Share-Task 2 corpus 

Data set Number of records Number of HTN Annotations 

Training Data 1 521 580 

Training Data 2 269 291 

Test Data 514 537 

2.2 MetaMap 

MetaMap is a highly configurable dictionary-based tool which maps biomedical text 
to UMLS Metathesaurus [4]. MetaMap parses input text into noun phrases and forms 
variants from these terms like alternate spelling, abbreviations, synonym, inflection 
and derivation. These variants are used to form a candidate set of Metathesaurus 
terms and scores are computed on the strength of mapping from the variants to each 
candidate term. Even though MetaMap was built to process biomedical text, it is also 
widely used in processing clinical notes [11]. MetaMap is freely distributed, but an 
UMLS license is required to run it locally or use the available web interface2. The 
current MetaMap version available is MetaMap 14 released on 10th of August 2014. 
MetaMap can also be used as an UIMA analysis engine using MetaMap UIMA wrap-
per3. The MetaMap UIMA annotator is based on Apache UIMA framework4 and en-
codes named entities that can be used as part of UIMA component.  The MetaMap 
UIMA annotator requires existing local MetaMap, UIMA framework and SDK, Me-
taMap Java API, and Java Runtime environment installed.  The current version of 
this annotator is the 2014 MetaMap UIMA annotator. For developing HTNSystem, 
we used MetaMap 14 on Windows Server 2012 with JDK 1.8 and UIMA Java 
Framework V2.6.0 and MetaMap 14 Java API. 

2.3 Apache Ruta 

Apache UIMA Ruta5 is a rule-based scripting language designed to rapidly develop 
rule-based text mining applications within the UIMA system. UIMA Ruta rules  
defines a pattern of annotation and if this pattern applies then the action of the rule are 
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Concept Recognition Module. This module extracts hypertension concept mentions 
from inputted records using MetaMap and apache RUTA-based components. The 
MetaMap component of this system needs to be installed separately as it requires 
separate licensing. The configuration file has an option for MetaMap mmserver host 
IP address and port which users need to configure based on their MetaMap installa-
tion configuration. Optionally, users need to configure word sense disambiguation 
(WSD) server information if required. By default the HTNSystem is restricted to find 
concepts relevant to SNOMEDCT_US only, however users can configure to use other 
available vocabularies from UMLS. The configuration file also contains lists of com-
mon unique identifiers (CUIs)7 for identifying Hypertension concepts, the CUIs  
presented in Table 2 are based on our analysis of the corpus and it covers almost all 
relevant hypertension concepts. However, if required, users can also add additional 
CUIs to this list based on individual requirements.  

The Ruta BP value extractor component extracts BP mentions and its associated 
values based on Ruta scripts. HTNSystem infers a BP value as HTN, if the systolic 
BP is greater than 140 or diastolic BP is greater than 90. HTNSystem also allows 
users to configure these value ranges in configuration files. This component is a com-
pletely rule-based component and from our analysis of the corpus, Ruta BP value 
extractor component is able to extract most of the BP values. The Ruta script shown 
in figure 2 is capable of identifying mentions of BP values like "BP: 158/72","blood 
pressure 149/96","Blood pressure is elevated at 188/92" and "BP unchanged at 
145/70". The Ruta-based Hypertension abbreviation extractor extracts Hypertension-
related abbreviations like "ht" for hypertension and “hbp" for high blood pressure. 

Table 2. Default list of HTN relevant UMLS CUIs in HTNSystem 

Term UMLS CUI 
Hypertensive disease C0020538 
Benign hypertension C0264637 
Essential hypertension C0085580 
Endocrine hypertension C0264641 
Malignant hypertension C0020540 
Systolic hypertension C0221155 
Diastolic hypertension C0235222 
Secondary hypertension C0155616 
Secondary benign hypertension C0155620 
Malignant secondary hypertension C0155617 
Secondary diastolic hypertension C0264647 

Post-processing Module. Post-processing module in the HTNSystem is a combina-
tion of custom built Java based components. These components act like a filtering 
system which filters out concept and mentions relevant to HTN. The CUI filter within 
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look up entries for HTN mentions and BP values. These gaps are addressed in the 
new HTNSystem by adding additional components and modules. For example, the 
system failed to identify and infer HTN information in "Initial blood pressure systolic 
218 was reduced to 190 range". Adding additional Ruta rules based on error analysis, 
the HTNSystem was able to identify these annotations. The previous system identi-
fied "blood pressure and improved with carotid sinus massage during exam on 01/96" 
as blood pressure value of 01/96 which is actually a date value. These false positives 
were filtered out using more robust context-based rules and filtering built into 
HTNSystem components. As a result of this, the performance of the current HTNSys-
tem is significantly improved as it evident from F-measure score. It correctly identi-
fied 471 HTN mentions out of 537 achieving a recall of 0.8770 and a precision of 
0.7863 with false positive and false negative counts at 128 and 66 respectively. The 
overall performance metrics on test set are illustrated in Table 3 based on the pro-
vided gold standard annotations. This significant improvement in the system can be 
attributed because of improved BP value extractor component and addition of new 
context based BP value abbreviation and post processing components developed in 
this work. 

Table 3. TMUNSW & HTNSystem performance metrics for HTN mentions 

System TP FP FN Precision Recall F-measure 

TMUNSW 421 336 116 0.556 0.783 0.650 

HTNSystem 471 128 66 0.7863 0.877 0.829 

4 Discussion 

In this study, we presented HTNSystem, a highly configurable and generic informa-
tion extraction system capable of extracting HTN information from records. HTNSys-
tem is a package of custom built components and MetaMap. The HTNSystem had a 
good overall performance on the corpus, but the results may vary depending on the 
corpus. The performance of the HTNSystem is very similar to the performance of 
other systems. However, these systems extracted either HTN mentions or BP values 
[5, 6, 12, 13]. The BP of a patient can be elevated due to various reasons and the 
HTNSystem didn’t consider HTN medications or treatment information to infer HTN. 
We selected a few of such records and tried to identify rules or context patterns but 
unfortunately didn’t find enough information to classify those mentions as HTN. The 
performance of the system can be further improved by testing the system on other 
corpuses [12, 13]. The system demonstrates the feasibility of its application in identi-
fying HTN as a risk factor for other diseases and identifying cohorts based on HTN 
information.  

The HTN annotations made by HTNSystem were manually reviewed and was dis-
covered that the system missed few HTN mentions in sentences like "blood pressure, 
and found it to be 220/140", in this case the system failed to identify BP value be-
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cause the text contained special characters. This situation can be handled by imple-
menting a few pre-processing steps to identify special character tokens and remove 
them. This should allow HTNSystem to identify HTN mentions in text containing 
special characters. Furthermore, we also found that the system was not able to identify 
systolic or diastolic blood pressure as alone. For example, the system failed to identify 
HTN information in sentences with mentions like “SBP 140s". The other case where 
our system failed to identify blood pressure value is when these value are given as a 
range like "150-160/78-82". Also, the system was not able to resolve hypertension 
mention when there were presence of two BP values, for example "170/85 in her left 
arm and 165/70 in her right”. We also identified that there were few occasions where 
HTNSystem falsely identified hypertension. For example, "blood pressure and heart 
rate with a goal blood pressure less than 120/80" this text string should not be anno-
tated as just BP value and infer it is not HTN. We believe that the above mentioned 
situations can be handled by employing more sophisticated contextual rules using 
section information of the records.  

HTNSystem used MetaMap as one of the component in concept recognition mod-
ule mainly to take advantage of MetaMap UMLS CUI normalization capabilities. 
However, authors have experienced various performance issues using MetaMap API. 
The performance issues of MetaMap are also observed in other studies [14, 15]. In 
future, we would like to investigate various options to address current limitations of 
HTNSystem and at the same time improve its performance. Specifically, to explore 
the option of replacing MetMap mmserver component with NCBO Annotator  
[16, 17], and integrate HTN medication and treatment information to infer HTN at 
record summary level and build a sectionizer like SecTag [18] component to identify 
complex contextual rules.  

5 Conclusion 

In conclusion, HTNSystem, a HTN information extraction system for unstructured 
clinical notes, was developed in this study. The system is highly configurable and 
easy to integrate into other information extraction systems. The HTNSystem was 
evaluated on 2014 i2b2/UTHealth shared task 2 corpus and it successfully extracted 
and inferred HTN information with over 80% F-measure. It is useful for cohort dis-
covery and predictive modeling in HTN or in other diseases where HTN is a risk fac-
tor. It is evident that the performance of the system can be further improved and we 
plan to extend the system with more frame-based pattern matching contextual rules. 
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Abstract. Monte-Carlo Tree Search (MCTS) is a powerful paradigm
for perfect information games. When considering stochastic games, the
tree model that represents the game has to take chance and a huge
branching factor into account. As effectiveness of MCTS may decrease
in such a setting, tree reductions may be useful. Chance-nodes are a
way to deal with random events. Move-groups are another way to deal
efficiently with a large branching factor by regrouping nodes. Group-
nodes are regrouping only reveal moves and enable a choice between
reveal moves and classical moves. We present various policies to use such
reductions for the stochastic game Chinese Dark Chess. Move-groups,
chance-nodes and group-nodes are compared.

1 Introduction

Chinese Dark Chess (CDC) is a popular stochastic two player game in Asia
that is most commonly played on a 4x8 rectangular board where players do not
know payoff of reveal moves. The 2 players (called black and red) start with the
same set of pieces. Before the first move, players do not know their colors. The
first player move defines the first player color. Then pieces can capture other
pieces according to their values and their positions. Even if reveal moves imply
a huge number of possible boards, classical moves can lead to similar positions
during the game and capturing rules are different for each piece [7]. As Monte
Carlo Tree Search (MCTS) techniques deal with nodes statistics, blindness goes
along with branching factor. MCTS programs seem to be promising in CDC.
In TCGA 2012, one participant was a MCTS program. In TCGA 2013, five
participants, including the winner called DarkKnight, were MCTS programs.
In TCGA 2014, the alpha-beta program Yahari won the competition ahead
of DarkKnight. As CDC has a huge branching due to the revealing moves, we
try to reduce the revealing moves dependency by applying different ways of
regrouping nodes. In the context of stochastic games, we believe that a better
understanding of MCTS behavior is needed. We show in this paper 3 different
MCTS implementations, called move-groups, chance-nodes and group-nodes,
that are using longer playouts, the same playout policy and no heuristic playouts.

S.-M. Cheng and M.-Y. Day (Eds.): TAAI 2014, LNAI 8916, pp. 228–238, 2014.
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Section 2 describes related works. Section 3 presents move-groups, chance-
nodes and group-nodes principles applied to MCTS algorithms and different
regrouping policies. Section 4 shows experimental results. At the end, section 5
concludes.

2 Related Works

In this section we expose related works on creating nodes and regrouping them
in CDC and in stochastic games.

Most previous works related to CDC consider openings building [2], endgames
building [3–5], sub-problems resolution [6]. Due to a long expertise in alpha-beta,
most programs use the minimax extension to games of chance called expecti-
max [7] with its common pruning extensions Star1 and Star2 [8]. It remains
that MCTS programs are highly sensitive to their parameters [1].

Move-groups have been proposed in [10] to address the problem of MCTS in
games with a high branching factor. When there are too many moves, it can be
a good heuristic to regroup the statistics of moves that share some properties.
For example in the game of Amazons where the branching factor can be of the
order of a thousand of moves, a natural way to reduce the branching factor is to
separate the queen move from the stone placement. In the imperfect information
game Dou Di Zhu, Information Set [11] has been combined with move-groups:
the player first chooses the base move and then the kicker, as two separate
consecutive decision nodes in the tree. Move-groups have also been analyzed on
an abstract game [12].

Chen et al. [7] used alpha-beta algorithm with different revealing policies com-
bined with the initial-depth flipping method to reduce the branching factor.

Yen et al. [1] presented a non-deterministic MCTS with chance-nodes [13].
They create shorter simulation by moderating the three policies named Capture
First, Capture Stronger Piece First and Capture and Escape Stronger Piece First.

Jouandeau and Cazenave [9] presented MCTS influence of various playout
size, of basic or advanced policies and with heuristic playouts. They studied
group constitution related to position’s pieces. They showed that relevant play-
out sizes, policies and heuristic playouts are not equivalent for chance-nodes and
group-nodes.

More generally, MCTS has been successfully applied in the past to other
multi-player perfect information stochastic games with different regrouping op-
timizations.

In Backgammon, Monte Carlo playouts have been parallelized to evaluate a
position. As playing a position depends on dices, random dices sequences have
been also evaluate in parallel. As the number of possible moves increases when
dices are doubles, states evaluation can be divided in 2 sub-problems [14] : the
first without double dices and the second with double dices. In other words, they
distinguished states in 2 groups : light states that have small branching factor
and heavy states that have huge branching factor.

In Scrabble, simulations are restricted inside a directed acyclic graph to
produce existing words [15].
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In Poker, betting strategies depends on the gamestate [16] (that can be Pre-
Flop, Flop, River). During these gamestates, players’ hands are consistent with
their actions. Thus simulations are limited to special tracks that are defined by
players’ hands.

These contributions in other stochastic games show that biased sampling ac-
cording to particular things of gamestates and regrouping possibilities has been
used to settle efficient MCTS playouts.

3 Regrouping Nodes

In this section, we present the use of chance-nodes, move-groups and group-nodes
principles applied to MCTS.

Fig. 1. Common, chance-nodes and move-groups representations

Figure 1 show the differences between representations of a common tree, a
tree with chance-nodes and a tree with move-groups. With chance-nodes and
move-groups, branching factor reductions can arise. With chance-nodes (related
to a game where possible moves are partly defined by rolling a dice), events
e1 and e2 are selecting possible next nodes. With move-groups, children are
divided between categories (here 3 categories A, B and C ) to perform a smart
descent towards the best leaf. When these categories are defined by the moves
coordinates in the board, move-groups are called group-nodes.

The main loop of MCTS applied to perfect information games is presented
in Alg. 1. It is a statistical search based on 3 steps called selection, expansion
and backpropagation, also guided by random games (i.e. playouts). The tree
expansion is performed to evaluate the current most promising node. The main
loop presented is limited to nbPlayouts iterations but it can be an anytime
process. It can start from an empty tree with its root node only or from a tree
filled by previous MCTS loops. The use of such procedure is consistent if and
only if the root node is not a endgame position (i.e. root is not a solved problem).
This process can lead to the insertion of 1 to nbP layouts nodes. The select
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function takes the current tree T as input and performs descent toward the best
node q and returns the movem to produce a new node. Then the expand function
applies m to q and produces qnew . Starting from this new node qnew, a playout
helps to collect statistical information of qnew. Then backpropagation function
insert qnew in the tree T as statistically informed node and backpropagates qnew
results of its parents. If during the descent, this qnew node is a winning leaf,
this leaf is updated and future tree expansions are expected to perform different
descents and select different nodes. According to this exclusion of endgames
inside T , the select function detailed in Alg. 2 always selects node q with at
most 1 move. It selects the best node qbest from all possible moves m from q or
it breaks at the first node (q +m) not in T .

input : T the current tree
output: T expanded with 1 to nbP layouts nodes

for nbP layouts do
( q , m ) ← select ( T ) ;
qnew ← expand ( q , m ) ;
res ← playout ( qnew ) ;
backpropagate ( qnew , res ) ;

Algorithm 1. Classical MCTS applied to perfect information games

input : T the current tree
output: ( q, m ) where q ∈ T and q to expand by applying a move m

q ← root;
while true do

qbest ← {∅} ;
foreach move m from q do

if (q +m) /∈ T then return ( q, m ) ;
qbest ← best ( qbest , (q +m) ) ;

q ← qbest ;

Algorithm 2. Select function of classical MCTS

Considering stochastic games and modifications of tree’s representation that
are arising with chance-nodes and move-groups usage :

– the select function may distinguish types of nodes.
– the endgame shortcut assertion is no more true. Thus endgames can be

selected inside select function. It implies modifications in main loop and in
select function.
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input : T the current tree
output: T expanded with nbP layouts iterations

for nbP layouts do
( q , m ) ← select ( T ) ;
if m �= {∅} then

qnew ← expand ( q , m ) ;
res ← playout ( qnew ) ;
backpropagate ( qnew , res ) ;

else
res ← result ( q ) ;
backpropagate ( q , res ) ;

Algorithm 3. MCTS applied to stochastic games

The modified main loop is presented in Alg. 3. Even if a descent can lead to
an endgame, stochastic games can lead to different events during the descent,
that should lead to unevaluated parts of T . The selection process is guided by
nodes scores and by stochastic events. Thus the statistical scoring process can be
applied systematically during nbP layouts iterations, to insert 0 to nbP layouts
nodes in T . In such games, expansion, playout and backpropagation are applied
only if the selected move m differs from {∅}.

The modified select function with chance-nodes is presented in Alg. 4. At
each iteration, the state of the node is checked : if it is a chance-node, then
the dice function adds an external event to q. If no move is available from q,
then {∅} is returned as move m to apply. If q is not in T , then q is inserted
and the move returned to apply to q is its first move. Thus each time this node
is selected, it will try to add another move from q before looking for the best
children of q to descend one more time in T .

The modified select function with move-groups is presented in Alg. 5. The
process is divided between 3 cases :

– there is no move from q, that is equivalent to no group available. The process
breaks and the tuple ( q , {∅} ) is returned.

– 1 move-group g exists from q, which means that this group contains at least
1 move. In this case, the process tries to evaluate all possible moves of the
move-group g.

– if 2 or more move-groups exists from q, then the process tries to select the
first group without a move. If all groups have 1 or more moves, then the best
group Mbest is selected and 1 move from this group is considered. If this
move is not in T , then it returns the tuple ( q , m ). This process implies to
check the intersection between a move-group and T . The one-move function
defines the policy to generate and add new moves in T .

The modified select function with group-nodes is presented in Alg. 6. Reveal-
ing moves are regrouped by position. Each position to reveal leads to different
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input : T the current tree
output: ( q, m ) where q ∈ T and q to expand by applying a move m

q ← root;
while true do

if q is a chance-node then q ← q + dice ( ) ;
else

if no move from q then break ;
if q /∈ T then

insert q in T ;
return ( q , first move from q ) ;

else
qbest ← {∅} ;
foreach move m from q do

if (q +m) /∈ T then return ( q, m ) ;
qbest ← best ( qbest , (q +m) ) ;

q ← qbest ;

return ( q , {∅} ) ;

Algorithm 4. Select function with chance-nodes

input : T the current tree
output: ( q, m ) where q ∈ T and q to expand by applying a move m

q ← root;
while true do

if no move from q then break ;
if only 1 move-group g exists from q then

qbest ← {∅} ;
foreach move m of g from q do

if (q +m) /∈ T then return ( q, m ) ;
qbest ← best ( qbest , (q +m) ) ;

q ← qbest ;

else
Mbest ← {∅} ;
foreach move-group M from q do

if M∩T = ∅ then
add one-move of M in T ;
return ( q , m ) ;

Mbest ← best ( M , Mbest ) ;

m ← one-move of Mbest ;
if (q +m) /∈ T then return ( q, m ) ;
q ← q +m ;

return ( q , {∅} ) ;

Algorithm 5. Select function with move-groups
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input : T the current tree
output: ( q, m ) where q ∈ T and q to expand by applying a move m

q ← root;
while true do

if no move from q then break ;
qbest ← {∅} ;
foreach possible move m from q do

if m is a classical move then
if (q +m) /∈ T then return ( q, m ) ;
qbest ← best ( qbest , (q +m) ) ;

else if m is a reveal move then
qnew ← revealRandomlyAt ( q, m );
if qnew /∈ T then return ( q, m ) ;
qbest ← best ( qbest , qnew ) ;

q ← qbest ;

return ( q , {∅} ) ;

Algorithm 6. Select function with group-nodes

boards. Thus a board with 3 known pieces with 4 possible moves each and with
10 unrevealed pieces will have 12 children for its known pieces and 10 children
for its unrevealed pieces. As revealing positions can leads to different boards,
possible moves are always recomputed with group-nodes. The select function
returns the first unevaluated classical move or the first unevaluated reveal move
from the current best node in the tree. The function revealRandomlyAt applies
a random reveal at the position m. As revealed pieces will be different, sub-
groups will be also different. Thus the group-nodes regrouping policy produced
an approximate evaluation of groups.

In this paper, we investigate the way that groups constitution influenceMCTS
performances in CDC stochastic game. To achieve this, we consider different
regrouping policies and different generating policies inside groups:

– revealed group or unrevealed group : these 2 groups are simply defined on
the board by revealed and unrevealed pieces. Using these 2 groups, we tried
to generate randomly new moves (abrev. move-group-random) and to cycle
over the considered move-group’s elements (abrev. move-group-cycle).

– revealed pieces or unrevealed group : this is equivalent to group-nodes. Un-
revealed pieces are considered randomly inside the unrevealed group and
revealed pieces are considered individually (abrev. group-nodes).

4 Experiments

In the first experiment, we compare the 5 regrouping policies move-groups-
random, move-groups-cycle-R, move-groups-cycle-M, group-nodes and chance-
nodes to a random player and to a reference player rand-mm. The policies
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move-groups-cycle-R and move-groups-cycle-M are respectively starting by re-
veal moves and by real moves. Thus move-groups-cycle-R is more dependant on
the number of revealing possibilities than move-groups-cycle-M. The reference
player rand-mm simply plays randomly when pieces are unrevealed and other-
wise applies minimax to find the best move. In our experiments, UCT (abrev.
Upper Confidence bounds applied to Trees) values are computed with

(v/(v + d)) +
√
K ∗ log(n)/(v + d)

with n simulations, v wins, d losses and K equals to 0.3. As capture has been
proven to contribute in better MCTS evaluations [1, 9], captures are preferred
to random moves inside playouts.

As playouts can finish with a draw endgame and are evaluated without heuris-
tic function, we extended the draw rule inside playouts to 640 turns to produce
more informed playouts. Results presented in all tables involve 500 games in
which half are achieved with one player as first and half are achieved with the
other player as first. Games are played with 0.01[sec] per move and with 1[sec]
per move.

Table 1. Games against random-player and random-minimax player

Policy Against rand Against rand-mm
win lost draw win lost draw

with 0.01[sec] per move
move-groups-random 194 0 306 90 95 315
move-groups-cycle-R 81 0 419 100 400 0
move-groups-cycle-M 202 0 298 100 150 250
group-nodes 314 0 186 1 238 261
chance-nodes 360 0 140 191 13 296

with 1[sec] per move
move-groups-random 291 0 209 140 42 318
move-groups-cycle-R 64 0 436 0 437 63
move-groups-cycle-M 282 0 218 205 14 281
group-nodes 353 0 147 49 15 436
chance-nodes 393 0 107 249 3 248

Results of table 1 confirm that the move-groups-cycle-R policy of cycling on
moves and starting by reveal moves is not a good policy. As similar results are
obtained with move-groups-random and move-groups-cycle-M, the knowledge
introduced with cycling and starting by known pieces is inefficient to do better
than a random selection. Results show that chance-nodes are more effective
than others with simple playouts (i.e. no heuristic evaluation function inside
playouts).

In the second experiment, we enhanced these 5 policies by using minimax
as the reference player rand-mm do. When all pieces are revealed, enhanced
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Table 2. Using minimax at the end

Policy Against rand-mm
win lost draw

with 0.01[sec] per move
move-group-random-mm 169 1 330
move-group-cycle-R-mm 186 2 312
move-group-cycle-M-mm 166 0 334
group-nodes-mm 24 5 471
chance-nodes-mm 240 0 260

with 1[sec] per move
move-group-random-mm 265 0 235
move-group-cycle-R-mm 290 0 210
move-group-cycle-M-mm 293 0 207
group-nodes-mm 121 0 379
chance-nodes-mm 310 0 190

players apply minimax to find the best move. Policies are used when pieces
are unrevealed and otherwise a minimax search is done. These modified players
move-groups-random-mm, move-groups-cycle-R-mm, move-groups-cycle-M-mm,
group-nodes-mm and chance-nodes-mm are compared to rand-mm player.

Results of table 2 show that adding minimax search in the perfect information
part of games improves all the players. This enhancement makes chance-nodes-
mm the best player with 0.01[sec] and 1[sec] per move. In case of 1[sec] per move,
move-groups-cycle-R-mm and move-groups-cycle-M-mm are closed to chance-
nodes-mm. In all these experiments, rand-mm obtains quasi null scores.

Fig. 2. chance-nodes-mm with X random plies against chance-nodes-mm
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In the third experiment, we evaluate the contribution of chance-nodes by
gradually introducing random moves. The figure 2 shows the performance of
chance-nodes-mm against himself. The second player is weakened with a ran-
dom move during X first turns. Players are evaluated in 500 games, with 1[sec]
per move, from 0 to 35 random moves. It shows that performances are equal
when chance-nodes-mm plays randomly during its 10 first moves. After 10 first
random moves, losts increase and draws decrease. It shows chance-nodes contri-
bution while some unrevealed pieces remain. After 20 turns, the game has more
chance to be fully revealed. It shows that similar gain is achieved in the perfect
information part of the game. As there are 32 unrevealed positions at the begin-
ning of the game, chance-nodes contributes effectively at least in managing 12
unrevealed pieces.

5 Conclusion

Monte-Carlo Tree Search (MCTS) is a powerful paradigm for perfect informa-
tion games. When considering stochastic games, the tree model that represents
the game has to take chance and a huge branching factor into account. We have
presented 3 ways to regroup nodes and their consequences to MCTS algorithm
and the descent function. We have compared different regrouping policies and
different generating policies in Chinese Dark Chess games. Experiments show
that without heuristic function evaluation, chance-nodes regrouping policy is the
best for the stochastic part of the game and that adding minimax search in the
perfect information part of the game improves all players.
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Abstract. With the wide adoption of linked data principles, a large
amount of structural data have emerged on World Wide Web. These
data are interlinked and form a Web of Data. Yet, so far, only little at-
tention has been paid to the effect of links on federated querying. This
work presents LAW, a novel link-aware approach for federated SPARQL
queries over theWeb of Data. The source selection module (called LAWS)
of LAW can be directly combined with existing federated query en-
gines in order to achieve the same query recall values while querying
fewer datasets. We extend three well-known federated query engines with
LAWS and compare our extensions with the original approaches. The
comparison shows that LAWS can greatly reduce the number of queries
sent to the endpoints, while keeping high query recall values. Therefore, it
can significantly improve the performance of federated query processing
engines. We also have implemented LAW as an independent system. A
wide experimental study shows that LAW has higher performance than
state-of-the-art federated query systems.

Keywords: federated query processing, SPARQL, Web of Data.

1 Introduction

With the wide adoption of linked data principles, the World Wide Web has
evolved from a global information space of linked documents to one where both
documents and data are linked [2]. A large amount of structural data on the Web
enable new types of applications which can aggregate data from different data
sources and integrate fragmentary information from multiple sources to achieve a
more complete view. Answering queries across multiple distributed Linked Data
sources is a key challenge for developing this kind of applications.

Federated querying over the distributed data sources is called virtual data
integration. User queries are decomposed into several sub-queries that are dis-
tributed to autonomous data sources which execute these sub-queries and return
the results which are integrated locally. There are a high number of links in the
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Web of Linked Data. Yet, so far, only little attention has been paid to the effect
of links between datasets on federated querying.

In this paper, we presents LAW, a link-aware approach to source selection
for federated querying over the Web of Data. We redefine the RDF graph as
the RDF triple link graph to reveal links between triples in one single dataset
or multiple datasets. We also define basic graph patterns in SPARQL as triple
pattern link graph to reveal links between triple patterns. To bridge the gap of
triple link graphs and triple pattern link graphs, we design a special statisti-
cal model called property link graph to approximate links between real linked
data. Moreover, LAW also provides a distributed join execution mechanism that
minimises network traffic during executing selection plans.

Our main contribution presented in this paper is threefold. (1) We formalize
the RDF triple link graph and triple pattern graph. (2) We propose an efficient
approach of source selection. (3) We perform a comprehensive simulation study
based on the real dataset to evaluate our approaches.

The remainder of this paper is structured as follows. In Section 2 we review
related works. In Section 3 we present the background knowledge. Section 4
describes the statistical model. Source selection and the execution of selection
plans are presented in Section 5. An evaluation of our approach is given in Section
6. Finally, we conclude and discuss future directions in Section 7.

2 Related Works

DARQ [8] extends the popular query processor Jena ARQ to an engine for fed-
erated SPARQL queries. It requires users to explicitly supply a configuration
file which enables the query engine to decompose a query into sub-queries and
optimize joins based on predicate selectivity. SemWIQ [6] requires all subjects
must be variables and for each subject variable its type must be explicitly or
implicitly defined. Additional information (another triple pattern or DL con-
straints) is needed to tell the type for the subject of a triple pattern. It uses
these additional information and extensive RDF statistics to decompose the
original user query. DARQ [8] and SemWIQ [6] potentially assume that RDF
triples are independent from each other: if the property or subject class of one
triple pattern is defined by one dataset, then they are relevant. FedX[10] also po-
tentially adopts triple independency assumption. It asks all known data sources
by SPARQL ASK query form whether they contain matched data for each triple
pattern presented in a user query. FedSearch[7] is based on FedX and extends it
with sophisticated static optimization strategies. If the amount of known data
sources is very large(it is common in an open setting), the query performance
may leave much to be desired. SPLENDID [5] relies on the VOID descriptions
existing in remote data sources. However, a VOID description is not an integral
part of Linked Data principles[1].

In other cases, users are required to provide additional information to de-
termine the relevant data sources. For instance, [13] theoretically describes a
solution called Distributed SPARQL for distributed SPARQL query on the top
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of the Sesame RDF repository. Users are required to determine which SPARQL
endpoint the sub-queries should be sent to by the GRAPH graph pattern. The
association between graph names and respective SPARQL endpoints at which
they reside is explicitly described in a configuration file. The W3C SPARQL
working group has defined a federation extension for SPARQL 1.1 [4]. However,
remote SPARQL queries require the explicit notion of endpoint URIs. The re-
quirement of additional information imposes further burden on the user. On
the other hand, the proposed approach hardly imposes any restrictions on user
queries.

The link-aware source selection approach is firstly proposed by Stuckenschmidt
[12]. They use predicate path index hierarchies of datasets for source selection.
This approach requires predicates of triple patterns must be bounded, and then
limits the variety of user queries.

3 Preliminary

The Resource Description Framework (RDF) is a language for representing in-
formation about resources in the World Wide Web [?]. By using IRIs to identify
things, it provides a simple way to make statements about Web resources. An
RDF statement has three parts: subject, predicate(also called property) and
object. Formally, RDF triples are defined as:

Definition 1. Assume that I(IRIs), B(Blank nodes) and L(RDF literals) are
pairwise disjoint infinite sets. An RDF statement can be represented as a tuple:
(s, p, o) ∈ (I∪B)×I×(I∪B∪L). In this tuple, s is the subject, p is the predicate
and o is the object. The tuple representing an RDF statement is called a RDF
triple, simply called triple.

A set of triples can be represented as a RDF graph, where the nodes are its
subjects and objects and predicates are represented as directed arcs(edges) which
point from subjects to objects. A RDF graph shows the entity-property-values
and relations between entities. However, it does not explicitly reveals relations
between triples. From the view of link relations, we define a set of triples as a
RDF triple link graph, where nodes are triples; A triple link graph is a directed
graph in which if two triples share at least one resource, then a typed edge
linking them is built. For example, two triples (exm:person1 foaf:name “lixj”)
and (exm:person1 foaf:age 34) are linked by an edge labeled by SS, i.e. they
share the same subject.

In SPARQL, the basic graph pattern(BGP) is the fundamental block to build
other complex graph patterns, and consists of a set of triple patterns. In dis-
tributed SPARQL queries, a triple pattern tp is relevant to a set S of datasets,
written as tpS . We define a BGP associated with relevant datasets to be a triple
pattern link graph, as following:

Definition 2. A triple pattern link graph G is an ordered pair (V,E), where V
is a set of distinct triple patterns(associated with relevant datasets) and E is a set
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of distinct triple pattern pairs. For each ordered pair (vi, vj) ∈ E, vi ∈ V, vj ∈ V ,
vi and vj share at least one variable.

Familiar with triple link graphs, edges in triple pattern link graphs have types.

Definition 3. A selection plan pG for G is a triple pattern link graph, where a
triple pattern is relevant to one single dataset. The result set of pG are the inte-
gration of matched data of triple patterns over their respective relevant datasets.

Definition 4. The set PG is the selection plan space of G. A selection plan
pG ∈ PG is an element of this space. The size of PG is the total number of
selection plans for G.

Given a BGP B = {tpS1
1 , tpS2

2 , ..., tpSn
n }, the size of PG is |S1| × |S2| × ... ×

|Sn|,where |Si| is the cardinality of Si. The optimization problem for B is to
prune PG and exclude any pG ∈ PG whose result set potentially being empty.

4 Statistical Model

To bridge the gap between triple link graphs and triple pattern link graphs, we
develop property link graphs. Firstly, the property set P of a dataset is collected.
Then, for each property p ∈ P , we compute its domain D and range R; a property
tuple (D, p,R) is constructed. We define a set U of property tuples to be a graph
U as a set of connected property link graphs. The elements u ∈ U are the
components of U . For each pair (ui, uj) are disconnected. The property link
graph of one dataset may link to ones of other datasets. Consequently, links
between property link graphs reveal the links between real linked data.

Generally, linked data sources do not explicitly declare domains and ranges of
properties. The domain of a property p in one dataset S can be fetched in S by
the SPARQL query: SELECT ?d WHERE { ?s p ?o. ?s rdf:type ?d.}. The object
of a triple may be a URI or a Literal. Hence, the class the object o of a triple
in one dataset S is computed as : (1) if o is a URI, the class of o is fetched in S
or from other dataset by dereferencing the URI; if the class of o is not explicitly
defined by rdf:type, then o is assigned a common class rdfs:Resource. (2) if o is
a typed literal, the class of o is the type of the literal; if o is a plane literal, o is
assigned a common class rdfs:Literal.

5 Source Selection and Execution of Selection Plans

To find relevant datasets according to property link graphs, triple patterns are
translated to property tuple patterns. For example, a triple pattern (?person
foaf:age ′′34′′∧∧xsd:integer) is translated to the tuple pattern (?person foaf:age
{xsd:integer}). If the property tuple pattern of a triple pattern has matched
property tuples on the property link graph of a dataset, then we can state that
the triple pattern is relevant to this dataset.
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By matching property tuple patterns on property link graphs, the relevant
datasets and the sets of property tuples for each triple pattern are decided. Then,
for each selection plan pG ∈ PG, if two triple patterns are joined and their matched
property tuples are not joined, then the edge linking them is deleted from pG.
Finally, if pG become a unconnected graph, then it is excluded from PG.

For a selection plan, triple patterns relevant to the same dataset are sent
together(as a conjunctive query) to the relevant dataset, thus executing them in
a single subquery at the respective endpoint. The result set of a selection plan
is produced by joining all subqueries.

We implement distributed join operations using an optimizing version of nest-
loop join. Subqueries are ordered according to a heuristics-based cost estimation.
We use the variable counting technique proposed in [11]. Our algorithm uses a
variation of the technique proposed in [10] and is depicted in Algorithm 1. Firstly,
It selects the subquery with minimum cardinality(line 3) and append it to the
result list(line 4). Then, it selects the subquery from the remaining subqueries
which has minimum join cardinality with the last subquery in the result list (line
7-8) and append it to the end of the result list(line 9).

Algorithm 1. Executing A Selection Plan
1: order(sqs : list of n joint subqueries)
2: result ← ∅

3: mincard ← min(card(sqs[1 − n]))
4: result ← result + {sqs[j]}//j is the index of subquery with minimum cardinality
5: sqs ← sqs\sqs[j]
6: while sq �= ∅ do
7: q ← result[result.len − 1]
8: mincost ← card(q �� sqs[i])//i is the index of subquery which has the minimum join cardi-

nality with q
9: result ← result + {sqs[i]}
10: sqs ← sqs\sqs[i]
11: end while
12: return result

6 Experimental Study

In this section we present an experimental evaluation of the LAW approach.

6.1 As an Extension of Other Query Engines

The presented source selection approach(called LAWS) can combine with other
query engines. We implemented our source selection approach on top of three
different federated query engines: DARQ [8], SPLENDID [5], and FedX [10] and
compare our extensions with the original approaches.
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Benchmark Setup. As a basis for our evaluation we use FedBench [9], a com-
prehensive benchmark suite which focuses on analyzing the efficiency and effec-
tiveness of federated query processing strategies over semantic data. FedBench
covers a broad range of scenarios and provides a benchmark driver to perform
the benchmark in an integrative manner. The overview of the data sets is shown
in Table 1(a) in terms of number of triples(#Triples). Queries are shown in Table
1(b) in terms of number of patterns in the WHERE clause and size of results.

Table 1. FedBench datasets and queries

(a) Datasets

Dataset #Triples

DBpedia 43.6M
NYTimes 335k
LinkedMDB 6.15M
Jamendo 1.05M
Geo Names 108M
SW DogFood 104k
KEGG 1.09M
Drugbank 767k
ChEBI 7.33M

(b) Queries

Query #Patterns #Results

CD1 3 90
CD2 3 1
CD3 5 2
CD4 5 1
CD5 4 2
CD6 4 11
CD7 4 1
LS1 2 1159
LS2 3 333
LS3 5 9054
LS4 7 3
LS5 7 393
LS6 5 28
LS7 5 144

Due to the unpredictable availability and latency of the original SPARQL
endpoints of the benchmark dataset we used local copies of them which were
hosted on five 64bit Intel(R) Xeon(TM) CPU 3.60GHz server instances running
Sesame 2.4.2 with each instance providing the SPARQL endpoint for one life
science and for one cross domain dataset. The evaluation was performed on a
separate server instance with 64bit Intel(R) Xeon(TM) CPU 3.60GHz and a
100Mbit network connection.

Experimental Results. We define R = Ne

NE
and P = Ne

N to measure the
quality of source selection, where Ne is the number of effective selection plans
generated by query systems and NE is the number of all effective selection plans
that a query should have, N is the number of all selection plans generated by
query systems. An effective selection plan means that its result set is not empty.

These three engines and LAW have 100% recall of source selection for all
queries. So, we only discuss the result of precision. Table 2 shows the precision
of the three federated query engines and LAW. DARQ does not support CD1 and
LS2 due to unbound predicates. We can see that LAWS can effectively improve
the precision of source selection, thus enable fewer subqueries federation. With
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Table 2. Precision of Source Selection(%)(– means not supported)

Query DARQ SPLENDID FedX LAWS

CD1 – 10 30 33.3
CD2 12.5 100 100 100
CD3 11.4 100 12.5 100
CD4 0.7 100 1.56 100
CD5 12.5 100 12.5 100
CD6 2.8 5.56 5.56 25
CD7 3.1 25 3.13 100
LS1 50 100 100 100
LS2 – 10 10 50
LS3 1.4 100 12.5 100
LS4 11.1 100 100 100
LS5 1.4 12.5 12.5 100
LS6 1.4 12.5 12.5 100
LS7 25 50 25 100

avg. 11.11 58.97 31.27 86.31

Fig. 1. Query execution time of DARQ and its LAWS extension

Fig. 2. Query execution time of SPLENDID and its LAWS extension
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Fig. 3. Query execution time of FedX and its LAWS extension

the LAWS extension, the precision of source selection increases by a percentage
of 75.2, 55.04 and 27.34 respective for DARQ, FedX and SPLENDID.

We also measured the average query execution time in each of the federated
query approaches and also in their LAWS extension. Figures 1, 2 and 3 show the
results. We can see that LAWS improves the query performance for most of the
cases. For twelve of the benchmark queries, LAWS improved the query execution
times of all federated systems tested. The query performance for queries CD7
and LS6 showed the highest improvements. This is due to the large number of
source selection plans that were pruned.

6.2 As an Independent Query Engine

For a widely experimental study of technologies presented in this paper, we
have implemented LAW as a federated query engine, and, again, compare it
with DARQ, SPLENDID and FedX using another Benchmark. For our tests we
adopt the Berlin SPARQL Benchmark (BSBM) [3]. The BSBM executes a mix
of 12 SPARQL queries over generated sets of RDF data; the datasets are scalable
to different sizes based on a scaling factor. The hardware environments used by
BSBM is the same as the one where FedBench is deployed.

Experimental Results. We execute the query mix for datasets generated with
scaling factors of 10 to 60; these datasets have sizes of 4,971 to 26,108 triples,
respectively. For each dataset we run the query mix 6 times where the first run
is for warm up and is not considered for the measures.

Figure 4 depicts the average times to execute the query mix by LAW and
the other three federated query engines: DARQ, SPLENDID and FedX. As can
be seen from the measures, LAW is better than other query engines for all mix
queries with respect to execution times.

Table 3 summarizes the average number of requests sent to the data sources
during query evaluation in the SPARQL federation. These numbers immediately
explain the improvements in query performance of LAW. With our optimization
techniques, LAW is able to minimize the number of selection plans necessary to
process the queries.
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Fig. 4. Average times to execute the BSBM query mix

Table 3. Average Number of Requests

DARQ SPLENDID FedX LAW

Q1 2 2 5 1
Q2 35 12 22 6
Q3 92,358 689 172 8
Q4 22,331 1,810 696 4
Q5 1 1 2 1
Q6 28,673 1,574 233 6
Q7 1,879 3,231 1,674 4
Q8 35,832 2,785 1,346 4
Q9 1 1 1 1
Q10 4,582 2,056 2,897 4
Q11 X 18,542 2343 4
Q12 1,478 983 486 6

7 Conclusions

In this paper we presented LAW, an approach for link-aware federated querying
over theWeb of Data. LAW is based on property link graphs approximating triple
link graphs. We evaluated our approach against DARQ, SPLENDID and FedX.
The evaluation shows that by using the LAWS extension the query execution
times were improved in most of the cases. Wide experiments based on BSBM
show that LAW as an independent query engine has higher performance than
the other three federated query systems.
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Abstract. This paper presents a novel multiobjective constraint handling  
approach, named as MOEA/D-CDP-ID, to tackle constrained optimization 
problems. In the proposed method, two mechanisms, namely infeasibility dri-
ven (ID) and constrained-domination principle (CDP) are embedded into a 
prominent multiobjective evolutionary algorithm called MOEA/D. Constrained-
domination principle defined a domination relation of two solutions in  
constraint handling problem. Infeasibility driven preserves a proportion of mar-
ginally infeasible solutions to join the searching process to evolve offspring. 
Such a strategy allows the algorithm to approach the constraint boundary from 
both the feasible and infeasible side of the search space, thus resulting in gain-
ing a Pareto solution set with better distribution and convergence. The efficien-
cy and effectiveness of the proposed approach are tested on several well-known 
benchmark test functions. In addition, the proposed MOEA/D-CDP-ID is ap-
plied to a real world application, namely design optimization of the two-stage 
planetary gear transmission system. Experimental results suggest that 
MOEA/D-CDP-ID can outperform other state-of-the-art algorithms for con-
strained multiobjective evolutionary optimization.   

Keywords: Multiobjective evolutionary algorithm, Infeasibility driven,  
Constrained -domination principle, Constrained multiobjective optimization, 
Penalty functions. 
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1 Introduction 

Most Real world optimization problems require simultaneous treatment of multiple 
objectives [1], and involve a number of inequality and/or equality constraints which 
the optimal solutions must satisfy. A generic constrained multiobjective optimization 
problem can be formulated as follows: 
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where x  is the vector of the solutions )),...,,(( 21 nxxxx =  and 

Ωℜ⊆Ω∈ ,nx  is the set of feasible solutions that satisfy p  inequality con-

straints and )( pm −  equality constraints and nℜ  is a n-dimension rectangular 

space confined by the low boundary and upper boundary of x  as follows. 

 nkluxl kkk ≤≤≤≤ ,  (2) 

where 
kl  and ku  are the lower boundary and upper boundary for a decision vari-

able  kx  respectively. Usually, equality constraints are transformed into inequality 

form as follows. 

 mpjhj ,...,1,0|| +=≤−ε  (3) 

where ε  is an allowed positive tolerance value. 
Over the recent years, constraint handling has become an active area of research 

for which numerous approaches have been proposed. Some of the commonly used 
constraint-handling techniques are listed below.  

a. Penalty functions methods: Penalty functions methods are one of the most com-
monly adopted forms of constraint handling[2] [15]. This method uses the constraint 
violation to punish infeasible solutions. In this approach, the fitness of infeasible solu-
tions is degraded using a sum of constraint violations. The penalty functions methods 
may work quite well for some constraint handling problem; however, some additional 
parameters are required in implementations of most penalty functions schemes. The 
result of the optimization process is known to be highly sensitive to these parameters. 
As a result, the choice of these parameters is very critical to the success of penalty 
functions methods for constrained optimization problems.   

b. Ranking approaches: In order to eliminate the need for a penalty parameter, Ru-
narsson and Yao [2] introduced a stochastic ranking method based on the objective 
function and constraint violation values, where a probability parameter is used to 
determine if the comparison is to be based on objective or constraint violation values. 
Besides, methods based on the preference of feasible solutions over infeasible solu-
tions have been proposed. For example, Deb [3] [18] proposed a constrained-
domination principle that is a feasibility-driven rule to compare individuals.  
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c. Maintaining infeasible solutions: A few researchers have proposed maintaining a 
proportion of infeasible solutions in the population during the course of evolution.  
For single-objective optimization, Coello Coello [4] proposed splitting the population 
into various subpopulations, each of which uses either the objective or one of the 
constraints as the fitness function to increase the diversity. Mezura and Coello [5] 
introduced an archive of infeasible solutions in which the “best” infeasible solution 
determined by its objective function value is allowed to be copied into the next gener-
ation. Cai and Wang [6] suggested a modification of Mezura and Coello [5] approach 
by using a non-dominated ranking for all the solutions. To focus the search on  
constraint boundaries with an aim of achieving good quality feasible as well as mar-
ginally infeasible solutions, Infeasibility Driven Evolutionary Algorithm (IDEA) was 
proposed in [7]. IDEA uses a constraint violation measure which firstly ranked the 
solutions according to each constraint violation, then the sum value of the relative 
ranking number is defined as a extensional objective function to evolve;thus deliver-
ing good quality feasible solutions as well as marginally infeasible solutions for trade-
off considerations. This method adds an objective function, also increase the objective 
space search difficulty. 

d. Hybrid methods: A dynamic hybrid framework is proposed by Wang and Cai 
[15] [16]. The proposed framework consists two major component: global search 
model and local search model. The search engine used differential evolution [17] , 
and the selection mechanism of individuals is carried out under pareto-domination 
concept.  This framework has the advantage of implementing global and local search 
dynamically based on the feasibility proprotion in the current population.  

In this paper, Infeasibility driven and constrained-domination principles are em-
bedded into MOEA/D. This constraint handling approach intrinsically treats  
constraint violation and aggregation function values separately and keeps a balance 
between exploration and exploitation in the evolution process, wherein a number of 
infeasible solutions are merged with feasible solutions to evolve and update offspring. 
Experimental results on several benchmark problems show that the approach per-
forms more effectively and efficiently than the other methods for constrained multi-
objective optimization in comparison. The performance of the algorithm is also illu-
strated using a real-world constraint optimization problem i.e. the two-stage planetary 
gear transmission system optimization [8] [12].  

The remainder of the paper is organized as follows. The details of the proposed al-
gorithm are presented in Section 2 while the experimental results and performance of 
the algorithm are presented in Section 3. Our proposed MOEA/D_CDP_ID is applied 
to the two-stage planetary gear transmission system optimization in Section 4. Finally, 
the paper concludes with some final remarks. 

2 The Proposed Approach 

The proposed approach extends the ability of MOEA/D [1] [17] to deal with  
constrained multiobjective optimization problems. Infeasibility driven [7] and con-
strained-domination principle [3] are embedded to MOEA/D. The details of the  
proposed schemes are discussed below: 
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2.1  Constraint Violation 

Constraint violation (CV) [2] is a scalar value derived through the summation of total 
violations of the inequality and equality constraints. If CV equals to zero, the solution 
is feasible. The degree of constraint violation of an individual on the jth constraint is 
defined as:  
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In the proposed approach, the degree of constraint violation of an individual is de-
fined as: 
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2.2 Constrained-Domination Principle 

Constrained-domination principle (CDP) [3] defines a domination relation of two 
solutions in constraint handling problem. A solution A is said to constrained-dominate 
a solution B, if any of the following conditions is true. 

1) Solutions A and B are both feasible and solution A dominates solution B. 
2) Solutions A and B are not both feasible, but solution A has a smaller overall 

constraint violation. 

In the proposed approach, CDP is used as a basic comparison mechanism to  
conduct population update in the MOEA/D. the pseudo code of CDP is shown in  
algorithm 1. 

 

Algorithm 1. CDP in population update in MOEA/D 

1:  if 
1

( ) ( ) 0
j j

G x G x
+

= =   then 

2:      if ( ) ( 1)
j

f x f j> +   then 

3:             swap
1

( , )
j j

x x + ; 

4:      end if 
5:  else 

6:       if 
1

( ) ( )
j j

G x G x +>  then 

7:             swap
1

( , )
j j

x x + ; 

8:       end if 
9:  end if 
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2.3 Infeasibility Driven 

Infeasibility driven (ID) is a mechanism for constrained handling problem first pro-
posed in Infeasibility Driven Evolutionary Algorithm (IDEA) [7]. ID first evolves a 
child population and merges the parent population with the child population into a 
new extended set. Then, the combined population is divided into a feasible set and an 
infeasible set by constraint violations. When creating the second generation, a certain 
percentage of feasible solutions (×) and marginally (say, 20%) infeasible solutions  
(＊) are adopted into the new population to evolve. As the presence of infeasible solu-
tions in each population might drives the child populations (C) onto the constraint 
boundaries where the optimal solutions may exist, as indicated in Figure 1. In infeasi-
bility driven mechanism, infeasible and feasible solutions need to be ranked using 
original objectives and constraint violation. One ranking scheme is called infeasibility 
driven ranking. As is shown in Figure 2, in CDP the feasible and infeasible sets are 
separately ranked using nondominated crowding sorting. We need to define a parame-
ter α  that is used to identify the proportion of the infeasible solutions to be retained 
in the population. If the population size is N, the number of feasible and infeasible 
solutions in the population are respectively denoted as (1 − α ) × N and α ×N.  
 

 

Fig. 1. Illustration of Infeasibility Driven (ID) Mechanism 

 

Fig. 2. Infeasibility Driven Ranking 
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Meanwhile, the infeasible solutions selected first receive a higher rank than the feasi-
ble solutions. It is notable that there are some special cases in ranking. For example, if 
the number of infeasible set is less than α ×N , then all the infeasible set are selected. 
The rest of the solutions are selected from the feasible set by nondominated crowding 
sorting. If the number of feasible set has fewer than (1 − α ) × N, then all the infeasi-
ble solutions are ranked by nondominated crowding sorting, and α ×N infeasible 
solutions are selected. In that case, all the feasible solutions are selected and the rest 
are filled with the selected infeasible solutions. 

Hybridizing infeasibility driven (ID) and constrained-domination principle (CDP) 
with MOEA/D leads to a new algorithm MOEA/D-CDP-ID for constrained multi-
objective evolutionary optimization. The child population Qt is first evolved from 
parents by MOEA/D-CDP, wherein the CDP mechanism is used to make pair-wise 
comparisons between individuals for population update in MOEA/D. Then the ID 
mechanism is applied to the combined population to obtain the offspring population 
Pt+1. The pseudo code of MOEA/D-CDP-ID is shown in Algorithm 2. 

 

Algorithm 2. MOEA/D-CDP-ID 

Require:  N         {Population Size} 

Require:  NG > 1     {Number of Generations} 

Require:  0 < α < 1 {Proportion of infeasible solutions} 

1: Ninf = α  × N 

2: Nf = N − Ninf 

3: pop1 = Initialize() 

4: Evaluate(pop1)   

5: for i = 2 to NG do 

6:   childpopi−1 = Evolve(popi−1)   

{MOEA/D-CDP Evolve population} 

7:   Evaluate(childpopi−1) 

8:   (Sf , Sinf ) = Split(popi−1 + childpopi−1) 

9:   Rank(Sinf ,Sf)     { Infeasibility Driven Ranking } 

11:  popi = Sinf (1:Ninf ) + Sf (1:Nf ) 

12: end for 
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3 Experimental Study 

In order to evaluate the performance of the proposed algorithm, we tested its perfor-
mance on several widely used benchmark problems. The parameters’ settings are 
given in Table 1. Features of the selected test problems are listed in Table 2. The aim 
of the experiment is to test if the ID mechanism added to MOEA/D-CDP or NSGAII-
CDP is effective and can help improve the performance of the algorithms. We there-
fore compared the performance of MOEA/D-CDP-ID with MOEA/D-CDP, and 
NSGAII-CDP-ID with NSGAII-CDP.  

Table 1. Parameter Settings 

1 Population size (N)                      100 
2 Maximal number of generations            500 
3 Neighborhood size(T)                     20 
4 Crossover rate(CR)                       0.5 
5 Mutation rate(F)                         0.5 
6 Probability of selecting 

mating parents from                       0.9 
neighborhood 

7 Number of runs:                          30 
8 Proportion of infeasible solutions(α ):         0.2 
9 FEmax:                                     50000 

 
In this study, hypervolume metric [9] is used to compute the performance of the 

proposed algorithm MOEA/D-CDP-ID, as well as the abovementioned algorithms 
MOEA/D-CDP, NSGAII-CDP-ID, and NSGAII-CDP. The larger the hypervolume 
mean value, the better quality of the obtained non-dominated set. The experimental 
results in table 3 show that the hypervolume mean value is larger when the ID me-
chanism is added to MOEA/D-CDP and NSGAII-CDP for the test functions OSY, 
wherein the biggest hypervolume mean value is achieved in MOEA/D-CDP-ID. In 
the test function CONSTR, the hypervolume mean value in MOEA/D-CDP-ID is 
larger than MOEA/D-CDP. In addition, the hypervolume mean values are almost 
equal in NSGAII-CDP-ID and NSGAII-CDP. In this test function, the biggest hyper-
volume mean value is also achieved in MOEA/D-CDP-ID. In the test function SRN, 
when the ID mechanism is added to MOEA/D-CDP and NSGAII-CDP, the hypervo-
lume mean values also become larger, even though in this case the biggest hypervo-
lume mean value is achieved in NSGAII-CDP-ID. Based on the above results, it can 
be safely concluded that the ID mechanism is effective to help the constrained  
multiobjective optimization algorithms to achieve better performance. In addition, 
embedding the ID and CDP mechanisms in MOEA/D can lead to effective new  
algorithm for handling constrained multiobjective optimization problems.  
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Table 2. Summary of Test Problem 

problem obj/D Search Range Constraints 
   Ineq. Eq. 
CONSTR 2/2 [0.1,1],[0,5] 2 0 
SRN 2/2 [-20,20]D 2 0 

OSY 2/6 
[0,10],[0,10],[1,5] 
[0,6],[1,5],[0,10] 

6 0 

Table 3. Mean and standard deviation of hypervolume metric values obtained by four 
Algorithm for benchmark problems 

Instance 
Hypervolume 

(Runs=30) 

CONSTR 
( ref [1,10] ) 

SRN 
( ref [300,150] ) 

OSY 
( ref [0,200] ) 

mean std mean std mean std 
MOEA/D-CDP-ID 1.054e+1 3.95e-1 6.66e+5 1.07e+5 1.58e+5 1.15e+5 

MOEA/D-CDP 1.049e+1 5.49e-3 3.48e+5 3.01e+4 7.42e+4 2.21e+4 
NSGAII-CDP-ID 1.050e+1 5.34e-3 9.00e+5 9.46e+4 1.35e+5 6.29e+4 

NSGAII-CDP 1.051e+1 2.881e-3 6.98e+5 7.09e+4 7.82e+4 7.42e+3 

4 Engineering Optimization Problem 

4.1 Two-Stage Planetary Gear Transmission System Optimization Problems 

The design problem of two-stage planetary gear transmission system is a ten-variable 
and bi-objective constrained multiobjective optimization problem [8] [12]. The goal 
of the design is to minimize volume and the maximize efficiency of the two-stage 
planetary gear transmission system. 
 

 

Fig. 3. Two-stage planetary gear transmission system 
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The two-stage planetary gear transmission system is shown in Fig.3 [8]. The design 

variables of the problem are: the gear width of the two-stage gear( 10 100B≤ ≤ and 

20 180B≤ ≤ ), the module of two stage gear( 12 10m≤ ≤ and 22 10m≤ ≤ ), the 

tooth number of two-stage sun gear( 114 30aZ≤ ≤ and 214 30aZ≤ ≤ ), the tooth 

number of two-stage annular gear( 10 160bZ≤ ≤ and 20 160bZ≤ ≤ ), and the 

tooth number of two-stage planetary gear( 114 50cZ≤ ≤ and 214 60cZ≤ ≤ ).  

The vector of the design variables can be defined as follows: 

1 2 3 4 5 6 7 8 9 10[ ]TX x x x x x x x x x x= 1 2 1 2 1 1 1 2 2 2[ ]T
a b c a b cB B m m Z Z Z Z Z Z=

 
The two objective functions are defined as follows: 
Minimize the volume of the two-stage planetary gear transmission system:  
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Maximize the efficiency of the two-stage planetary gear transmission system:  
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is the bearing loss coefficient. in  is the number of  i -stage planetary gear,  

i.e. 1 2 3n n= = . 

The two-stage planetary gear transmission system is subject to many constraints on 
gear ratio and adjoining condition of the gears, strength and dimension of the gears, 
and concentric condition for installation, etc. The lower value of volume means lower 
mass of the system that leads to lower production cost. Maximizing efficiency is im-
portant because maximum efficiency leads to least power consumption for transmis-
sion and corresponding savings in the operating costs. The constraint conditions are 
listed as follows: 
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The optimization problem is stated using the state variables X and the constraint 

conditions based on functions (6) (7) as follows: 
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It is noted that for the second objective function a minus sign is added to convert 
the original maximization objective to the minimization objective. 

4.2 Multiobjective Optimization Results 

A population of 100 solutions was allowed to evolve over 500 generations. The same 
parameters were used for both MOEA/D-CDP and MOEA/D-CDP-ID. In this case 
study, The experimental results of using MOEA/D-CDP-ID for optimizing the two-
stage planetary gear transmission system are also provided. Figure 4 shows the final 
Pareto front obtained in a typical run, which indicates that MOEA/D-CDP-ID outper-
forms the MOEA/D-CDP.  
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Fig. 4. Final non-dominated fronts for the two-stage planetary gear transmission system opti-
mization using MOEA/D-CDP-ID compared to MOEA/D-CDP 

We conducted experiments for 30 runs to verify the results. In the study, a refer-
ence point of [5, 5] is used, which is taken by estimating the maximum value of each 
objective across the runs. As shown in Table 4, MOEA/D-CDP-ID achieves higher 
values of hypervolume [9] and smaller values of Inverted Generational Distance(IGD) 
[13] and Averaged Hausdorff Distance(△P) [14] as compared to MOEA/D-CDP. 
Because the smaller value of IGD and Hausdorff Distance the better the performance 
of the algorithm, we can conclude that MOEA/D-CDP-ID outperforms MOEA/D-
CDP.  

Table 4. Mean and standard devation of metric values obtained by MOEA/D-CDP-ID 
compared to MOEA/D-CDP on the two-stage planetary gear transmission system optimization 

Instance 
(Runs=30) 

Hypervolume   
(ref[5,5]) 

IGD △P(P=2) 

mean std mean std mean std 
MOEA/D-CDP-ID 5.63e+1 2.09e+1 2.87e-2 3.59e-2 1.07e-2 1.67e-2 
MOEA/D-CDP 4.43e+1 1.66e+1 3.90e-2 8.83e-2 2.78e-2 6.94e-2 

5 Conclusions 

In this paper, two mechanisms, namely infeasibility driven and constrained-domination 
principle are embedded within the framework of multi-objective evolutionary algorithm 
based on decomposition (MOEA/D) [1] to deal with constrained multiobjective  
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optimization problems. To assess the performance of the proposed approach, real-world 
optimization problems of two-stage planetary gear transmission system, as well as three 
well-known benchmark problems are used as case studies. The preliminary results indi-
cate that the constraint handling approach of hybridizing infeasibility driven and con-
strained-domination principle is efficient and effective. Since the constraint handling 
mechanism is generic, it also can be used in other forms of population based stochastic 
algorithms.  
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Abstract. This research proposes a novel transfer learning algorithm, Noise-
Label Transfer Learning (NLTL), aiming at exploiting noisy (in terms of labels 
and features) training data to improve the learning quality. We exploit the in-
formation from both accurate and noisy data by transferring the features into 
common domain and adjust the weights of instances for learning. We experi-
ment on three University of California Irvine (UCI) datasets and one real-world 
dataset (Plurk) to evaluate the effectiveness of the model. 

Keywords: Transfer Learning, Sentiment Diffusion Prediction, Novel Topics. 

1 Introduction 

This paper tries to handle the situation where there is no sufficient expert-labelled, 
high quality data for training by exploiting low-quality data with imprecise features 
and noisy labels. We generalize the task as a classification with noisy data problem, 
which assumes both features and labels of some training data are noisy, similar to [1]. 
More specifically, we have two different domains of labeled training data. The first 
we call it the high-quality data domain, which contains data of high quality labels and 
fine-grained features. We assume it is costly to obtain such data, therefore only a 
small amount of it can be obtained. The other is called the low-quality data domain, 
which contains noisy data and coarse-grained features. Unlike high quality data, the 
volume of this data can be large. 

The example we use throughout this paper to describe our idea is the compulsive 
buyer prediction problem given transaction data from different online stores (e.g. 
Amazon, eBay, etc.). Let us assume the users’ transaction records from different on-
line websites are obtained as our training data to train a model for compulsive buyer 
classification. As shown in Fig. 1, there are some common features for users across 
these stores, such as gender and month or birth. However, there are also features that 
are common across different stores but have different granularity due to different 
registration processes. For instance, age can be exact (e.g. 25 years old) or in a range 
(e.g. 20~30), and same situation applies to locale and job categories. 
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Fig. 1. An Example of Compulsive User Prediction 

Assume we ask experts to annotate whether a person is a compulsive buyer based 
on the transaction and content information of a more fine-grained dataset from a par-
ticular store. This dataset is considered the high-quality data. For the data with coarse-
grained features, we can hire non-experts (e.g., through Mechanical Turk) or exploit 
some indicators such as shopping frequency and quantity to label data. Such data (we 
call it low-quality data) might not be as accurate and precise as the high-quality data, 
but can potentially boost the learning performance under the assumption that there is 
only few high-quality data available. Training a classifier using such data is non-
trivial because (1) the features/labels in the low-quality domain might not be pre-
cise/correct, and (2) the data distribution in the low-quality training domain and the 
testing domain might not be identical.  

In this paper, we propose a novel transfer learning algorithm, Noisy-Label Transfer 
Learning (NLTL). First, we identify the mapping function between features from 
different domains. Next, we learn the importance of instance based on the labels from 
the different domain of data. Finally, we exploit the learnt importance of instances to 
improve the prediction accuracy. To summarize, the main contributions of this paper 
are as follows: 

• We introduce a novel and practical classification task given noisy data. In this 
problem, only small amount of correctly labeled data along with large amount of 
roughly labeled data are available for training. 

• We propose a transfer learning approach to solve the above-mentioned problem, 
and provide a practical application scenario on sentiment diffusion prediction. 
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• We experiment with three University of California Irvine (UCI) datasets and one 
real-world dataset (Plurk) and show that our algorithm significantly outperforms 
the state-of-the-art transfer learning and multi-label classification methods. 

2 Related Work 

The concept of transfer learning lies in leveraging common knowledge from different 
tasks or different domains. In general, it can be divided into inductive and transduc-
tive transfer learning, based on the task and data [2]. 

TrAdaBoost [3] is an inductive instance transfer approach extended from Ada-
Boost. TrAdaBoost applies different weight-updating functions for instances in the 
target domain and in the source domain. Since the distribution in the target domain is 
more similar to that of the testing data, the incorrect predictions in the target domain 
generally are assigned higher weights, comparing to those in the source domain.  

Structural Correspondence Learning (SCL) [4] is a transductive transfer learning 
with feature-representation transfer approach. It defines features with similar behavior 
in both domains as pivot features and the rest as non-pivot features. Then it tries to 
identify the correlation mapping functions between these features. 

Our proposed algorithm belongs to transductive transfer learning, which applies 
both instance and feature-representation transfer. However, the most important differ-
ence is that we deal with items that have diverse labels in different domains. Those 
items are used to serve as a bridge to connect different domains. 

3 Methodology 

3.1 Problem Definition 

We start by formulating the problem. Suppose a high-quality domain dataset DH and N different low-quality domain dataset DL , where 1 j N, are given. We define 

high-quality domain data as DH xH , yH , … , xH H , yH H , where nH  is the 

number of instance in DH , xH ∈ XH  represent the features of an instance, and yH ∈ YH is the corresponding label. Here we assume low-quality domain data can 

come from multiple sources, defined as DL DL , … , DLN  and |DL| nL . The 
low-quality domain data from each source can be presented as DL_ xL_ , yL_ , … , xL_ L_ , yL L_ , where nL_  is the number of instance in DL_ , xL_ ∈ XL_ , and yL_ ∈ YL_ . Moreover, we assume that instances in DH contain 
high quality labels and fine-grained features and those in DL  have coarse-grained 
features and noisy labels. Note that in general we assume nH nL, as obtaining high 
quality data is more expensive and time-consuming. 
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Fig. 2. Sketch Illustration for Instances 

 

 

Fig. 3. Algorithm Architecture 
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Algorithm 1. Noise-Label Transfer Learning (NLTL)  

 

We show a simple sketch illustration for the relationship between training in-
stances in Fig. 2, where the red and blue areas denote the instances in high-quality and 
low-quality domains respectively. The dark areas represent instances belonging to 
both domains. However, the features that represent these instances might have differ-
ent granularity, and the labels in low-quality domain might be incorrect. Each  
instance can belong to one of the four groups (as shown in Fig. 2), high-quality do-
main with low-quality mapping, high-quality domain without low-quality mapping, 
low-quality domain with high-quality mapping, and low-quality domain without high-
quality mapping. Finally, the task to be solved is defined as given DH  and DL , learn an accurate classifier to predict DH . 
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3.2 Noise-Label Transfer Learning (NLTL) 

We propose NLTL, which is a transfer learning model to solve the above-mentioned 
problem. The overall architecture is shown in Fig. 3. The idea is to transfer informa-
tion from low-quality domain data to improve the prediction in high-quality domain 
which has insufficient training instances. Note that for each object, we may integrate 
corresponding instances from multiple low-quality data sources. NLTL first uses in-
stances existing in both high-quality and low-quality domains as a bridge to identify 
the correlation between coarse-grained and fine-grained features. Then it learns the 
weight of instances from each domain to train a binary classifier to predict testing 
data in the high-quality domain. It should be noted that we perform feature transfer on 
both training and testing data, however, only training data are used to learn the weight 
of instances since testing data are not labeled. We define NLTL in Algorithm 1. Fea-
ture transfer is performed using Structural Corresponding Learning (SCL) [4] (Step 1 
to Step 4, see 3.3), and TrAdaBoost [3] is used to tune the weight of instances (Step 5 
to Step 12, see 3.4). 

3.3 Feature Transferring 

We want to handle the problem that the quality of features in low-quality domain is 
not as good as that in high-quality domain in terms of granularity. The goal is to iden-
tify a mapping function to project the features in the low quality domain to the high 
quality domain, by changing their distributions. 

We propose a method based on Structural Corresponding Learning (SCL) [4]. The 
intuition is to identify the correspondences among the features from different domains 
by modeling their correlation with features that have similar distribution in both do-
mains. To transfer the low-quality data into high-quality domain, for each feature in 
the low-quality domain, it is necessary to find its mapping to the more fine-grained 
high-quality domain. Here we propose to create a prediction model to perform the 
mapping. That is, for each feature in the high-quality domain, we create a classifica-
tion or regression model, for categorical and numerical features respectively, to pre-
dict its value given each corresponding instance in the low-quality domain. Assume 
an user u appears in both high-quality domain (its feature vector, denoted as , is 
{“Male”, “22”, “May”, “Taipei”, “Software Engineer”} ) and low-quality domain 
(feature vector denoted as  , which is {“Male”, “20 to 30”, “May”, “Taiwan”, 
“Engineer”}).  will of course be used as the training example to learn a compul-
sive user model, but we want to use  as well to enlarge the training set. Therefore, 
for each feature in the high-quality domain, we create a classifier that maps  to a 
corresponding value. In our example, we will build 4 classifiers and 1 regressor (for 
‘age’ feature), each of which takes an instance in  as input and output the possible 
assignment for the fine-grained feature. 

We denote these models as mapping function , and it models the correlation be-
tween the features from different domain. In the experiment we use linear regression 
to learn .  · · ·  
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where  denotes features with instances in the low-quality domain that have high-
quality mapping, and  denotes features with instances in the high-quality domain 
that have low-quality mapping. 

Finally, we create a new feature space, which is twice in length comparing to the 
original feature space, for the processed instances. The instances are processed in 
three different ways. 1) For instances appear in both low-quality and high-quality 
domains, we concatenate the corresponding low-quality features with the original 
high-quality features. 2) For instances that only appear in high-quality domains, we 
simply copy the features and concatenate them to the end. 3) For instances that only 
appear in low-quality domain, we first generate the corresponding mapping to the 
high-quality domain, and then treat it like case 2. 

3.4 Instance Weight Tuning 

We are now ready to exploit the instances from both domains to train a classifier. 
However, it is apparent that the instances from high-quality and low-quality domains 
should not be treated equally during training. Here we propose a method to adjust the 
initial weights on each instance according to the following heuristics. 

• Instances in the high-quality domain should have higher weights. Furthermore, if 
the corresponding low-quality instances also contain identical label, the weight is 
even higher. 

• For instances in the low-quality domain that can be mapped to high-quality domain 
with the same labels, their weights should be greater than the weights of the in-
stances that cannot be mapped to high-quality domain.  

We order the instances based on the above heuristics, and assign initial weight as W W α where α<1, W  and W  stands for instances of order i and i-1.  W  
represents the set of weights to the instances. After setting initial instance weights, we 
apply TrAdaBoost [3] to tune the weights iteratively. The intuition of TrAdaBoost is 
to use different weight-updating function for different domain data. More specifically, 
we increase the weight more if the instance is predicted incorrectly in high quality 
domain. The assumption of this setting is that the data in low-quality domain does not 
have as high confidence score as those in high-quality domain. The formulas of TrA-
daBoost to update the instance weights are as follows: | |, in high-quality domain| |, in low-quality domain

 

where β and β  are multiplier calculated by error rates and traditional AdaBoost. 
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Table 1. Experiment Results in AUC 

 CTG Magic Wine 
High-Quality 88.35% 75.49% 69.95% 

Low-Quality_1 85.58% 76.91% 73.89% 
Low-Quality_2 85.14% 58.81% 66.28% 

All Instance 89.20% 78.22% 75.37% 
TrAdaBoost 89.56% 81.28% 76.52% 

SCL 86.58% 76.04% 69.42% 
Label-Powerset 85.77% 78.82% 71.29% 

NLTL 91.83% 81.71% 76.63% 

4 Experiments 

4.1 Dataset and Settings 

We test our model on three datasets (CTG, Magic, and Wine) collected from UCI 
Machine Learning Repository [5]. We preprocess the labels to binary classes in our 
experiment. The three datasets contain 2126, 19020, and 6497 instances and 21, 10, 
and 11 features, respectively. For each dataset, we use original features and labels as 
high-quality domain data. To generate noisy low-quality domain data, we randomly 
pick c% of instances, flip their labels, and modify their features to be coarser. For 
example, for a numerical feature, we quantize its values into K groups, and assign the 
medium value for each group as the new feature value. In our experiment, we gener-
ate two low-quality domain datasets with c, K  = (20, 5) and c, K 50, 10 . To 
reflect the fact that correctly labeled data are rare, we randomly choose 10% of high-
quality domain data for training and keep the remaining for testing. We use 4-fold 
cross validation for evaluation. 

We choose area under ROC curve (AUC) as the evaluation metric because of data 
imbalance. We rank the testing instances base on the predicted positive probability, 
and then compare it to the ground truths to produce AUC. For weight tuning, we ma-
nually assign the largest weight to 10 and α to 0.7. That is, the second largest weight 
is 7, third is 4.9, and so on. We compare our model with three types of algorithms, 
traditional non-transfer learning (High-Quality, Low-Quality_1, Low-Quality_2 and 
All Instance), transfer learning (TrAdaBoost and SCL), and multi-label (Label-
Powerset) algorithms. 

4.2 Results 

We show the results comparing other baselines to NLTL in Table 1. The best results 
are marked in bold. 
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Fig. 4. Framework of Sentiment Diffusion Prediction with NLTL 

The results show that NLTL outperforms the competitors for all dataset, especially 
for CTG. It also shows that by exploiting low-quality domain data, NLTL is useful 
and can improve the result using only high-quality domain data (denoted as High-
Quality in Table 1) up to 6.7% in terms of AUC. On the other hand, NLTL combines 
the advantages of TrAdaBoost and SCL. It considers not only features but also labels 
to the same items together. The improvement of NLTL over baseline algorithms 
shows that both features and labels information from low-quality domain data are 
important and useful. 

5 Sentiment Diffusion Prediction on Novel Topics 

In this section, we use NLTL to handle a novel real-world sentiment diffusion predic-
tion problem. Sentiment prediction aims at predicting whether an opinion is positive 
or negative [6]. However, in this application, we are interested in predicting the diffu-
sion of sentiment through social networks. In other words, we emphasize on senti-
ment “diffused” rather than sentiment “expressed” by a user. Analyzing sentiment 
diffusion allows us to understand how people react to other people’s comments on 
micro-blog platforms. 

Traditional sentiment prediction uses a variety of textual or linguist information as 
features [6]. Such solution has a serious drawback as it is unable to handle new topics 
that appear rarely. On the other hand, Kuo et al. [7] propose a method to predict the 
diffusion on novel topics utilizing latent and social features. Rather than predicting 
the existence of diffusion, we extend [7] to predict the diffusion of sentiments. 
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Our framework applies NLTL as shown in Fig. 4. We first provide high-quality 
and low-quality labels using three methods, and then the features are generated as 
described before. Finally, we learn a classifier using both high-quality and low-quality 
domain data, and show that low-quality domain data is useful in improving the per-
formance. 

5.1 Labeling  

We provide high-quality labels (manual labeling) as well as low-quality labels (using 
emoticon and sentiment dictionary). The low-quality labeling methods are automatic 
and low-cost but the result may contain noises. 

• Emoticon Labeling. We first manually classify the emoticons which are clearly 
positive or negative. Then, we use the emoticons to decide the label (positive or 
negative) of the diffusions. 

• Manual Labeling. Human annotators are asked to label whether the content is 
positive, negative, or unknown. 

• Sentiment Dictionary Labeling. We construct a sentiment dictionary and label 
the diffusions based on the voting of the words in the sentiment dictionary. 

5.2 Dataset 

We first identify 100 top discussion topics from Plurk micro-blog site [8]. We collect 
the messages and responses from users who discuss about those topics in the period 
from 01/2011 to 05/2011. A diffusion of sentiment is denoted as , , , , which 
means user  posts a message of topic , and user  responses  with sentiment  
(positive or negative, labeled by different methods introduced in 5.1). This dataset 
contains 699,985 objects, thus is not practical to label them all manually. We choose 
17% of the objects to be labeled manually, while other objects are labeled using emo-
ticon and sentiment dictionary. Finally, we obtain 82,277 diffusions from manual 
labeling, 117,876 diffusions from emoticon labeling, and 396,370 diffusions from 
sentiment dictionary labeling. 

5.3 Feature Generation 

To perform sentiment prediction, we design the following features. We divide the 
proposed features into four types as follows. 

• Link Sentiment Information. The link sentiment information describes the ten-
dency of each link in the network to be positive or negative for a given topic. For a 
link, link sentiment score ( ) is calculated by comparing the number of times that 
a positive or negative content is diffused. That is, we increase LS by one for each 
positive diffusion and decrease LS by one for each negative diffusion.  
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Table 2. Sentiment Diffusion Prediction results 

 All Features Best Features 

High-Quality 62.90% 65.04% 
Low-Quality_1 61.73% 65.36% 
Low-Quality_2 63.47% 66.26% 

All Instance 62.13% 64.25% 
SCL 61.65% 62.33% 

TrAdaBoost 61.84% 65.27% 
Label-Powerset 59.58% 62.59% 

NLTL 64.21% 68.30% 

 
• User Sentiment Information. Similar to link sentiment information, user senti-

ment information models the tendency of each user to reply to positive/negative 
posts. For a user, we generate the user sentiment score according to sender aspect 
( ), receiver aspect ( ), and sender-receiver aspect ( ). More specifical-
ly, for  we only consider the number of positive and negative posts sent by us-
er, and ignore those received by this user. On the other hand,  only considers 
the number of positive and negative posts received by user.  considers both 
aspects.  

• Topic Information. We follow the same approach described in [7] to extract latent 
topic signature ( ) features. Besides TG, we also extract topic similarity (TS)  
features weighted by link sentiment information and user sentiment information. 
There are four features generated based on topic similarity, topic similarity for link 
sentiment ( ), topic similarity for user sentiment with sender aspect ( ), 
topic similarity for user sentiment with receiver aspect ( ), and topic similar-
ity for user sentiment with sender-receiver aspects ( ). 

• Global Information. We extract global social features such as in-degree (ID), out-
degree (OD), and total-degree (TD) from social network. Note that these three fea-
tures remain the same for different labeling methods; thus, we utilize them as pivot 
features in SCL and NLTL algorithms. 

5.4 Results 

The experiment setting of sentiment diffusion prediction task is the same as that de-
scribed in Section 4.  We compare NLTL that utilizes three sources to the competi-
tors as described in 4.1. We run the experiment on two set of feature combinations: 
using all features and the best feature combination chosen using wrapper-based for-
ward selection method [9]. The result shows that NLTL is able to integrate the infor-
mation of features and labels to outperform the competitors by a large margin. 
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6 Conclusion 

In this paper, we propose a novel prediction problem together with a transfer learning 
algorithm to solve it. We serve the objects which have multiple labels as a bridge and 
transfer knowledge from different data domains. We update instance weights and 
transfer features by comparing labels and features in high-quality domain and low-
quality domain simultaneously. The experiment result shows NLTL consistently out-
performs the competitors. Furthermore, we propose a real-world task of sentiment 
diffusion prediction that can benefit from our framework. Our experiments demon-
strate how such problem can be formulated into a noisy-label prediction task that can 
be solved using NLTL. 
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Abstract. Due to the popularity of information sources on medical educational 
sites, people are becoming to pay more attention on individual health care and 
disease prevention. According to the report of regular comprehensive physical 
examination or daily self-measurement using medical devices, now people can 
clearly understand the vital signs and physiological changes in order to detect 
the disease and treatment. Although a number of health management systems 
provided from medical institutions have been developed for recording the daily 
health measurements, users still have to take the record to medical institutions 
and ask for self-care guidelines from health care providers. This paper thus  
proposes a novel framework of virtual assistant system for personal health man-
agement, which can analyze the report of regular comprehensive physical  
examination to calculate the health risk and provide personalized health care 
services for users in terms of diet and exercise guideline recommendation. 

Keywords: Personalized healthcare services, diet and exercise guideline rec-
ommendation, comprehensive physical examination, virtual assistant system. 

1 Introduction 

Due to the busy and high pressure modern life, many people cannot keep the healthy 
living style and tend to be in lack of exercise with eating disorders. Consequently, the 
populations of chronic illness (e.g., hypertension, diabetes and metabolic syndrome) 

are getting more and young [1]. If people can maintain a healthy lifestyle (e.g., 
through diet and exercise), as well as control their glucose, blood lipids, blood pres-
sure and waist circumference, chronic illness can be effectively prevented. Hence, 
self-health management is very important in preventing chronic illness [1, 2, 3, 9]. 
With vigorous development of the Internet, public knowledge of self-health manage-
ment and individual health care have been put on the websites, and people can clearly 
understand that how to manage self-health. However, even though a number of health 
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management systems provided from medical institutions have been developed for 
recording the daily self-measurement by users, users still have to take the record to 
medical institutions and ask for self-care guidelines from health care providers [2, 9, 
10, 11].  

In this paper, we propose a novel framework of virtual assistant system for person-
al health management, which can analyze the report of regular comprehensive physi-
cal examination to calculate the health risk and provide personalized health care  
services for users in terms of diet and exercise guideline recommendation. In addition, 
this paper also designs a module for supervising and reminding users to meet the rec-
ommended plans of personalized diet and exercise guidelines. However, achieving 
these aims was not an easy task, due to following reasons: First, the design of system 
involves the integration of clinic experience and knowledge, computer and informa-
tion technology, as well as human-machine interface. Second, the vital signs and phy-
siological changes of interest vary among users, and so the recommending diet and 
exercise guideline module of the system need to be personalized for different users. 

To address these issues, a novel framework is proposed for constructing a Virtual 
Assistant System for Personal health management, called VASP. The major contribu-
tions of this work are as follows: 

I. This study is the first to target the topic of automatic recommendation of per-
sonalized diet and exercise guidelines according to the analysis of the indi-
vidual report of regular comprehensive physical examination. 

II. The idea of an active database which automatically executes specified ac-
tions when specified conditions arise is employed to set the individual plans 
from users to supervise and remind them for meeting the recommended diet 
and exercise guidelines. 

The remainders of this paper are organized as follows. We describe related works 
in Section 2. Then, the proposed framework is introduced in details in Section 3. Con-
clusions and future works are given in Section 4. 

2 Related Works 

Recently, many medical institutions can provide various services and resources for 
personal health management on the Internet [1, 2, 5, 6, 9, 10, 11]. In this aging socie-
ty, the remote monitor system is needed for the elderly home care, and the system can 
help medical experts efficiently maintain their patients or avoid the elderlies on the 
danger. A part of existing remote monitor systems already supports various wearable 
devices to collect the vital signs from the users. The vital signs can be uploaded to  
the database of the remote monitor system provided by medical institutions. The ex-
perts then analyze the vital signs to determine the health state of their patients on real 
time.  

Although the remote monitor system can automatically send alarms when the vital 
signs are abnormal, those systems do not assess the health risk and give users some 
guidelines for the risk [6, 7, 8, 12, 13]. The personal health management system is a 
platform for the users to request the assessment of health risk from the data of users’ 
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physical examination. The personal health management system provided by the medi-
cal institutions or companies on the website is the personal health analysis and man-
agement system for the patients or employees. The personal health management  
systems can assess the health risk from the report of regular comprehensive physical 
examination upload by the users or vital signs collected by wearable devices [7, 8]. 
According to the result of health risk assessment, a part of the health management 
systems can recommend an improvement plan for users. The improvement plan aims 
to provide the guidelines which can be used to reduce the health risk. 

The representative application of the existing personal health management system 
is the employee health management system [9]. The employee health management 
system provides the companies to analyze health risk of their employees. The results 
of analyzing health risk can be used to understand employee health not only for them-
selves but also their employers. Some employee health management systems target 
the metabolic syndrome as the early stage of chronic diseases for monitoring health 
state of the employees. The employees upload their reports of regular comprehensive 
physical examination to this system for analyzing the health risk. The users get their 
analysis report created by the employee health management system. The analysis 
report includes the health risk and recommended guidelines. But the employee health 
management systems are only applied in the companies. 

iHealth365 [10] is one of personal health management systems, and it is a platform for 
medical institutions or companies to management health of customers or employees. 
iHealth365 system allows users to upload their report of regular comprehensive physical 
examination and analyze the vital signs of the report, and it also provides not only the 
assessment of health risk but also the health data visualization and remind system to 
supervise the users. Furthermore, the smart phone app of the iHealth365 for the users can 
get an improvement plan to maintain their health. The experts also can use this system to 
help their patients on real time when the patients give the feedbacks. The iHealth365 also 
provides a function for collecting data from the wearable devices. But iHealth365 system 
does not automatically provide personal diet and exercise guidelines, and it still needs 
medical experts to analyze the report to suggest the personal guidelines. 

In general, those personal health management systems provide monitoring the 
health state of users and create the assessment of health risk. And then the users 
search guidelines from the database of the systems or get an improvement plan which 
includes the recommended guidelines. The users can comply with the improvement 
plan commended by the systems. Therefore, the users maintain their health state by 
themselves. Furthermore, the scalability of the systems should be considered, because 
some of those systems only target the specific diseases, like metabolic syndrome, 
Fatty Liver, or Cancers. The existing systems are recommending the guidelines in 
fixed or for specific diseases. The systems should allow the users to search the data-
base of the systems. There are no systems only using physical examination data and 
automatically create the personal improvement plan for the users. In the real applica-
tions, the real-time remind is needed for supervising the users but the existing systems 
do not include in their framework. 
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3 Framework Design 

This section first describes the design of VASP, based on the framework shown in 
Figure 1. It then presents an overview of using VASP, and introduces the functions of 
the system when implemented on a website. Finally, we explain the personalized diet 
and exercise guideline recommendation (abbreviated as DEG) used for analyzing the 
individual report of regular comprehensive physical examination and offering related 
guidelines to users. 

3.1 Overview of System Workflow 

Traditionally, users have a report of comprehensive physical examination from medi-
cal institutions, and then find out the meanings of the report on the internet or web-
sites provided from medical institutions in Taiwan. If users want to understand how to 
have diet and exercise guidelines for health according to the report, they have to go to 
medical institutions and ask for self-care guidelines from health care providers.  
Furthermore, health care providers usually rely on experience to tell whether user’s 
physical examination items are normal or not and recommend the guidelines for users, 
without the use of any references. This is inconvenient, and can lead to a lower quali-
ty of providing health care. 

To solve these problems, VASP designs diet and exercise guideline recommenda-
tion (abbreviated as DEG) to automatically analyze the report of comprehensive phys-
ical examination and recommend the guidelines for users, so that users do not need to 
go to medical institutions to get this information. In addition, DEG provides a simple 
way to let health care providers can easily transfer their knowledge of health care into 
VASP. 

Health Care Providers
Medical Institutions

Data visualization

Reminding Function

Supervising Function

Guideline Query

Supervising and Reminding Module

Exercise Information Edit

Diet Information Edit

Guideline Recommendation

Disease Guideline Edit

Diet and Exercise Guideline
Recommendation Module

Exercise GuidelinesDiet guidelinesUsers

Report of 
Comprehensive Physical 

Examination
Diet and exercise 

guideline recommendation

 

Fig. 1. The framework of VASP 
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Also, we consider that in the future the supervising and reminding module can be 
combined to mobile devices for supervising and reminding users to meet the recom-
mended guidelines everytime and everywhere. We thus provide an automated logging 
guidelines service with QR codes. The use of a QR code automates the procedure of 
downloading users’ recommended guidelines, and users thus have an easy way to get 
them and do not access via network. We expect that users only use mobile devices  
to scan the QR code, and the recommended guidelines can be loaded to app on the 
devices. 

3.2 Diet and Exercise Guideline Recommendation Module 

The diet and exercise guideline recommendation module has following major func-
tions: guideline recommendation, diet information edit, exercise information edit, and 
disease guideline edit. These functions are explained in the following: 

Guideline Recommendation. Guideline recommendation is the core of the design 
module, and it can recommend personal guidelines for users according to the report of 
comprehensive physical examination, as shown in Figure 2. In the designs, in addition 
to the full guidelines that can be automatically recommended, medical experts or 
health care providers can adjust the priority of guidelines in order to more adapt to 
users. 

Diet Information Edit. The diet information edit function aims to let medical  
experts or health care providers update the diet information, and the information can 
be connected to diet guidelines via this function. In addition, the input type of batch 
file is also designed for information sequence creator. 

 

The Nutrition Facts Label lists the Percent Daily Value (%DV) of sodium have to be less than 2400 milligrams 
(mg) per day, Weight = 8.3521
Natural flavors diets, Weight = 8.185058
No alcohol, Weight = 8.101537
Low-sugar diets, Weight = 7.934495
Low-edible oil diets, Weight = 7.850974

At least three times a week, each time for at least 30 minutes, Weight = 8.3521 
Making Exercise should be a little difficult and can still talk to the degree of movement, Weight = 8.185058 
Improve heart and lung function of movement, Weight = 7.349848 
Brisk walk at least 150 minutes per week, Weight = 3.24 
Exercise 30 to 60 minutes per day, Weight = 3.23676 
Make aerobic exercise, Weight = 3.2076

 

Fig. 2. Screenshots of guideline recommendation function 
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Exercise Information Edit. The function design of exercise information edit is same 
as diet information edit. It is worth mentioning that exercise information considers the 
MET values for calculating calorie and applying to lose weight. 

Disease Guideline Edit. This function provides medical experts or health care pro-
viders to update disease data online. The disease data is a connection that how the 
disease is related to physical examination items. In the website, they can choose the 
physical examination item to edit. 

3.3 Supervising and Reminding Module 

This module is designed for supervising and reminding users, and the module has 
following major functions: supervising function, reminding function, data visualiza-
tion, and guideline query. In order to automatically supervising and reminding users 
to meet their personal recommended diet and exercise guidelines, an active database 
is utilized for achieving the purpose. An active database considers an event-driven 
architecture which can respond to conditions both inside and outside the database. 

Supervising Function. This function aims to supervise users to fill out the daily diet 
and exercise suggestions on time, and the function designs different basic supervising 
time by general users’ life style. In addition, users can adjust and set the supervising 
time according to their special life style. The function supervises users until the re-
minding time, and the reminding function is triggered. 

Reminding Function. Once users forget to fill out the daily diet and exercise sug-
gestions for a while time, the reminding function is triggered to automatically remind 
users to fill out the daily diet and exercise suggestions. In addition, the system also 
sends the weekly-report to user. 

Data Visualization. Data visualization employs line graphs to visualize the data in 
order to make the data more readable, user then can intuitively interpret the line 
graphs. Users record the daily diet and exercise suggestions, and the daily records 
then are saved to the database and are shown through data visualization function. The 
function provides line graphs and record lists so that users can easily check their 
records of diet and exercise guidelines been done. With regard to the line graphs, it 
can present records of diet and exercise guideline of users by dates. With the record 
lists, users can choose the date to show what they have done in that day. 

Guidelines Query. Guideline Query provides users to search their guideline history. 
The function of guidelines query provides users with an offline database of guide-
lines, so that they can find this information accessibly. In order to meet the users’ 
requirements, the query results show not only the corresponded guidelines but the 
suggested food and sports related to guidelines. 

3.4 Guideline Generator 

This subsection introduces diet and exercise guideline recommendation (DEG), with a 
related flowchart shown in Figure 3. In the knowledge collection phase, the impact of 
diet and exercise guidelines to different physical examination items can be collected 
and built by medical experts or health care providers into a database. After this, the 
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guidelines for users can be recommended in the guideline recommendation phase. 
Then, we shall describe in detail the different processes involved in DEG. 

Let {DG1, DG2, …, DG|DG|} and {EG1, EG2, …, EG|EG|} be two finite sets of guide-
lines, where DGi and EGj are diet and exercise guidelines for all  1 ≤ i ≤ |DG| and  1 
≤ j ≤ |EG|, and |DG| and |EG| are numbers of  diet and exercise guidelines respective-
ly. Let PEIn,k be the n-level of the k-th physical examination item in a report, where 
|SI| is number of physical examination items in a report and |NL| is a user-specified 
value of levels of a physical examination item for discretizing the vital sign of physi-
cal examination item for all n (1 ≤ n ≤ |NL|) and k (1 ≤ k ≤ |SI|). For example, Table 1 
lists examples of discretization of physical examination items. 

 

Guideline Recommendation 

Step 3:
Calculate the 

Impact of Diet and 
Exercise GuidelinesStep 1:

Map Danger 
Level of Disease

Step 2:
Collect Full Diet 

and Exercise 
Guidelines

Guideline Database

Phys. Exam. 
items

Diet 
Guidelines Weighted

PEIn,k DGi W(PEIn,k, DGi)

Phys. Exam. 
items

Exe. 
Guidelines Weighted

PEIn,k EGj W(PEIn,k, EGi)

Disease
Phys. 
Exam. 
items

Weighted

Dp PEIn,k W(Dp, PEIn,k)

Report of 
Comp. Phys. Exam.

Diet guidelines

Exercise Guidelines

Knowledge Collection

Step 4:
Print guidelines 

order by the impact

 

Fig. 3. Flowchart of diet and exercise guideline recommendation (DEG) 

Table 1. Examples of discretization of blood pressure, oxygen, and heart rate standards 

ID Physical Examina-
tion Item 

Type Standard Notation 

1 Systolic of Blood 
Pressure 

Prehypertension 120 - 139 (mmHg) PEI1,1 

Stage 1 hypertension 140 - 159 (mmHg) PEI2,1 

Stage 2 hypertension ≥ 160 (mmHg) PEI3,1 

2 Oxygen Mild hypoxemia < 94% PEI1,2 

Moderate hypoxemia < 89% PEI2,2 

Severe hypoxemia < 75% PEI3,2 

3 Heart Rate Tachycardia > 100 (bpm) PEI1,3 

Bradycardia < 60 (bpm) PEI2,3 

……  
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The design of guideline recommendation takes into account two impacts: (1) diet 
or exercise guidelines (DG or EG) with regard to physical examination items (PEI); 
and (2) physical examination items with regard to the diseases (D). The processes of 
guideline recommendation are explained in more detail below. 

Step 1. Map Danger Level of Disease. According to the physical examination items 
users have, DEG first maps the danger level PEIn,k bases on the vital sign of each 
physical examination item, and collects the corresponding weighted DPWt of PEIn,k 
related a disease Dp defined by medical experts or health care providers. 

Step 2. Collect Full Diet and Exercise Guidelines. According to the danger level 
PEIn,k, DEG then collects DGi and EGj, as well as the corresponding weighted DWt 
and EWt related to the examination items. 

Step 3. Calculate the Impact of Diet and Exercise Guidelines. Given a diet or ex-
ercise guideline G and the corresponding weighted W(PEIk, G) with regard to a set of 
physical examination items { PEI1, PEI2,…, PEIy} for all k (1 ≤ k ≤ y). The impact of 
G with regard to the disease D is denoted as I(G, D) and is defined as: 

I(G, D) = ∑
1

),(*),(
y

k kk PEIDWGPEIW
=

. 

Step 4. Print Guidelines Order by the Impact. Last, the guidelines are arranged in 
descending impact calculated by step 3, and users can request to only print top-k 
guidelines or satisfying guidelines on a given impact threshold. 

Example 1. Table 2 and Table 3 show examples of diet guidelines and diseases cor-
responding to physical examination items, respectively. The impact of guidelines “No 
alcohol (DG1)” with regard to the disease “Cardiovascular Disease (D1)“ is I(DG1, 
D1)=0.2*2.5 + 0.8*5.2 + 0.5*3.7=6.51. In addition, the impact of DG2 w.r.t. the (D1) 
is 3.34. 

Table 2. Example of exercise guidelines corresponding to physical examination items 

Phys. Exam. Items (notation) Diet Guidelines (notation) Weighted 

Moderate hypoxemia (PEI2,2) 
No alcohol (DG1) 2.5 

Low-edible oil diets (DG2) 1 

Tachycardia (PEI1,3) 
No alcohol  (DG1) 3.7 

Low-edible oil diets (DG2) 1 

Stage 2 hypertension (PEI3,1) 

No alcohol (DG1) 5.2 

Low-edible oil diets (DG2) 3.3 

Natural flavors diets (DG3) 1.7 

Table 3. Example of diseases corresponding to physical examination items 

Deseases Phys. Exam. Items (notation) Weighted 

Cardiovascular Disease (D1) 

Stage 2 hypertension (PEI3,1) 0.8 

Moderate hypoxemia (PEI2,2) 0.2 

Tachycardia (PEI1,3) 0.5 
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4 Conclusion and Future Work 

This work presented a novel framework called VASP (Virtual Assistant System for 
Personal health management) in order to provide effective personalized health care 
with analyzing the report of regular comprehensive physical examination. In addition, 
this work also designed a diet and exercise guideline recommendation module to  
effectively collect the impact of diet and exercise guidelines on different physical 
examination items by medical experts, as well as discussed with medical experts to 
provide an impact calculation of guidelines for recommending personal guidelines for 
users. We expect that the proposed framework can significantly reduce the loads of 
healthcare providers and can help them improve the efficiency and quality of patient 
care. 

With regard to future developments, the implemented system will be subjected to a 
practical evaluation by medical experts, health care providers and users/patients to get 
useful feedback and suggestions on the system. In addition, we would apply institu-
tional review board for our framework to prove that VASP is feasible for use in a clin-
ical environment. 
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Abstract. Object tracking in video is a challenging problem in sev-
eral applications such as video surveillance, video compression, video
retrieval, and video editing. Tracking an object in a video is not easy
due to loss of information caused by illumination changing in a scene,
occlusions with other objects, similar target appearances, and inaccurate
tracker responses. In this paper, we present a novel object detection and
tracking algorithm via structured output prediction classifier. Given an
initial bounding box with its position, we first divide it into sub-blocks
with a predefined size. Next, we extract the features from each sub-
blocks with Haar-like features method. And then we learn those features
with a structured output prediction classifier. We treat the sub-blocks
obtained from the initial bounding box as positive samples and then
randomly choose negative samples from search windows defined by the
specific area around the bounding box. After that, we obtain prediction
scores for each sub-blocks both from positive and negative samples. We
construct a region-graph with sub-blocks as nodes and classifier’s score
as weight to detect the target object in each frame. Our experimental re-
sults show that the proposed method outperforms state-of-the-art object
tracking algorithms.

Keywords: Object Detection, Object Tracking, Support Vector Ma-
chine.

1 Introduction

Object tracking in video is one of the highly challenging problems in various
applications, such as video editing, video surveillance, video compression, video
retrieval and etc. Some of the challenges that may happen during video tracking
are occlusions with other objects, similar target appearances and inaccurate
tracker responses. When the target object is known for some cases in video
sequences, it is possible to collect the information to be used in the tracker.
While for the other applications, the tracked object might be an arbitrary object
that only can be specified in real time. In these cases, the object may change
caused by object motion, illumination changing and occlusion with other objects.
Hence, in this problem, the tracker must be able to build the appearance of the
object in real time.
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Most recent object tracking algorithms [1], [2], [3] have used tracking-by-
detection approaches to address these challenges. Tracking by detection approach
treats the tracking problem as a detection task applied over time in video se-
quences. The methods first apply detection to the tracked object in the first
frame and then obtain the detection responses to track the object during the
video sequences. These methods maintain a classifier trained online to discrim-
inate the target object from its background. The classifier is used to estimate
object position by searching for the maximum classification score in a local region
around the estimation position from the previous frame.

Structured output tracking with kernels (STRUCK) [1] provides an adaptive
object tracking-by-detection approach with a kernelized structured output Sup-
port Vector Machine (SVM). With an online learning SVM, STRUCK perform
object tracking which integrates learning and tracking, avoiding the need for up-
date strategies in offline learning. While tracking-learning-detection (TLD) [2]
proposes a long-term object tracking in a video by integrates the object detec-
tion task, learning and tracking. Each subtask in TLD is addressed by a single
component and the component operate simultaneously.

However, many tracking-by-detection approaches fail to detect the right target
object because sometimes it mixed with its background and some parts of other
objects which leads to false detection for the features that not belonging to the
object and missed classification in video sequences.

In this paper, we take different approach to track the object in the video
by using the principle of structured output Support Vector Machine (SVM) [1].
Given the initial position of a target object in a frame of a video, we divide
the bounding box into sub-blocks with predefined size. And then we extract the
features from each sub-blocks and learn those features with structured output
classifiers [12]. Given the radius size from the center of a sub-block, we define the
search range which is the area inside the radius, excluding the initial bounding
box area. Then, we divide those search area with the same size of the sub-blocks.
Next, the features from all of the sub-blocks will be learned by using [12] method.
And then we construct a region graph; the nodes are sub-blocks and the edges
link any two adjacent sub-blocks that have 4-connected neighborhoods.

We compare our proposed method with [1] and [2] methods. From the ex-
perimental result, our method obtains better detection and tracking comparing
to those two methods. Our work offers several advantages over existing object
tracking schemes. With the sub-blocks as a unit, we still can detect the target
object if some parts of the object are occlude with other objects.

The rest of this paper is organized as follows: section 1 presents introduction,
section 2 explains our proposed methods to obtain efficient object video tracking
by using structured output SVM. Section 3 will present experimental results
while section 4 presents conclusions.
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Fig. 1. Flowchart of our proposed structured output kernels

2 The Algorithms

In this section, we briefly describe the proposed object tracking method which
employs structured output kernel function. The key ideas of our proposed method
is the employment of the object detection with structured output kernels.

Given an initial bounding box, we divide the bounding box into sub-blocks
with a predefined size. Next, we extract the features from each sub-block by
using Haar-like features [8]. Then we learn all of those features with structured
output Support Vector Machine (SVM). We adapt LaRank classifier [12] as
structured output SVM method. And then, we define our search range to search
the candidates samples based on the search radius r from the center position
of each sub-block size. After that, we divide the search range with the same
size as a sub-block. The positive samples for classifier are obtained from the
initial bounding box in the first frame while the negative samples are obtained
randomly in the search range, except for the positive sample area. And then, we
build a region graph by using sub-blocks as nodes and scores from LaRank [12]
classifier as weights for each node.

2.1 Structured Output SVM

Unlike regular SVM which consider only binary labels as the output prediction,
structured output SVM can predict more complex object e.g images, sequences,
strings, trees, lattices, or graphs. Structured output SVM uses structured learn-
ing which learns to predict outputs that are not simple binary labels. By using
structured learning, we can modeling the relationship between the different out-
put inside the output space, so we can learn classifier that makes better use of
training data instead of using binary output. In the context of object tracking,
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the output space is the space of possible bounding boxes which can be parameter-
ized by top, bottom, left, and right coordinates in the region. Those coordinates
can take values between 0 and the frame size which can make the problem as
structured regression.

2.2 Structured Learning for Object Localization

In this method, we learn a prediction function which estimates the object po-
sition in each frame instead of learning a classifier. First, we divide the ini-
tial bounding box from the first frame into the smaller box with specified size,
called sub-blocks. The tracker will maintain the position of the object within a
frame fs where s is the number of frames. Given a set of input sub-block images{
x 1
s , ..., x

n
s

}
⊂ X and their transformation position

{
y1
s , ..., y

n
s

}
⊂ Y , we learn

a prediction function p : X → Y . In this method, the output space is the space
of all transformation Y instead of the binary labels ±1. Next, the prediction
function p is learned by using structured learning framework [13] according to:

p(x) = argmaxy∈Y d(x, y) (1)

where d(x , y) is a discriminant function that should give a maximum value to
pairs (x , y) that are well matched. In our approach, a pair (x , y) is a labeled
example where y is the preferred transformation of the target object.

In our approach, the discriminant function has the formulation:

d(x, y) = 〈w, φ(x, y)〉 , (2)

where φ(x, y) maps the pair (x, y) into an appropriate feature space computed
with the dot product. In the machine learning process, the feature mapping
function φ is defined by a joint kernel function, formed as:

k(x, y, x̄, ȳ) = 〈φ(x, y), φ(x̄, ȳ)〉 , (3)

consider training patterns x1, ..., xn ⊂ X and their transformation position
yi, ..., yn ⊂ Y . The image kernels function use to compute statistics or features of
the two sub-block images and then compare them. The overlapping sub-block re-
gions will have the same common features and related statistics. By using kernel
map, we make it straightforward to incorporate image features into structured
output approach.

In this approach, we extract Haar-like features presented by Viola[8] to obtain
features in each sub-block. A simple rectangular Haar-like feature can be defined
as the difference of the sum of pixels of areas inside the rectangle, which can be
at any position and scale within the original frame. The values from Haar-like
features indicate the characteristics of a particular area inside the sub-blocks.
Each feature type use to indicate the existence or absence of particular area
characteristics in the sub-blocks, such as edges or changes in texture. We use 6
types of Haar-like features as shown in Fig. 2.
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Fig. 2. 6 types of Haar-like features

The advantages of using Haar-like features is when there is illumination change
in the frame, the detector (black and white squares) of Haar-like features can
easily separate and distinct the feature from the illumination changing.

After extracting the features, the objective is to learn the discriminant func-
tion d(x , y) so that the scores d(xi, y) of the incorrect pairing are smaller than
the score d(xi, yi), yi 	= y of the correct pairing.

To train the discriminant function d, we use the following minimization
quadratic program of the support vector machine[14]:

minw
1

2
‖w‖2 + C

n∑
i=1

ξi

s.t. ξi ≥ 0, ∀i
〈w, φ(xi, yi)〉 − 〈w, φ(xi, y)〉 ≥ Δ(yi, y)− ξi

∀i, ∀y 	= yi

(4)

where w is parameter vector, C is a constant that controls the trade-off between
training error minimization and margin maximization, and ξi is the single slack
variables for violations of the nonlinear constraints. This optimization aims to
ensure that the score of each sub-block d(xi, yi) > d(xi, y) for y 	= yi, by a
margin depending on a loss function Δ(yi , y).

The loss function denote by Δ(yi , y) where y is a possible output and yi is
the true output. The loss function decrease as a possible output approaches the
true output. The optimization is a convex and given appropriate definition of a
joint kernel map Φ(x, y) and Δ(yi , y) does not significantly differ from primal
SVM.

2.3 Optimization Step

d(x, y) =
∑
i,ȳ

βȳ
i 〈Φ(xi, ȳ), Φ(x, y)〉 , (5)

where βȳ
i is a support vector. The pair (xi, y) denotes support vectors for which

βy
i 	= 0. And xi included in at least one support vector as support patterns. For
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Fig. 3. Flowchart of region-graph algorithm

a given support pattern xi, only the support vector (xi, yi) will have βyi

i > 0
and we refers this as positive support vectors, while any other support vectors
(xi, y), y 	= yi, will have βyi

i < 0 and we refers this as negative support vectors.
The main step in this optimization step is a Sequential Minimal Optimization

(SMO)-style step [16]. SMO is an algorithm that improves Lagrangian dual form
with respect to a pair of coefficients β

y+

i and β
y−
i , where β

y+

i is positive support
vector and β

y−
i is negative support vector. The coefficients must be modified by

opposite amounts, β
y+

i ← β
y+

i + λ, β
y−
i ← β

y−
i − λ because of the constraint∑

y β
y
i = 0, leading to an one-dimensional maximization in λ [1].

The SMO step use to optimize the (i, y+, y−) in this online learning algorithm.
Given the chosen i, y+, y−, we will define the most efficient search direction with
the highest gradient. This gradient will represent a single coefficient of the dual
form.

2.4 Budgeting Algorithm

The problem occurs when the number of support vector increase over time. Fur-
thermore, when evaluating discriminant function d(x, y) will take a high com-
putational cost because it requires evaluating kernel function for each support
vectors. This means that the storage costs grow linearly with the number of
support vectors.

In this approach, we implement a budget maintenance adapted from [1] which
choose a fixed budget so that the support vectors cannot exceed a specified limit.
If a new support vector need to be added but the budget is already full, this
method will choose an appropriate support vector that need to be kept and
another support vectors that need to be removed.
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3 Experimental Results

In this section, we evaluate the performance of the proposed object video tracking
method.Wecompareourapproachwith twootherobjectvideotrackingalgorithms:
structured output tracking with kernels (STRUCK) [1] and tracking-learning-
detection (TLD)method [2].Bothof thealgorithmsareusing tracking-by-detection
approach.

Fig. 4. A snapshot of the test videos used in our experiments. (a) Crossing video. (b)
Diving video. (c) Ironman video.

3.1 Experimental Design

We collect our test videos from TLD [2] and Kwon [18] databases for evaluation,
as shown in Fig. 4. The sequences vary in length from dozens of frames to
hundreds, contain diverse object types (rigid, articulated), have different scene
settings (indoor/outdoor, static/moving camera, lightning conditions). Object
occlusions also present in the test videos. The properties of our test videos are
shown in Table 1. We use Crossing, Diving, and Ironman video as our testing
data. We choose these 3 videos because each video has their own difficulties.
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Fig. 5. Tracking results of Crossing sequence: red solid line represents our proposed
method, green dot line represents TLD [2] and blue dashed line represents STRUCK [1]
method. (a) Frame 49. (b) Frame 59. (c) Frame 81.

In the Crossing video, occlusion happens between crossing people and the car
that passes by. While in the Diving video, the diver changes her movement that
caused the target object change its shape. Also, the illumination change happens
in Ironman video.

Table 1. Test Videos Properties

Name Frames Number Target Visible Color Resolution

Crossing 119 119 Yes 360x240

Diving 231 218 Yes 400x224

Ironman 165 165 Yes 720x304

For the experiments, we use 8 pixels sub-blocks size for Crossing video, 16 pix-
els for Diving video and 12 pixels for Ironman video. We use different minimum
sub-blocks size for each video based on the best result from our experimental
results for each video. We use 6 different types of Haar-like features arranged on
a grid at 2 scales on a 4 × 4 grid, resulting in 192 features, with each features
normalised to give a value in the range [-1,1]. We empploy Gaussian kernel with
σ = 0.5. Fig. 5 shows the tracking result of the proposed method and the two
exiting methods when dealing with challenging case.
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3.2 Evaluation Metrics

Success Frame Numbers (SFN). Success frame numbers is the number of
successfully tracked frames in a video sequence [19]. A success is defined if the
overlap ratio of a tracked region and the ground truth is higher than a predefined
threshold θ. Here we use θ = 0.5.

SFNθ =
1

N

N∑
i=1

δ(Otracked
i ≥ θ), (6)

where Otracked
i is the overlap ratio of tracked region in frame i and θ is predefined

threshold. The higher the successful number, the better the performance of the
method.

The comparison between our proposed method, STRUCK [1] and TLD [2] in
terms of SFN shown in Table 2. From the results, we know that our proposed
method outperforms the other two approaches in the Diving video.

Table 2. Performance comparisons (ratio) of different object tracking approaches in
terms of SFN

STRUCK [1] TLD [2] Proposed Method
Crossing 0.48 0.42 0.38
Diving 0.7 0 0.49
Ironman 0.6 0.5 0.2

Accumulated Center Location Error (ACE). ACE use to measure the
center location (CEi) distance between the center location of the ground truth
and tracker [20]. The formulation is as follows:

ACE =
1

N

∑
fi

CEi, (7)

where N is the number of frames and fi is the ith frame. The lower the center
location error, the better the performance of the tracker.

The comparison between our proposed method, STRUCK [1] and TLD [2] in
terms of ACE shown in Table 3. The average ACE from our proposed method
is lower than the other two methods in the Crossing and Diving video. It means
that our proposed method works better with the minimum error number.

Overlap Ratio. Overlap ratio is the percentage of overlapping area between
ground truth and tracked region in frame [20]. area defines the total number of
pixels which overlapping between ground truth and tracker. The equation shown
in Eqn. 8.

Otracked
i =

area(Rtracked
fi

∩RGT
fi

)

area(Rtracked
fi

∪RGT
fi

)
, (8)
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Table 3. Performance comparisons (pixels) of different object tracking approaches in
terms of ACE

STRUCK [1] TLD [2] Proposed Method
Crossing 51.51 16.52 6.33477
Diving 36.336 183.084 14.01
Ironman 45.3682 217.577 91.94

where Otracked
i is overlap ratio in ith frame, Rtracked

fi
is the bounding box area

from tracking algorithms and RGT
fi

is the bounding box area from ground truth.
The higher the overlap ratio, the better the performance of the video tracking
approach.

The comparison between our proposed method, STRUCK [1] and TLD [2] in
terms of overlapping ratio shown in Table 4. From the Table 4, we can conclude
that our proposed method obtain the highest average percentage for both Cross-
ing and Diving videos, while STRUCK [1] performs better in Ironman video.

Computational Time. We also compare our proposed method result with
STRUCK [1] and TLD [2] by their computational time. The comparison shown
in Table 5. From the Table 5, TLD [2] obtain the best result in all of video
sequences, while our proposed method run slower than both STRUCK [1] and
TLD [2].

Table 4. Performance comparisons (percentage) of different object tracking approaches
in terms of overlap ratio

STRUCK [1] TLD [2] Proposed Method
Crossing 49.03 28.68 61.78
Diving 45.38 40.77 90.65
Ironman 20.90 8.52 8.70

Table 5. Performance comparisons (seconds) different object tracking approaches in
terms of computational time

STRUCK [1] TLD [2] Proposed Method
Crossing 10.94 9.09 22.61
Diving 21.62 17.3 39.1
Ironman 21.99 16.27 39.6

3.3 Result

Our experiments aim to compare the results of the proposed approach with
existing tracking-by-detection approaches. We prove that our proposed method
can handle one of the main problems that usually occur during object tracking,
that is, occlusion problem.
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From Fig. 5, it can be observed that our proposed method is able to track
the right object when the car passes by. STRUCK [1] fails to track the target
object in frame 49 due to occlusion. And TLD [2] also fails to track the people in
frame 59. Note that our proposed method always tracks the right target because
we use sub-blocks to learn each samples and hence is able to identify the right
object even when occlusion happens.

4 Conclusion

We presented a novel object detection and tracking method with structured
output SVM. An adaptive tracking-by-detection based on structured output
prediction had been perform to do the object tracking task. The experimental
results verified that our proposed method outperforms the other two state-of-
the-art tracking-by-detection approaches.
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Abstract. We describe a software defined surgical microscope platform for de-
veloping AI applications in surgical training. The microscope has facility to 
merge and render multiple streams of live and/or stored video, and has the abil-
ity to enhance, annotate, and measure using a 3D position and orientation track-
ing forceps.  A configuration mechanism controls the zoom, focus and disparity 
of the stereo view and stores surgeon and procedure specific configuration. The 
system tracks the surgical motion and analyses its quality in realtime. Several 
measures of quality of motion are described and can be used as a platform to 
develop AI applications in surgical training.  

Keywords: AI Applications in Surgery, Surgery Training, Personalized Learn-
ing, Surgical Motion Analysis, Dexterous Motion Heuristics, Movement Classi-
fication. 

1 Introduction 

Microsurgical tasks are generally performed by viewing the tissue through an optical 
microscope. It is not an intelligent device and cannot analyze the surgical motions 
performed under its view. Hence the surgical movements cannot be practiced for 
improvement with realtime feedback. A digital stereo microscope, similar in function 
as an optical microscope, can analyze the surgical motion under its view, assess the 
quality of the motion and provide realtime feedback. It can be used to develop surgic-
al training applications.  The digital stereo microscope is a hand-eye collocated one 
where hand movements could be used both for surgical manipulation and for device 
control. We describe the appropriateness of this system design for learning and train-
ing dexterous manipulation such as microsurgery.  

Firstly, due to this design, surgeons are able to use the dexterous hand and the tools 
held by them as the input mechanism to generate various kinds of movement. Human 
hand is known to have 27 degrees of freedom (DoF) [1] through the articulation of the 
27 bones through its joints: 4 DoF in each finger with 3 DoF arising out of extension 
and flexion and one for abduction and adduction, amounting to a total of 20, one addi-
tional DoF for the thumb, 6 DoF for the rotation and translation of the wrist.  
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This allows highly dexterous manipulations to be made at small scale of movement. 
The surgical manipulations use these degrees of freedom of the hand to produce 
smooth and precise movements. However, the increased degree of freedom also al-
lows the same movement to be made in multiple ways. When there are multiple 
movement that depict the same motion profile, the preferred motion must be assessed. 
The system provides a means to capture the motion in fine details as well as allows to 
express the motion using the natural freedom of the hand through the use of the digital 
forceps. 

Secondly, surgeons are able to achieve hand-eye coordination by placing hands 
along the line of sight of the field of view. It is the natural configuration in an unaided 
surgery and is a means of achieving better task performance [2-8]. 

Thirdly, merging multiple streams of video, both live and stored, to create surgical 
task contexts, is another advantage of the system. Finally, a number of functions are 
available to objectively assess aspects of the surgical motion.  It can improve the 
surgeon in producing better surgical movements through realtime feedback. For pro-
ducing specific types of motion, many surgical motion training systems can be de-
signed. 

In Fig.1, two surgical motion training targets which will be placed under an intelli-
gent digital stereo microscope are shown. The training targets provide dexterous mo-
tion challenges very similar to the dexterity challenges encountered in surgery. The 
task targets may be oriented to present the complex anatomical orientations encoun-
tered in the surgery. 

 

  
Fig. 1. Surgical motion training targets 

Our study is unique in two aspects. This is the first study that constructed a hand-eye-
colocated digital microscope to provide a surgery training platform. It is the first study 
where surgical motion elements, such as measurement noise, physiological tremor, and 
involuntary movements, are separated to study surgical motion performance.  

The paper is organized as follows. In section 2, related work is discussed. Different 
existing methods of analyzing signals are discussed with ways of incorporating them into 
a training device. In section 3, the digital stereo microscope design and experimental 
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setup to practice surgical movements are described. In section 4 the results of a new 
surgical motion learning experiment are described along with the conclusions. 

2 Related Work 

Surgical motion is considered a relevant predictor for analyzing surgical performance 
[9-17]. These studies [9-17] focus on parameters such as the economy of motion and 
patency. The problem with these studies is that they perform actual procedures and 
make assessment based on the economy of motion. They are disadvantageous due to 
(i) the subjective bias of the surgeons, (ii) the limited number of repetitions deter-
mined by the availability of the surgical cases and (iii) the lack of repeatability of the 
procedure.  

Other surgical motion studies [18-21] decompose surgical motion into sub-tasks 
that can be independently evaluated. Existing analysis of surgical motion data is li-
mited to the time of completion and number of movements. Some evaluations use 
error rate also as a measure. Without a means of assessing the quality of the move-
ment, these measures cannot be trusted.  

Another group of researchers have constructed Hidden Markov Model (HMM) [19, 
22] using the surgical motion. Though this study can simulate motions based on the 
model, it does not help in training surgeons in using the surgical visual aids to pro-
duce better motion. HMM results are also difficult to explain to surgeons.  Another 
recent attempt to classify and assess medical procedure training using virtual reality 
training systems is reported [30,31]. The motion based evaluation system is applied to 
classify the motion made on a virtual reality trainer of bone marrow extraction proce-
dure.  

Hence there are no suitable surgical training system to practice surgical motion with 
immediate feedback. There is a need for a system that can help create a standardized 
surgical motions and evaluate its quality. The evaluation must be deeper than the  
measurement of the time or the length of the movement.  

Dexterous hand motion is a result of a cooperative controlled movement of a num-
ber of hand joints. The mechanical joint motions produce tremors [23-25] and its 
frequency is governed by the inertia and elasticity of the joint. If a method can isolate 
the signals corresponding to the tremors of these joints and the linear motion, then 
that method can be used to derive the basis data for computing the quality of motion. 

Surgical motion represents a complex time series data denoting the working of a 
large number of human joints producing both desirable and undesirable motion. Cap-
turing the motion through electromagnetic sensors may add instrument noise to the 
already complex data. The surgical motion will have involuntary motions [23, 27,28] 
such as physiological tremor in addition to the voluntary motion. 

Though the range of frequencies of the components of surgical motion are known, 
they are also known to vary. Thus they are seen spread across the spectrum. A spec-
tral decomposition method requires a model of the frequencies in the surgical motion.  

One such known frequency formulation [24] is given in (1) 

 d(t) = X sin (ω t) + 0.01 X sin 10 (ωt)  (1) 
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where d(t), the displacement, is composed of a 1 Hz oscillation of the wrist superim-
posed by a 10 Hz tremor.  Using such models, the data may be approximated and the 
model can be fitted with the data by adding more signal components of tremor and 
noise. 

An alternate approach is to extract the model of the motion from the data by identi-
fying the oscillations (a range of frequencies) present in the data. An example is em-
pirical mode decomposition. In Empirical Mode Decomposition [26] the temporal 
information is preserved while decomposing the signal into a number of lower fre-
quency components. Unlike the Fourier and Wavelet methods, the original nature of 
the signal is maintained and each component can be easily be related to the original 
signal. This method can analyze surgical motion data to reveal the physical process of 
performing the surgical motion tasks. 

In empirical mode decomposition [26] a time based signal D(t) is decomposed into 
a number of components Ij(t), known as IMFs (Intrinsic Mode Functions), which are 
individual oscillations of a scale. Individual oscillations are zero mean. By iteratively 
removing the individual oscillations, a monotonic signal tendency is observed at 
which point the decomposition stops. The residual signal that shows the monotonic 
signal tendency is called the trend part of the original signal.  

Let D(t) be the displacement function of a surgical motion experiment which can 
be described as a discrete set of N points at N equally spaced times. Through Empiri-
cal Mode Decomposition [26], D(t) can be decomposed as shown in equation (2). 
Rn(t)  is the residual signal after extracting IMFs Ij(t) in n iterations. 

 D(t)  = Rn(t)  + ∑ Ij(t)         for j = 1, …,  n  (2) 

By decomposing the complex motion data, we aim to identify physical processes 
such as oscillation of the measurement device, physiological tremor of the subject, 
dexterous movement by the subject, geometry of the path, etc. Since the isolated 
components  (IMFs) are similar in nature to the original signal, it can be assessed 
using the number of movements present in it or the types of movement.  

In Hotraphinyo et. al [29] a motion study of a microsurgical task is described, indi-
cating the frequencies of motion components. Three types of involuntary motion were 
identified, tremor, jerk and drift in addition to the erroneous hand movement. Howev-
er, it [29] does not decompose the motion data to physical processes, they are instead 
assessed using spectral decomposition.  Further, a large sample study was not possi-
ble due to the need of consenting patients and surgeons to record surgical motion. Our 
study is aimed at removing these limitations.  

Although the extraction of certain characteristic parameters such as frequency or 
velocity of surgical motion may be readily achieved, the quality of the movement is to 
be assessed.  

3 Surgery Training System 

In Fig. 2, the software architecture of the training system is given. The training system 
consists of four parts. The first component is a digital forceps that helps the surgeon 
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to perform the movement. It uses a realtime magnetic position and orientation track-
ing system. The tracking system produces coordinate information at a speed of 240 
Hz, which is fast enough to capture dexterous hand motions which are below 25 Hz. 
The digital forceps streams coordinate information.  

The second component is a set of video sources which stream video frames at 30 
Frames Per Second (30 fps). Multiple video sources including a pair of cameras cap-
turing the live view of the hand motion to perform the surgical tasks are shown. It also 
has video input from the storage as well as the ability to store stereo video.  

The third component is a foot-pedal control that adjusts the zoom and focus of the 
digital stereo microscope.  

The fourth component is a mechanism to stream the statistics information about the 
surgical motion such as the number of movements made, the time taken, and the qual-
ity measure of the movements.  

 

 

Fig. 2. Software Defined Stereo Microscope 

These four components form a software defined surgical microscope. It is similar in 
function as an optical surgical microscope with the added facilities of programmability 
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and ability to augment the scene. Due to the programmability, better applications can be 
made to train the surgeons using objective assessment.  

For example, using the statistical measures, the ongoing training may be evaluated 
and fed-back to the training surgeon. Some of the important statistical measures are 
the statistics about the surgeon performing the training which aggregates the statistics 
of the training procedures the surgeon has done. For each training procedure, the 
measures of performance and quality computed from the motion data and the perfor-
mance time can be maintained.  

3.1 Experimental Setup 

In Fig.3 (a), the experimental setup is shown with one of the task targets known as the 
microtrainer target. 
 

 

Fig. 3. Experimental setup 

(b) Digital forceps and a micro block target 

(a) Surgeon using Microtrainer under Software Defined Digital Stereo Microscope 
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The experiment consists of placing the task targets (example task targets are shown 
in Fig.1) under the software defined microscope. Then a predefined surgical move-
ment is made using the digital forceps.  

The training surgeon uses the digital forceps shown in Fig.3(b) to trace, locate, 
place accurately and with less number of movements.  The movement data is cap-
tured by the microscope system and is analyzed as described in section 3.2 and 3.3. 
The surgeon may visualize the movement profile with the quality markings and tries 
to make better movements. For each surgeon, we conducted 40 motion challenges. In 
the subsequent section, the data corresponding to one surgeon is used to explain the 
measures.  

3.2 Motion Signal Characteristics 

The frequency spectrum of the motion signal is shown in Fig. 4, the motion signal has 
two parts, the lower frequency ( < 25 Hz) is a combination of voluntary motion signal 
and physiological tremor. Signal components above 25 Hz are instrument and elec-
tromagnetic noise. The noise may be filtered out through frequency based lowpass 
filter.  
 

 

Fig. 4. Frequency spectrum of hand motion 

Another characteristics of the motion is the size of the motion which is analyzed by 
segmenting the motion into a number of movements. A movement is defined as a 
sequence of spatial points wherein between any two points Pi and Pi+1, the following 
conditions hold.  

 |Pi, Pi+1|  > δ (3) 

Each movement represent one dexterous action. The size of the movement is 
represented by (P1, P2, …. Pn) its path length defined as  

 L1,n = |P2 – P1 | + ….. |Pi+1 – Pi| + …. |Pn – Pn-1|  (4) 

Using the size of the movement a histogram is computed and from the histogram the phy-
siological process can be understood. As shown in Fig. 5, the histogram is multi-modal 
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and can represent the physical processes. The small sized movements may be produced  
by the tremor or movement segmentation noise. The instrument and other types of noses 
may produce the smallest movement (less than 0.02mm) and the tremor may produce 
movement of 0.02mm – 0.03 mm. Voluntary movements will be coarser than this. How-
ever, surgeons make very fine movements while doing suturing. For example, a surgeon 
may tie 8 surgical knots while suturing a 1 mm diameter vessel which is approximately 
0.5 mm apart. Hence it could be possible to make movements of fineness of 0.05mm by 
the surgeon.  

 

Fig. 5. Multimodal histogram of hand motion 

A third way to characterize the signals is by decomposing the hand motion using 
EMD. The first two IMFs isolated represents the noise, the 3rd, fourth and fifth IMFs 
represents physiological tremor and the rest the remaining signal represents the volun-
tary motion.  

3.3 Dexterity as Quality Measures 

Dexterity as a measure of motion quality may be defined by using the signal characte-
ristics in the frequency, spatial, and temporal domains.  

If we count the oscillations that can account for the degree of control, we can  
determine the hand stability which is an indication of dexterity.  The absolute magni-
tude of the oscillations are divided into oscillations of scale h units (of example,  
h = 0.01 mm). Oscillations are counted against the scale as follows.  

Let N be the total number of peaks or troughs (oscillations) in the signal and ni be 
the number of peaks or troughs having magnitude greater than (i * h) but less than or 
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equal to (i+1)*h,  and a n0 be the number of peaks or troughs less than or equal to h, 
then dexterity Dx is defined as follows. 

  ∑   (5) 

where the b is index corresponding to the maximum amplitude peak or trough.  Typi-
cal value of h=0.01mm. It is assessing the homogeneity of the movement.  The 
measure penalizes the high amplitude oscillations.  

Let the signal be h sin(ω t), then value of Dx  = 1.  Instead if the signal is 10 * h  
sin(ω t), then Dx = 0.1. Hence it penalizes high amplitude motion such as that found 
in Jerk. However, one disadvantage of this measure is that it may give better dexterity 
measure to low amplitude oscillations due to instrument noise or tremor.  It can how-
ever, be applied to hand motion from which tremor and noise components are filtered 
out, for example, higher order IMFs of the motion data which contains voluntary 
motion and jerk.  

Another measure of dexterity is based on the number of directional changes made. 
The minor directional changes are called deviations and the major path specific or 
error correcting directional changes are called movements. Let M be the number of 
deviations and m be the number of movements and T be the task completion time in 
seconds and Td be the dead time.  

     (6) 

Dm is dependent on the movements per unit time, the smaller the number of move-
ments per unit time, the better the control. However, it may be impacted by sluggish 
tremor movements which has increased both the time of completion and the number 
of deviations.  

Another measure of dexterity Dl is obtained by computing the number of move-
ments made per path length. The path length L is measured in mm. 

 D   ML  (7) 

In this case also, as the number of movements increase, the dexterity value decreases. 
However, here another factor, the length of the path being traversed is accounted. It 
promotes gradual movements. The deviations, which only change the direction of the 
movement is not considered. Hence it measures the smoothness of the movement by 
promoting smooth continuous movements in small steps of time. 

In Fig.6, the dexterity indicators computed using the conventional parameters of 
the economy of motion are shown. The conventional parameters of the economy of 
motion are path length, time of completion and number of movements. Since Dm and 
Dl measure two aspects of the motion, their agreement is not expected. However, 
there is similarity in the dexterity change. The dexterity is computed for 40 motion 
experiments using dexterity targets.  
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Fig. 6. Comparison of dexterity measures using economy of motion 

Yet another measure of dexterity is obtained by using the histogram of displace-
ments. The displacement histogram contains the movements in the multiple of h, the 
scale of the movement mentioned in equation (5). Let the movements be distributed 
into p buckets m1, m2, …, mp  with a separation of  h between the buckets of 
movement amplitude. Here mi denotes the movement having dimension of (i*h).  In 
Fig. 5, m0, m1,  …, m50 are shown. Peaks of the histogram denotes a process cen-
tered around it. In Fig. 5, we identify three peaks, one corresponding to very small 
movements such as instrument noise or segmentation noise, another corresponding to 
dexterous movements and another corresponding to the coarse movements.  

One measure of dexterity that can be derived from the displacement histogram is 
the ratio of dexterous moved distance by non-dexterous moved distance.  Let indices 
i= j … k be dexterous movements and k+1 … p be the coarse movements.  

 
∑∑  (8) 

For example, we partitioned movements into three scales, displacements (rounded up) 
into the buckets with h = 0.01 for a range from 0.01 to 0.1 and with h = 0.1 from 
buckets of size 0.1 to 1.0 and buckets with h = 1.0 for 1.0 to 5.0. All measurements 
are in mm. We took two of the 40 experiments of a subject and tabulated in Table 1. 

In the table count indicates the number of movements (rounded) which had the 
same movement size indicated in the size column. Intuitively, the motion presented in 
EX 2 is better than the motion presented in EX 1 due to large number of fine move-
ments and lack of very large movements. In the above dexterity measure if we fix the 
value of k to be at 1.0 mm, then the dexterity metric Dh will show better quality for 
measurements for EX 2. The value of k is dependent on the amount of precision 
needed.  
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Table 1. Movement size and count 

Size in 
mm  

Count 
EX 1  

Count 
EX 2 

Size in
mm 

Count 
EX 1 

Count 
EX 2 

Size in 
mm 

Count EX 1 Count  
EX 2 

0.01 9 32 0.2 4 10 2.0 0 0 
0.02 9 16 0.3 1 6 3.0 2 0 
0.03 4 10 0.4 0 3 4.0 2 0 
0.04 4 14 0.5 1 5 5.0 0 0 
0.05 4 5 0.6 1 2    
0.06 1 4 0.7 0 0    
0.07 0 4 0.8 1 0    
0.08 1 0 0.9 0 1    
0.09 0 2 1.0 0 5    
0.10 4 14       
 

Another measure may be derived by weighing the movements differently.  The 
coarse movements are given less weightage and the fine movements given more 
weightage and the dexterity is defined similar to Dm.  

 
∑    (9) 

Yet another measure can be derived by taking the ratio of the minimum distance to 
the displacement histogram defined distance.  

 ∑  (10) 

Where Lc is the minimum path length. It may be the theoretical path length or the 
minimum path length by any of the valid experiments.  

 

Fig. 7. Dexterity from histogram of movements 
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A representative dexterity measure is computed for the methods based on the his-
togram and is shown in Fig.7. In the case of Dr, the economy of path length is directly 
reflected. It is also a measure of accuracy as well as control.  

4 Results and Discussion 

The quality of motion has three components, the tremor content in the motion in com-
parison with the voluntary motion, the correctness of the motion or the lack of thereof 
and the smoothness of the motion. The tremor content may be assessed by using the 
motion produced by the tremor and by the voluntary motion. The correctness is ana-
lyzed by verifying the motion produced by the trainee and the intended motion.  

The dexterity measures of the previous section considered many of these aspects. 
One method is combine the values obtained through the assessment by each of the 
methods and create a combined value of dexterity. However, the range of values of 
the dexterity measures are varied that a meaningful combination is difficult. Another 
approach is to assign grades or votes by each dexterity measure which can be com-
bined.  

A third approach is to combine the elements of the measures into a single measure. 
We present a single measure called the quality of the procedure which considers the 
number of movements and classify them as smooth movement or jerky movement.  

The smoothness of other motion may be assessed by computing the Jerk (the rate 
of change of acceleration) in the segmented movements. A ratio of the movements 
where Jerk is present to that where Jerk is not present can indicate the smoothness of 
the movement.  

 

 

Fig. 8. Dexterity assessment based on the type of movement 
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In Fig.8, the dexterity assessment of the same motion data used in section 3 is pre-
sented. Here Dext(j) is the dexterity computed using  movement classification based 
on jerk. By adhering to this method, users are provided with the realtime computation 
of the quality of the movement. At present movements are taken from the magnetic 
movement tracker.  

Further work is to analyze the movements from the realtime video and compare the 
results of the movement quality obtained using the motion signal data from digital 
forceps with the motion extracted from the video. It will help create performing real 
suturing experiments under the training. 
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Abstract. As online English learning environment becomes more and more 
ubiquitous, English as a Foreign Language (EFL) learners have more choices to 
learning English. There is thus increasing demand for automatic assessment 
tools that help self-motivated learners evaluate their understanding and compre-
hension. Existing question generation systems, however, focus on the sentence-
to-question surface transformation and the questions could be simply answered 
by word matching, even without good comprehension. We propose a novel ap-
proach to generating more challenging choices for reading comprehension ques-
tions by combining paraphrase generation with question generation. In the final 
evaluation, although there is a slight decrease in the overall quality, our results 
outperform the baseline system in challenging score and have a significantly 
smaller percentage of statements that remain intact from the sources sentences. 

Keywords: question generation, automatic assessment, reading comprehension, 
e-learning, multiple choice questions, paraphrase generation, discourse relation. 

1 Introduction 

Online learning has become a popular choice for English learners. Reading online 
news and watching talks, for example, are ways to learning English. There are all 
sorts of learning material on the Internet but there are only a limited number of human 
quiz creators to provide assessments based on online resources. Automatic assessment 
tools could help evaluate whether the readers comprehend the text well. Aware of the 
demand, several Question Generation (QG) systems have focused on the generation 
of questions for reading comprehension. These work, however, tend to generate sim-
plistic questions with doubtful ability to assess comprehension. The same wording as 
the source sentences are applied to the questions, like the question “what is often 
voted as the best treat in Taiwan?” and its source “bubble tea is often voted as the 
best treats in Taiwan.” Inevitably, such questions could be solved by searching for the 
same word spans in the article, even without good comprehension.  

The over-simplicity problem might result from two common characteristics of ex-
isting QG systems. Firstly, the generating approaches have mostly focused on wh-
questions or on question stems in the form of cloze. Answering these questions only 
requires a single piece of information, such as a location (where-question), a person 
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(who-question) and time (when-question). On the other hand, due to the fact that in 
reading comprehension quizzes, the article is usually visible when the test takers  
attempt to answer the questions, it’d be hard for the automatically generated questions 
to reflect their comprehension rather than their test-taking skills. Most work concen-
trate on the surface transformation from declarative sentences to questions and barely 
discuss how different the resulting questions would look. While these questions are 
helpful in guiding the reading process and testing elementary English learners, the 
same might not be for more advanced ones. Self-motivated online learners tend to 
have higher English proficiency level, which enables them to learn independently 
without subscribing to any material and without human instructors. 

 

Fig. 1. Example question and choices 

We approach the problem by developing generating approach for multiple-choice 
(non-) factual questions, as Fig. 1. The question form is selected because it’s common 
in formal reading comprehension tests and it could be the container of different ques-
tion types by casting each question into a statement with its answer. Fig. 1 (A) is 
transformed from the what-question that would be generated by many QG systems: 
“what focuses on keeping the body in balance and in harmony with nature?” along 
with its answer choice “Chinese medicine”. We decode the task into generating 
true/false statements for these choices. By doing so, we could shift our focus from 
sentence-to-question transformation to increasing the difficulty of test choices. Our 
aim is to generate choices that test deeper knowledge and look different from the 
source sentences. 

In this work, we present a new approach to generating more challenging choices 
for multiple choice questions. The novelty of this work lies in how we design choice 
generation and paraphrase generation towards the mutual goal and how to locate the 
best-quality choices among numerous variations, nice or erroneous. The Choice Gen-
eration System extracts and rewrites the sentences from the question generation as-
pect. We manually designed transformation rules, which use discourse relations as 
trigger, to bind up each generated statement with a specified testing purpose. The 
Paraphrase Generation System then moves on to enlarge the superficial difference by 
paraphrasing lexically, syntactically and referentially. We merged features from ques-
tion generation and paraphrase generation to train the Acceptability Ranker, which 
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determines any choice candidate as either acceptable or unacceptable. In the final 
evaluation, we conduct an experiment with the baseline system and show the effect of 
our approach on quality and on difficulty.  

The remainder of this paper is organized as follows. Section 2 introduces closely 
related QG work and explains how our work differs. The generation and ranking of 
choice candidates are illustrated in Section 3. We do not reveal much implementation 
detail in this paper due to the page limit, yet any interested reader is referred to [21]. 
Section 4 gives the setup and the results of the experiments that evaluate our output 
statements. Finally, in Section 5, we conclude this paper and list possible future work. 

2 Related Work 

Question Generation (QG) is the task of automatically generating questions from 
some form of input [20]. When it comes to language learning assessment, automated 
question generation research are more on grammar and vocabulary. Little work have 
claimed themselves as aiming at reading comprehension assessment. Mostow and 
Jang [16] introduced DQGen, a system that automatically generates multiple-choice 
cloze questions to assess children’s reading comprehension. They proposed to diag-
nose three types of comprehension failures by different types of distractors–
grammatical, nonsensical and plausible distractors. In our work, we avoid generating 
choices that are ungrammatical or do not make sense because, to higher-level learn-
ers, they would appear to be obviously wrong choices even without the need to take a 
look at the article. Heilman [6] proposed a syntactic-based approach to generate fac-
tual questions, or wh-questions, from which teachers could select and revise useful 
ones for future use. In these years, many work (such as [17]) take advantage of do-
main ontology to create assessments. The generated questions, however, are not based 
on any input text and are more suitable to test domain-specific knowledge, like the 
quizzes in science classes. 

Generating choices are, partially, equivalent to generating distractors. There is no an-
swer generation in the past because words/phrases in the source sentences of the ques-
tions are directly used as answers. Existing distractor generators, as noted by Moser, Gütl 
and Liu [15], mainly consider single-word choices, or they generate multi-word or phras-
al distractors by applying simple algorithms. Mitkov and Ha [14] select multi-word con-
cepts that are similar to the answer from WordNet [13] as distractors and if this fails, 
phrases with the same head as the answer are selected from a corpus as substitutes. Mos-
er et al. [15] extract key-phrases that are semantically close to the answer as distractors, 
using LSA for their similarity calculation. Afzal and Mitkov [1] generate distractors for 
biomedical domain based on distributional similarity. The similarity score is calculated 
between the answer named entity, which are possibly multi-word, and each candidate 
from a set of biomedical named entities. The higher scoring ones are more desirable dis-
tractors. Different from these approaches, we focus on generating sentential choices. 
While a small part of our generating approaches is similar to the secondary approach in 
[14], our approach to generate both answers and distractors via recombination of dis-
course segments and relations is novel. 
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Several research have noted the problem caused by the same wording between the 
generated questions and their source counterparts. Afzal and Mitkov [1] brought up 
the concern that generating approaches which concentrate on sentence-to-question 
transformation, are likely to result in questions that could only evaluate test takers’ 
superficial memorization. They solve this problem by generating questions based on 
semantic relations which are extracted using information extraction methodologies. 
Bernhard, De Viron, Moriceau and Tannier [3] approached the problem by using two 
of the many paraphrase skills. They specify the question words and nominalize the 
verbs. E.g., from “Where has the locomotive been invented?” to “In which country 
has the locomotive been invented?” and “When was Elizabeth II crowned?” to “When 
was the coronation of Elizabeth II?”. On the other hand, Heilman and Smith [7] have 
developed sentence simplification for question generation based on syntactic rules. 
Although their work is intended to generate more concise questions, their simplifica-
tion technique is also contributing to making surface difference. Our work is similar 
in intentions with most of these work, but paraphrase generation have never been 
systematically incorporated into these QG systems. 

The Penn Discourse Treebank (PDTB) [18] is a large scale corpus based on some 
early work of discourse structure and is annotated with related information of dis-
course semantics. A discourse relation captures two pieces of information and the 
logical relationship between them. Prasad and Joshi [19] evaluated the feasibility of 
using discourse relations in the content selection of why-questions. They showed that 
the source of 71% of the questions in an independent why question answering data set 
could be found in the same PDTB subset with a marked causal discourse relation. 
Agarwal, Shah and Mannem [2] followed the proved idea and used discourse cues 
(e.g., because, as a result) as an indicator of question type to generate why-questions 
and other question types based on temporal, contrast, concession and instantiation 
relations. These work suggest the usefulness of discourse relations in QG. While they 
use discourse relations in satisfying the form of certain question types, our work take 
advantage of discourse relations in the generation of comprehension questions and the 
development of distractors. 

3 Approach 

In this section, we introduce our approach to generate more challenging choices, or 
statements, for multiple-choice reading comprehension questions. To generate super-
ficially different statements, our intuition is to rewrite with the four basic actions: to 
rephrase, to reorder, to simplify and to combine. Most paraphrase generation systems, 
in practice, are inclined to rephrase more often than to simplify or to combine because 
they do not paraphrase recursively. We improve this by incorporating the structural 
paraphrases into the design of choice generation rules.  

The overall system consists of two sub-systems and a ranker, as shown in Fig. 2. 
The arrows represent the flows of the generating process and ideally, all these flows 
should work to satisfy different demand of test choices. In the experiment of this 
work, only the flow that visits the three components in the order of left to right, from 
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Choice Generation System, Paraphrase Generation System to Acceptability Ranker, is 
implemented.  

 

Fig. 2. System architecture 

3.1 Choice Generation System 

The Choice Generation System takes an article as input text and output a set of state-
ments, each of which with a specific testing purpose. The testing purposes that are 
considered in this work are: understanding the cohesion of anaphora in the context, 
understanding the relationship (cause and effect, comparison, etc.) between details 
and identifying factual information that is explicitly stated in the passages. The over-
view of this system is given on the left of Fig. 3. In preprocessing, the information 
from the input article is extracted. The CoreNLP pipeline [11] splits the article into 
sentences and provides information on coreference chains, part-of-speech tags and 
syntactic trees. The PDTB-styled end-to-end discourse parser [10] recognizes intra- 
and inter-sentential discourse relations and the corresponding argument spans. Know-
ing the three basic elements (two arguments and the relation between them) allows the 
rules to rearrange them into new statements, with predetermined correctness. Since 
it’s important not to produce vague statements, each pronoun, if not specified in the 
sentence, is replaced with the representative mention in the same coreference chain. 

 

Fig. 3. Overview of the Choice Generation System and the Paraphrase Generation System 

These clarified sentences are either sent to choice generation as choice candidates, 
which are intended to test the cohesion of anaphora, or enter the sentence simplifica-
tion process. We utilize the sentence simplification work [7] that extracts simplified 
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statements from complex sentences using a set of hand-crafted Tregex patterns. The 
simplified statements satisfy the testing purpose of identifying explicitly written fact. 

The statement generation matches the source, clarified and simplified sentences 
with manually-defined rules. The discourse-based rules either recompose pairs of 
arguments with wrong discourse relations to form false statements or reorder the  
argument pairs and reunite with other discourse connectives in the same relations to 
create true statements. If the logical relation stays true, the generated statement is true 
and vice versa. In the experiment, the rules are applied only if the discourse relations 
that are involved are explicit because there is still room for improvement in the rec-
ognition of implicit discourse relations and because QG is more precision-favored. 
The relations we include in the transformation rules are: conjunction, cause, contrast, 
concession, condition and comparison. These allow us to provide more variety to the 
second testing purposes and to generate choices that test more than one piece of in-
formation. The SST (SuperSense Tag) -based rules transform a sentence by replacing 
a noun/verb phrase by another noun/verb phrase with the same SST for their head 
words. The generated statements should be plausible but false and should act as 
choices that assess learners’ ability to identify explicitly written fact. A few sample 
rules are listed in Table 1. Rule #1 and #2 are discourse-based while #3 is SST-based. 
Fig. 1 (B) is the result of instantiating Rule #1 and Fig. 1 (C) is the statement generat-
ed by applying Rule #3. The head of the noun phrases Chinese medicine and Western 
medicine are categorized to the same SST (B-noun.cognition). The two choices have 
both been paraphrased whereas Fig.1 (A) has not, which has only undergone simplifi-
cation and leaves the wording largely the same. The full set of rules can be found  
in [21]. 

Table 1. Sample rules 

# Rule T/F 

1 [Arg1] CONTRAST [Arg2] → [Arg2] CAUSE [Arg1] False 

2 
[Arg1] CONJUNCTION [Arg2] CONTRAST [Arg3]  
→ [Arg1] CONCESSION [Arg3] 

True 

3 Sentence={...NP1…}  &  SSTNP1= SSTNP2 → Sentence={...NP2…} False 

3.2 Paraphrase Generation System 

This system generates a ranked list of sentential paraphrases given an input sentence 
and a source article. It enables the overall system to produce lexically different state-
ments and to avoid direct usage of text from the input article that would be easily 
answerable by word match. The architecture is given on the right of Fig. 3. 

Paraphrases are ‘sentences or phrases that convey approximately the same meaning 
using different words’ [4]. Abiding by the definition, the correctness should remain 
unchanged for any true or false statement after paraphrasing. Research on paraphras-
ing is mainly divided into two lines, paraphrase extraction and paraphrase generation. 
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Paraphrase extraction focuses on approaches that automatically acquire paraphrases 
from corpora and paraphrase generation produces paraphrase for any input sentence. 

Table 2. Paraphrase resources and likelihood 

Alias Resource Paraphrase likelihood 
PT-1 PPDB lexical paraphrase | | |  PT-2 PPDB phrasal paraphrase 
PT-3 PPDB syntactic paraphrase 
PT-4 WordNet synonyms/entailments  

PT-5 Inference rules for predicates 
, ,, , · , ,  

PT-6 Nominal Coreference 
Representative mentions:  
Other mentions: .  

PT-7 Self1  
 

Among the many paraphrase generation framework, we favor the idea proposed in 
[23] to combine multiple paraphrase resources, which allows us to flexibly introduce 
application-specific resources to the framework. We incorporate pairs of mentions 
extracted from the same coreference chain as paraphrases, which hasn’t been ex-
ploited in existing paraphrase generation systems because they do not consider the 
article information. Besides coreference, resources like the ParaPhrase DataBase 
(PPDB) [5], WordNet and context-sensitive inference rules for predicates [12] are 
also included. These resources provide a diversity of paraphrases, from lexical, phras-
al, syntactic to referential. For any input sentence, the paraphrase planning phase in 
Fig. 3 cuts the sentence into segments and transforms them into the search patterns of 
each resource. It outputs all possible paraphrases for all segments in the input sen-
tence. In the next phase, to form a paraphrased sentence from all possible substitutes, 
we use a log-linear model [22] to score the combination: p t|s ∑ ∑ ln , ∑ ln  (1) 

In Equation 1, s represents the source sentence and t is the target sentence. K is the 
total number of paraphrase tables and J is the unit of the J-gram language model. ,  is the sum of the paraphrase likelihood scores of the substitutes for the 
i-th segment that are found in PT-k. The likelihood scores for each PT is defined in 
Table 2. The second part of the addition is the J-gram (J = 3) language model score of 
t and is retrieved via Microsoft web n-gram services2.  and  are the parame-
ters that represent the weights of the sub-scores. The calculation is reduced to the 
Viterbi algorithm and the top-scoring target sentences can be easily found. 

                                                           
1 The self-table is created dynamically for each word in the input sentence. This allows words 

in the sentence to remain unchanged when there is no better substitute. 
2 http://weblm.research.microsoft.com/ 
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3.3 Acceptability Ranker 

Processed by the Choice Generation System and the Paraphrase Generation System, 
most source sentences are transformed into various statements with different testing 
purposes and with different appearances. Obviously, we don’t need all these for the 
final application. A two-way classifier is trained to answer the question, “can this 
statement be accepted as a choice?” The probability scores provided by the classifier 
should help rank the choice candidates according to its acceptability in an assessment. 

The features that the ranker is based on can be grouped into five types by function. 
We combine features commonly used in QG as well as those that are frequently con-
cerned in paraphrase scoring. Surface features describe the appearance of the choice 
candidate from the view of grammaticality and length. Vagueness features include 
features that would tell the vagueness of the sentence. Grammar features [8] are part 
of the vagueness features because the information of part-of-speech tags and the 
grammatical structures may suggest how descriptive the sentence is. Transformation 
rule features capture the inherent accuracy of each transformation rule. Replacement 
features measure the quality of the replacement by considering the content and the 
context of the replacing phrase and the replaced phrase. QG challenging features sug-
gest how challenging the choice candidate might be by features that summarize the 
category and the extent of paraphrasing. There are 90 features in total. 

4 Experiment and Results 

4.1 Parameter Estimations 

The parameters in Equation 1 is estimated according to the settings in [23] and the 
optimization function in [22] with minor adjustment. The Acceptability Ranker is 
trained on the data that are partly rated by two human experts. The other part is rated 
by the workers on Amazon Mechanical Turk3 (MTurk) service. The human experts 
worked individually and the ratings of any Turker should correlate with the others to 
at least a moderate degree on a batch basis. The raters were asked to rate the accepta-
bility on a Likert scale rating, where the definition follows [9]. From 1 to 5, the  
acceptability score represents bad, unacceptable, borderline, acceptable and good, 
respectively. We binarize the rating to have scores that exceed 3.5 as acceptable and 
unacceptable otherwise. We also asked the raters to mark the choices as true or false, 
given the article.  

In total, 10 articles, with 1065 related statements that are generated by our work, are 
annotated. 200 statements are randomly selected as the held-out test set while the rest are 
on the training set for logistic regression. The Acceptability Ranker that we trained in this 
work reflects an accuracy of 0.73 on the test set, as shown in Table 3. Since there is con-
cern that the working quality of Turkers might not be as good as human experts, we also 
trained the Acceptability Ranker using only the data annotated by the human experts on 
the training set and the ones by the Turkers, respectively. The former subset hits a higher 

                                                           
3 https://www.mturk.com/ 
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accuracy of 0.7596 while the sub data set by Turkers reaches a significantly lower accu-
racy of 0.6875, suggesting that the work done by Turkers might be less consistent. 

Table 3. Accuracy of the Acceptability Ranker 

HE+MTurk HE MTurk 

Accuracy 0.73 0.7596 0.6875 

HE: the data tagged by human experts 
MTurk: the data tagged by Turkers 

4.2 Experimental Settings 

To show the overall performance, we evaluate the top-ranked statements from the 
view of question generation. The baseline system is proposed by Heilman and Smith 
[7], which is also intended to facilitate QG and outputs statements. Since the baseline 
is included in our system as the simplification component, the effect of adding other 
components could be shown. 

Two articles, one from BBC news (22 sentences) and the other from GSAT Eng-
lish 2009 (15 sentences), are randomly selected. They represent different writing 
styles, one as news report and the other in a more formal way. They are processed by 
both the baseline and our system into factual statements. Two human experts, gradu-
ate students who are non-native English speakers but with high English proficiency, 
are asked to fulfill half of the rating work. A moderate degree of Pearson correlation 
coefficient is achieved. The evaluation metrics include grammaticality (1–5), make-
sense (1–3), challenging score (1–3) and overall quality (1–5).  

For each article, the baseline generated around 20-35 simplified statements while 
our system generated over 700 variations. All the statements from the baseline are 
evaluated. Since these statements cover all source sentences in the input, to make a 
fair comparison, the top-5 choice candidates for each source sentence are generated 
by our system for evaluation. 

4.3 Experimental Results 

If all transformations go well without errors, the transformation rules should deter-
mine whether the choice is true or false. A contingency table that summarizes the 
intended correctness and the actual correctness is shown in Table 4. The statistics are 
summed up based on the training and the testing data for the Acceptability Ranker. In 
consideration of the quality of work on MTurk, as Table 3 suggests, we only take the 
human-annotated data for evaluation in order to obtain more reliable results. Exclud-
ing the choice candidates that are unacceptable, 83% of the correctness labels remain 
identical as planned. For statements that are made to be true, 94% of them are suc-
cessful. On the contrary, for statements that are designed to be distractors, a lower 
ratio of 75% is attained. True statements are more likely to maintain their correctness 
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while false ones, or distractors, may be true when the transformation is based on weak 
discourse relations or on phrases with similar meaning. 

Table 5 shows the evaluation results of the baseline and our system. The baseline 
system attains better overall quality. This matches what we predicted because our 
system integrates multiple components, each of which used to be an independent sys-
tem and has distinctive errors, such as the simplification system, the paraphrase gen-
eration system and the question generation system. The errors that these systems bring 
in would definitely harm the overall quality as well as the grammaticality and the 
score of make-sense. Still, it’s delightful to see that the decrease in these scores is 
slight and to have made the average difficulty of these choices higher. The challeng-
ing score is increased but not as much as we expected. This might be because the 
discourse-based rules are much less productive than the SST-based ones. The top-5 
choices that we evaluated are overwhelmingly occupied the SST-based choices, 
which are on average not as difficult as those that involve discourse relations. 

Table 4. Number of intended and actual TRUE/FALSE 

 Actual TRUE Actual FALSE Total 

Intended TRUE 257 (41%) 16 (3%) 273 

Intended FALSE 90 (14%) 264 (42%) 354 

Total 347 280 627 

Table 5. Extrinsic evaluation results 

 Grammaticality 
(1–5) 

Make-sense 
(1–3) 

Challenging 
score (1–3) 

Overall 
quality (1–5) 

Unchanged 
sentences 

Baseline 4.86 2.5 1.2 3.76 38.10% 

Our system 4.22 2.39 1.51 3.53 8.57% 

The statistics also suggest that our system is generating statements with more var-
iation. The percentage of unchanged sentences is 38.1% for the baseline system while 
only 8.57% of the sentences in our system output are identical to the source counter-
parts. Keeping a source sentence intact is sure to produce a grammatically perfect 
statement, which might be an easy test choice. On the contrary, making most of the 
source sentences changed should have largely affected the quality and the grammati-
cality but our Acceptability Ranker has successfully performed to maintain the good 
quality of the top-ranked choices. 

5 Conclusion 

In this paper, we presented a novel approach to generate statements for multiple-choice 
reading comprehension questions. By exploiting discourse relations, our system creates 
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artificial statements that could test the knowledge of multiple spans of information. We 
introduced the concept of paraphrase when designing the rules, allowing them to perform 
paraphrasing actions. The Paraphrase Generation System includes paraphrase resources 
that are suitable to our system. Particularly, we added QG-specific resource, nominal 
coreference, to capture the article-wide coreferential relations. Finally, a two-way clas-
sifier, the Acceptability Ranker, was trained from an annotated data set generated by our 
system. We integrated useful features from both rankers for question generation and 
paraphrase generation. The experimental results suggest that our system are more capable 
of generating challenging test choices that would not be simply solved by matching exact 
word span and would be more likely to distinguish those who do not comprehend the 
reading article well from those who do.  

In the future, we plan to investigate the possibility of using implicit discourse rela-
tions and incorporate entailment-based rules into our system. We believe that implicit 
discourse relations would test a higher level of comprehension than explicit ones be-
cause the former do not give obvious clues, like connectives. The idea of rewriting a 
statement while pertaining/changing its correctness conforms to rewriting a statement 
into another with/without an entailment relationship between them. Entailment is 
expected to increase the variety of the generated statements. Ultimately, we hope to 
develop directly applicable question generation system that benefits e-learning envi-
ronment in the near future. 
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Abstract. Association rule mining is an important data mining method 
primarily used for market basket analysis. However, the method usually 
generates a large number of association rules; and it is difficult to use domain-
independent objective measures to help find pragmatically important rules. To 
address these issues, we present a general method that succinctly summarizes 
rules with common consequent(s). This consequent-based approach allows user 
to focus on evaluating a rule set based on the practical significance of 
consequent(s) in an application domain, which usually outweighs the 
importance of objective measures such as rule confidence. We provide a case 
study to demonstrate how the proposed method can be used in conjunction with 
a heuristic procedure to find important rules generated from large real-world 
data, leading to discovery of important business knowledge and insights.  

1 Introduction 

Association rule mining is a data mining method that discovers interesting and useful 
relationships hidden in data [1]. One common application of association rule mining 
is market basket analysis [11], where products that are usually purchased together in a 
supermarket can be identified. The relationships of products can then be studied and 
insight is then drawn for improving store layout and pricing strategies, or for 
designing promotional strategies such as cross-selling or product bundling.  

Despite the usefulness of association rule mining, a common problem faced by 
end-users is that the method tends to generate too many association rules. When a 
large number of rules are generated, many of the rules are redundant because they 
convey the same amount of information, or are insignificant because they contain 
common knowledge about the business.  In most cases, the number of redundant or 
trivial rules is a lot more than the number of essential rules, which makes the 
discovery of really interesting rules a challenge [3]. 

Another problem of using association rule mining is the need for users to specify 
minimum interestingness thresholds for discovering interesting association rules.  
Usually, a threshold is set arbitrarily.  Using a threshold that is too low may generate 
too many association rules, which are difficult to interpret [4]. On the other hand, 
using a threshold that is too high may remove rare rules that could be important for 
discovering new information [10].  
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Furthermore, most business users evaluate the usefulness of a rule by examining 
the practical significance of consequent(s), and the use of interestingness measure 
(such as support and confidence) is sometimes of secondary importance. This is 
logical because a rule with a significant consequent (e.g., the occurrence of a life-
threatening disease) is more important than a rule with trivial consequent (e.g., the 
occurrence of minor cuts and bruises), even though the former rule may have lower 
interestingness values than the latter one. As far as we know, most previous studies in 
rule summarization have not taken this point into consideration. 

The above observation motivates us to develop a new method called Consequent-
based Association Rules Summarization (CARS). Previous scientific approaches for 
rule summarization, though theoretically interesting, are practically limited in 
reducing the number of rules. CARS is different. It is an applied approach designed 
for three pragmatic reasons. Firstly, CARS summarizes a large number of association 
rules into a few rule summaries, where each rule summary has the same 
consequent(s). This allows end-users to evaluate a set of rules based on consequent 
importance, an important angle for evaluating rules. Secondly, each rule summary 
ranks the antecedents that determine the consequent. Such information is useful for 
assessing the plausibility of the rules against business knowledge. Thirdly, each rule 
summary provides ranges of interestingness values to allow user to refine the search 
for rules of particular consequent(s). This is important because rules with different 
consequents may have different ranges of interestingness values. So CARS effectively 
compartmentalizes the search for rules of certain consequent(s). 

The rest of this paper is organized as follows. Section 2 provides some preliminary 
information about association rule mining and discusses issues in association rule 
mining and review existing solutions to the issues. Section 3 describes the proposed 
method for summarizing association rules. Section 4 presents the results and 
demonstrates an application of CARS. Section 5 concludes this paper. 

2 Related Work 

This section first provides a brief introduction to association rule mining. Then, it 
discusses some common issues and solutions related to association mining solution.  

2.1 The Association Rule Mining Process 

Figure 1 shows the process of association rule mining. First, data is prepared and then 
read in by the association rule mining algorithm. Second, the algorithm parameter 
settings (such as the support and confidence thresholds) are defined and rules are 
generated from the input data. Third, the rules are (sometimes) sent to a post-
processing stage to improve the presentation of rule mining results. This work focuses 
on improving the final stage. 

2.2 Two Issues of Association Rule Mining  

A longstanding issue of association rule mining is that the approach tends to generate 
excessively large number of rules. A common way to address this issue is to reduce 
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the number of generated association rules. For example, one important early idea is to 
use multilevel organization and summarization of discovered rules to eliminate 
redundant rules [5]. Other early attempts include pruning association rules using the 
idea of rule cover and grouping similar association rules using clustering [13]. Such 
an approach processes the generated rules to create condensed rules that are easier to 
understand. Other proposals along this line of research explore the use of ontologies 
[7, 8] or domain knowledge [2] to prune or group discovered association rules.  

Another direction of research focuses on generating non-redundant association 
rules. Some researchers use the concept of frequent closed itemsets to generate non-
redundant rules [15], or use the notion of representative basis to identify minimum 
and unique association rules [6]. More recent proposals on generating non-redundant 
rules include the idea of using reliable basis to represent association rules [14]. These 
methods can effectively produce non-redundant rules that are a lot smaller than the 
rules generated from the traditional approach. However, the number of less-redundant 
rules generated is still high from a business end-user point of view. 

 

 

Fig. 1. Process of Association Rule Mining 

The second issue of association rule mining is the difficulty in setting thresholds 
for interestingness metrics (e.g., support and confidence measures). Usually, improper 
threshold settings can result in generating either too few or too many rules, and in 
either case this impedes identification of interesting rules. To tackle this issue, some 
researchers (e.g., [12]) attempt to derive minimum support based on additional 
metrics such as lift or conviction measures, but this requires other user-specified input 
values. More recent work attempts to avoid user input by deriving the support 
threshold from the data alone [9]. However, different subsets of rules may need 
different thresholds and a single threshold value may not be able to extract all 
interesting rules. 

Note that most of the aforementioned work focus on finding a small set of 
representative rules to replace redundant rules. Our work in this paper serves a 
different purpose---to provide a highly succinct summary of all the rules generated; 
and to provide a summary of the interestingness measures, so as to guide users in 
setting more appropriate interestingness thresholds. Hence, our proposed method 
focuses on the post-processing of rules generated by any association rule mining 
methods. 
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3 Proposed Method 

The proposed Consequent-based Association Rules Summarization (CARS) method 
is simple. First, an association rule mining method with certain interestingness 
threshold settings is applied to a dataset. If the support-and-confidence framework is 
used, then its settings can abbreviated as xAyC, where x is the percentage of 
antecedent support threshold, and y is the percentage of confidence threshold. The 
rules generated are then grouped based by the consequent. Each group of rules that 
has the same consequent c forms a Rule Summary (RS), which consists of the 
following definitions: 

• Consequent Frequency: Let Rc = {r1, r2, …, rm} be a set of rules with the 
same consequent c. That is, ∀ r ∈ Rc: c ∈ r. The number of occurrences of c in 
an RS is |Rc| = m. We name |Rc| as Consequent Frequency.  

• Antecedent Frequency: Let Ra be a set of rules in Rc (i.e., Ra ⊆ Rc), in which 
each rule of Ra contains antecedent a. That is, ∀ r ∈ Ra: a ∈ r. The number of 
times antecedent a appears in Rc is |Ra|. We name |Ra| as Antecedent 
Frequency.  

• Interestingness Metric Range (f_range): Let f be a function for measuring 
the interestingness of rules in an RS, then the range of f is [fmin, fmax], where fmin 

= min(f(r1), f(r2), …, f(rm)), and fmax = max(f(r1), f(r2), …, f(rm)). The function f 
can be antecedent support, rule confidence, lift, etc. 

With the abovementioned definitions, an RS has the following abstract representation: 
 
 a1 * | Ra1 |, a2 * | Ra2 |, …, an * | Ran | => c*m  
 with f_range: [fmin, fmax] 
 
Supposed now a set of rules is generated from a dataset using xAyC, then rule 

summaries can be derived from each set of rules that have common consequent(s). 
Here we give an example of a rule summary from a set of two rules with the same 
consequent, with x = 35%, and y = 80%.  

Example 1. 

Rule 1: A, B => C, with antecedent support = 42%, and confidence = 90%.  
Rule 2: B => C, with antecedent support = 45%, and confidence = 92%.  
 
Using the CARS approach, these two rules can be summarized as:  

A*1, B*2 => C*2 
With support range: [42%, 45%], and confidence range: [90%, 92%]. 

We now describe four properties of a Rule Summary using this example.  
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Property 1: Consequent Frequency Indicates the Importance of a Rule Summary 
Consequent Frequency indicates the importance of an RS as it denotes the number of 
rules that have been summarized in the RS. The higher the Consequent Frequency, the 
more important the RS is. In Example 1, the rule summary has a Consequent 
Frequency of 2. 

Property 2: Antecedent Frequency Indicates Antecedent Importance within a 
Rule Summary 
Antecdent Frequency indicates the relative importance of an antecedent as compared 
to other antecedents within the same RS. The higher the Antecedent Frequency, the 
more important the antecedent is. In Example 1, antecedent A is less important than B 
because it has a lower antecedent frequency compared to B. 

Property 3: Upper Bound of Interestingness Metric in a Rule Summary 
Let the interestingness metric range (i.e., f_range) of a rule summary be [fmin, fmax]. As 
long as the other metrics’ thresholds are fixed, fmax is invariant when different values 
of f (i.e., support thresholds) are used. This implies that no association rules exist with 
an f value greater than fmax. Hence setting f > fmax is meaningless because it will yield 
no rule.  

Property 4: No Rule Exists in the Range of [f, fmin] within a Rule Summary 
Let the interestingness metric range (i.e., f_range) of a rule summary be [fmin, fmax]. As 
long as the other metric thresholds are fixed, there are no association rules in the range of 
[f, fmin]. This implies that there is no point in setting any new interestingness thresholds 
within the range of [f, fmin] because it will not generate a different set of rules.  

Here, we give an example of Property 3 using the support-and-confidence 
framework. Let the Antecedent Support Range of a rule summary be [Smin, Smax]. As 
long as the confidence threshold y is fixed, Smax is invariant when different values of x 
(i.e., support thresholds) are used. Property 3 implies that no association rules exist 
with a support greater than Smax. Hence setting x > Smax is meaningless because it will 
yield no rule. In Example 1, with y being fixed at 80%, we know that setting x > 45% 
will not yield any rule for the rule summary with consequent C. 

Similarly, Property 4 states that no association rules exist in the range of [x, Smin]. 
This implies that there is no point in setting any new support thresholds in the range 
of [x, Smin] because it will not generate a different set of rules with consequent C. In 
Example 1, with y being fixed at 80%, we know that setting x in the range of [35%, 
42%] will not change the rule summary with consequent C.  

Note that Properties 3 and 4 are also applicable to rule confidence. If the end-user 
varies the confidence threshold while leaving the support threshold fixed, the same 
behavior can be expected about rule confidence. 

4 Experimental Setup and Results 

This section first presents the experimental data and setup, and then it discusses the 
usage and interpretations of rule summaries. 
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4.1 Experimental Setup 

We used two sales transaction datasets for association rule mining. Each dataset 
consists of rows representing transactions and columns representing products. 
Purchased products are coded as ‘True’, and products not purchased are coded as 
‘False’. In our experiments, we use eight different sets of support and confidence 
thresholds for each dataset. Each setting is abbreviated as xAyC, where x is  
the percentage of antecedent support threshold, and y is the percentage of confidence 
threshold.  

The first dataset is named “Online Purchase”. It records 1000 over transactions of 
17 anonymous products. We use this dataset to study the properties of rule summaries 
when different threshold settings are used. 

The second dataset is named “Sales Transaction”, it is a large real-world dataset 
that records 350 000 over transactions of 800 consumer electronics products in one 
year. We use this dataset to demonstrate how actionable insights can be derived from 
the rule summaries. 

Since CARS is a general method that is not dependent on any specific association 
rule mining algorithms, we choose the most commonly used Apriori algorithm [1] for 
the experiments. This algorithm is available in the IBM SPSS Modeler® 14.1 data 
mining workbench, which is installed in a Pentium PC with Windows 7 Operating 
System. The algorithm was applied to the datasets using different support and 
confidence threshold settings. For each set of thresholds, the generated rules were 
summarized as consequent-based association rule summaries.  

4.2 Interpreting and Tuning for Rule Summaries 

To illustrate how CARS produces rule summaries, we examine two summaries 
derived from a set of five rules generated from the Online Purchase dataset using a 
support and confidence thresholds setting of 20A60C. 

Table 1 shows that the first three rules having the same consequent (i.e., ‘I’) are 
condensed into Rule Summary 1 in Table 2. Similarly, Rules 4 and 5 having the same 
consequent (i.e., ‘A’) are condensed into Rule Summary 2.  

In each rule summary, the count of occurrences for each item is shown by a 
number after the asterisk. For example, Rule Summary 1 has consequent item “I*3” 
meaning that the consequent item ‘I’ has occurred three times. Property 1 suggests 
that a more important rule summary has a higher consequent frequency. Hence Rule 
Summary 1 is more important than Rule Summary 2 because it has a higher 
consequent frequency. 

In each rule summary, the count of occurrences for each antecedent item is 
reflected under the antecedent frequency. For example, in Rule Summary 1, items ‘E’, 
‘L’, and ‘M’ all appear only once, so their antecedent frequencies are all one. If their 
frequencies were different, then the antecedents could be ranked, with antecedents 
having higher antecedent frequencies being considered more important. 

With the confidence threshold fixed at 60%, Property 3 suggests that there is no 
point in setting an antecedent support threshold higher than 34.21%. This is because 
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no rule exists in Rule Summary 1 for a support beyond 34.21%. Indeed, we found no 
rules generated for Rule Summary 1 when x = 35% in our experiments. Also, 
Property 4 suggests that no additional rule will be generated in Rule Summary 1 if we 
set an antecedent support threshold in the range of [20%, 24.36%]. In our 
experiments, we tried setting x = 21%, x = 22%, x = 23%, x = 24% and found that the 
same set rules were generated, thus confirms the validity of Property 4. 

With the antecedent support threshold fixed at 20%, Property 3 suggests that there 
is no point in setting a confidence threshold higher than 68.77%. This is because no 
rule exists in Rule Summary 1 for a rule confidence beyond 68.77%. Also, Property 4 
suggests that no additional rule will be generated in Rule Summary 1 if we set a 
confidence threshold in the range of [60%, 62.76%]. These properties were also 
validated in our experiments. 

Table 1. Association rules generated from the Online Purchase dataset using 20A60C 

Rule ID Consequent Antecedent Support (%) Confidence (%) 

1 I E 34.21 66.81 

2 I L 24.36 62.76 

3 I M 27.21 68.77 

4 A G 30.79 66.59 

5 A J 29.64 61.93 

Table 2. Summaries derived from rules in Table 1  

Rule 

Summary 
Consequent Antecedent 

Support 

Range (%) 

Confidence Range 

(%) 

1 I*3 E*1, L*1, M*1 24.36 - 34.21 62.76 - 68.77 

2 A*2 G*1, J*1 29.64 - 30.79 61.93 - 66.59 

4.3 Properties of Rule Summaries 

We now study the properties of Consequent-based Association Rule Summaries. 
Table 3 shows a set of rule summaries derived from rules generated from the Online 
Purchase dataset. The rules were generated using four different sets of support and 
confidence threshold settings.  

Table 3 shows that, by fixing the confidence threshold at 60% and gradually 
decreasing the antecedent support threshold from 20% to 5%, the number of rules 
increases drastically. However, the number of rule summaries only increases 
marginally.  

Although different threshold settings have been used, the most important rule 
summary tends to be the one with consequent ‘I’, which has the highest consequent 
frequency. This is followed by the summary with consequent ‘A’, and then the 
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summary with consequent ‘F’, and so on. Such ranking information allows users to 
identify more important and interesting rules. 

Similarly, the antecedents in individual rule summaries are ranked based on 
antecedent frequency. In the rule summary with consequent ‘I’ when 10A60C was 
set, antecedents ‘E’, ‘M’, and ‘A’ were the most important, this is followed by ‘L’ and 
‘Q’, and lastly ‘F’ is the least important. Such ranking suggests affinity of the 
antecedents to the consequent within a rule summary. 

Table 3. Rule Summaries for the Online Purchase dataset. Confidence threshold was fixed at 
60%. Antecedent Support threshold was gradually reduced from 20% to 5%.  

Threshold 
Setting 
(xAyC) 

Consequent Antecedent  
Support 

Range (%) 
Confidence 
Range (%) 

Rule 
Reduction to 

Summary 

20A60C 
I*3 E*1, M*1, L*1 24.36 - 34.21 62.76 - 68.77 5 rules 

reduced to 2 
summaries A*2 G*1, J*1 29.64 - 30.79 62.76 - 66.59 

15A60C 
I*4 E*2, M*1, A*1, L*1 19.36 - 34.21 62.76 - 68.77 6 rules 

reduced to 2 
summaries A*2 G*1, J*1 29.64 - 30.79 61.93 - 66.59 

10A60C 

I*11 
E*4, M*4, A*4, L*3, 
Q*3, F*1 

10.64 - 34.21 60.71 - 69.61 
19 rules 

reduced to 3 
summaries 

A*6 G*3, J*3, Q*2, O*1 11.43 - 30.79 60.12 - 69.61 

F*2 H*1, N*1, I*1 12.29 - 12.71 65.17 - 70.35 

5A60C 

I*24 
E*11, M*10, A*10, 
Q*8, L*6, F*3, B*2, 
C*2 

5.00 - 34.21 60.71 - 89.19 

61 rules 
reduced to 10 

summaries 

A*17 
G*8, J*6, Q*3, O*3, 
E*2, K*2, L*2, P*2, 
I*1, M*1, N*1 

5.57 - 30.79 60.12 - 77.89 

F*7 
N*4, H*3, I*3, Q*2, 
A*1, B*1, L*1 

5.71 - 12.71 60.00 - 84.09 

G*5 
A*2, K*2, J*1, M*1, 
O*1, P*1 

5.64 - 9.86 68.52 - 100.00 

J*2 A*1, G*1, M*1, O*1 6.93 - 7.71 60.19 - 62.89 

K*2 P*2, G*1 6.14 65.12 

E*1 A*1, I*1, L*1 7.86 60.00 

L*1 F*1, H*1 8.64 61.16 

N*1 F*1, J*1 5.86 84.15 

Q*1 B*1, N*1 7.57 61.32 

 
Note that the ranking of rule summaries tends to remain the same even though 

there are changes in the antecedent threshold settings. Similarly, the antecedent 
ranking within each summary is also more-or-less retained despite changes of the 
antecedent support threshold settings. These observations suggest that the rule 
summaries tend to be consistent despite the changes in the antecedent support 
threshold settings. 
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Another interesting aspect is that, when the antecedent support threshold is 
reduced, the maximum support value of each rule summary remains unchanged. For 
example, the rule summary for consequent ‘I’ remains at 34.21%, despite the fact that 
different antecedent support thresholds were used. This validates Property 3.  

When examining a rule summary, the range of its interestingness metric indicates 
the appropriateness of the minimum interestingness metric threshold. If a rule 
summary has a narrow interestingness metric range, it suggests that the threshold may 
be too high and should be adjusted down. If the interestingness metric range of a rule 
summary is too wide, it suggests that the threshold may be too low and should be 
adjusted up. For example, when the minimum antecedent support threshold is set at 
5% in Table 3, the support ranges become quite wide and one might consider 
increasing the support threshold. 

Notice that Table 3 also illustrates the effect of adjusting the interestingness 
thresholds. The effect of increasing the interestingness threshold will reduce 
consequent frequency, but narrow the range of interestingness metrics. On the other 
hand, decreasing the interestingness threshold will increase consequent frequency, but 
widen the range of interestingness metrics. 

For the sake of completeness, we have also obtained summaries of rules generated 
from the Online Purchase dataset, with the antecedent support threshold fixed at 20% 
and confidence threshold reduced gradually from 60% to 55%, then 50% and 45%. 
We notice that the rule summaries tend to exhibit the same properties as those 
observed in Table 3. Due to the page limit for wiring this paper, we do not show the 
rule summaries here, but shall provide the details in a future publication. 

4.4 A Case of Using CARS in a Business Analytics Project 

Here, we illustrate how the proposed method can be used in conjunction with a 
heuristic procedure to help find interesting association rules in the Sales Transaction 
dataset. The procedure is as follows: 

Step 1: Rule Generation). Given a dataset, define each attribute as both an input and 
output (i.e., an attribute can be antecedent in Rule i, and it can be consequent in Rule 
j, such that i ≠ j). Use reasonably low interestingness thresholds to generate as many 
rules as possible for summarization. 

Step 2: Rule Summary Evaluation). Summarize the rules using CARS. Sort the rule 
summaries based on the maximum confidence. Select rule summaries with 
consequents that are of pragmatic importance in the domain of application. Evaluate 
the impact of rule summaries using rule confidence and antecedent support ranges. 
Validate each interesting rule summary by examining the credibility of frequent 
antecedents in light of knowledge about the business domain.  

Step 3: Result Refinement). Let the selected important consequents remain as both 
input and output, and set the rest of the attributes as inputs. If required, adjust (and 
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readjust) the minimum support and confidence thresholds in light of rule summary 
properties, and re-execute Apriori until the results are satisfactory. 

Analysis of Sales Transaction Dataset 
We apply Apriori method on the Sales Transaction dataset using 5A20C. This 
produces 55 rules, which are then condensed as 25 rule summaries using CARS. 
Table 4 gives a quick overview of rule quality. In fact, all the rule summaries have 
low rule confidence and antecedent support values, suggesting that the 800 products 
are too specific such that most do not co-occur frequently. Hence, these products need 
to be meaningfully categorized so that there is sufficient number of frequent itemsets 
for rule generation.  

Table 4. Some of the 25 Rule Summaries generated from the Sales Transaction data set. All the 
summaries indicate rules generated are of low support and low confidence. 

Consequent Antecedent Support Range (%) Confidence Range (%) 

P101 P36*1, P131*1 2.4 - 2.5 20.0 - 20.1 

P128 P57*1 2.3 - 2.3 20.4 - 20.4 

… … … … 

P40 P101*1, P41*1, P84*1 2.4 - 2.4 20.7 - 20.7 

P43 P39*1 2.5 - 2.6 20.1 - 20.3 

 
We re-categorize the 800 products into 211 price-specific product categories. This 

results in 4222 rules being generated, which are then condensed as 23 rule summaries. 
Table 5 shows some typical rule summaries. The first summary with consequent 
“PMP-C1” has a rule confidence of up to 92.1%, suggesting that purchases of certain 
types of Portable Media Players (PMPs) are likely to lead to purchases of PMP-C1.  

Table 5. Some typical examples of the 23 rule summaries generated after re-assigning the 800 
products into 211 price-specific product categories. For simplicity, only the top few highly 
frequent antecedents are shown.  

Consequent Top Antecedent 
Support Range 

(%) 

Confidence 

Range (%) 

PMP-C1 PMP-B1, PMP-A1, PMP-C2  5.0 - 14.5 20.5 - 92.1 

PMP-C2 PMP-B1, PMP-C1, PMP-A2, PMP-D3 5.0 – 18.8 20.8 - 85.8 

… … … … 

HW-49 PMP-B1, PMP-C1, PMP-A2, PMP-D3 5.0 – 9.7 20.0 - 21.7 

PMP-D2 PMP-B1, PMP-A2, PMP-D3 5.0 – 6.2 20.1 - 21.1 

 
Note that the last summary with consequent PMP-D2 is of low support and 

confidence. This rule summary will be deemed as least important if the consequent of 
purchasing any product results in similar profits. However, if PMP-D2 is a highly 
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profitable product compared to PMP-C1, then the last rule summary may outweigh 
the first rule summary in practical context.  

For simplicity of our subsequent analysis, we shall assume that all consequents are of 
equal importance. Under this assumption, we use 5A80C to generate 324 rules of higher 
confidence. These rules are summarized as four summaries shown in Table 6. These 
summaries suggest that there are five product categories that are of common interest to 
consumers, namely PMP-A1, PMP-B1, PMP-C1, PMP-C2, and PMP-D3. From the 
product database, we find that there are 46 PMPs under these five commonly purchased 
product categories. This information is important. For store layout, we know that there 
are about 200 different models of PMPs sold at the store, these 46 commonly purchased 
PMPs should be placed in the same area within the store. For product bundling, we 
should focus on formulating bundles based on these five PMP categories. Bundles of 
individual products may not yield the desired outcome because our rule mining results 
suggest that products are only commonly purchased at product category level, and not at 
individual products level.  

Table 6. Summaries of 324 rules generated using 5A80C.  

Consequent Top Antecedent 
Support Range 

(%) 

Confidence Range 

(%) 

PMP-C1 PMP-B1, PMP-A1, PMP-C2  5.0 - 8.5 84.8 - 92.1 

PMP-C2 PMP-B1, PMP-C1, PMP-A2, PMP-D3 5.0 – 7.9 80.0 - 85.8 

PMP-B1 PMP-C1, PMP-A1, PMP-C2 5.0 – 7.8 80.0 - 85.0 

PMP-D3 PMP-C1, PMP-A1, PMP-C2 5.1 – 5.5 80.1 - 80.2 

5 Concluding Remarks 

This paper has presented a consequent-based approach to summarize association 
rules. The approach relaxes the notion of redundancy and combines rules with 
different antecedents and interestingness values into one summary with common 
consequent, and provides useful information such as antecedent ranking and range of 
interestingness metrics to help users in finding important rules. Using the case study 
on a real-world sales transaction dataset, we have also demonstrated how rule 
summaries can be used to find rules that lead to actionable insights.  

The idea of focusing more on consequent importance and less on objective 
interestingness has two implications on the future research in association rule mining. 
Firstly, our study indicates that consequent importance should be factored into the 
design of practical association rule mining systems. We demonstrated that a 
consequent-based approach distills a set of 4222 rules into a final set of rule 
summaries that can help in product bundling or store layout improvement.  

Secondly, this work suggests that while steady development of scientifically 
motivated rule mining methods is important, this process should be complemented by 
the development simple and practically useful rule mining systems to serve the 
impending need of the user community. The proposed method is one such example; it 
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complements any existing association rule mining algorithms by producing useful 
summaries that help derive insights or aid discovery of interesting rules.  
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Abstract. Opinion word identification (OWI). is an important task for
opinion mining. In OWI, it is necessary to find the exact positions of
opinion word mentions. Supervised learning approaches can locate such
mentions with high accuracy. To construct an OWI system for a new do-
main, it is necessary to annotate sufficient amounts of data to represent
the new domain’s characteristics. However, since annotating every new
domain extensively is costly, how to best utilize existing annotated data
is a very important challenge for mention-based OWI systems. In this
work, we propose a cross-domain OWI system. The query by committee
(QBC) active learning scheme is used to select controlled amounts of data
in the new domain for manual annotation. This new annotated data is
used to complement the existing annotated data of the original domain.
We compile three annotated datasets, each for one of three different do-
mains, and conduct domain adaptation experiments on all six domain
pairs. Our experiments show that by adding only 1,000 newly annotated
sentences from the new domain to the existing annotated data, our sys-
tem can achieve nearly the same level of accuracy as a system trained
on 10,000 annotated new-domain sentences. Our system with the QBC
active learning scheme also outperforms the same system with a random
selection scheme.

Keywords: opinion word identification, active learning, cross-domain.

1 Introduction

With the explosion of social media, blogs, and review sites, more and more cus-
tomer opinions are available online. These are beneficial to both sellers interested
in evaluating consumers’ needs and shoppers looking for new products/services.
Opinion word identification (OWI) is a fundamental task in opinion mining.
According to output, OWI approaches can be categorized into two main types:
list-based and mention-based.
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List-based systems output a list of opinion words. Such systems are usually
either propagation-based or co-occurrence-based. Propagation-based approaches
have two main steps: sentiment seed collection and sentiment value propagation.
In the first step, seeds with accurate sentiment values are collected. Usually,
these seeds are manually annotated or collected from existing dictionaries. In
the second step, an existing word/phrase/concept graph is used as the founda-
tion. Sentiment values are propagated from seeds to the remaining parts of the
foundation graph [3, 9]. Co-occurrence-based approaches employ co-occurrence
statistics to estimate if an opinion word candidate corresponds to a given opinion
target and vice versa [10, 6]. Both list-based approaches can construct opinion
word dictionaries without human annotation.

List-based OWI, however, does not tell us much about the context in which
opinion words are used—it simply outputs a list of all the opinion words in a body
of text. To better understand opinion words in context, it is necessary to find
the exact sentence positions where the words are mentioned. One common way
of identifying the positions of opinion words in the output list is to match them
back against the text. All matched occurrences in the text are then regarded
as opinion mentions. The problem with this approach is that not all matched
positions are actual opinion mentions. For example, the word “美味/delicious”
would not necessarily represent an opinion in a review of a restaurant named
“美味餐廳/Delicious Restaurant”.

The mention-based approach is designed to identify and locate all opinion
mentions in reviews. Mention-based OWI is usually formulated as a sequence
labelling task in which tokens are either labelled as “opinion-word mention” or
“other” [11]. The approach can achieve high accuracy, but because it requires
large amounts of annotated data, construction of a mention-based OWI system
for a new domain can be costly in terms of human effort. One way to reduce
this cost is to adapt an existing system for use in a new domain. However,
cross-domain OWI poses its own problems, as the original domain data may
not be compatible with the new domain. Finding the optimal way to selectively
annotate sufficient data from the new domain is a critical challenge in cross-
domain OWI.

Active learning is a method employed in many NLP tasks to select new data.
For example, it has performed well in named-entity recognition [8] and sentiment
classification [5]. The objective of active learning is to use the least amount
of annotated data to achieve the highest performance. Query by Committee
(QBC) [7] is one of the most efficient active learning algorithms. The QBC
approach asks every model (committee member) to vote on every query’s (data
instance’s) label. Only the most uncertain instances (the most diversely labeled)
are selected for manual annotation. In this study, we propose a new cross-domain
opinion word extraction approach with QBC-based active learning. We adapt our
system from one of three source domains to one of three target domains. Our
system is tested on six source-target domain pairs in total. We review the related
research in Section 2 and illustrate our approach in Section 3. In Section 4, we
report our evaluation results. Our concluding remarks are given in Section 5.
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2 Related Work

2.1 Cross-Domain Opinion Mining

Several studies have tackled the problem of cross-domain opinion mining. Aue
and Gamon [1] compared four strategies for utilizing opinion-labeled data from
one or more non-target domains and concluded that using non-targeted labeled
data without an adaptation strategy is less effective than using unlabeled data
from the target domain. Jakob and Gurevych [4] proposed a CRF-based ap-
proach to opinion target extraction in single and multiple domains. They used
reviews from web-service, movie, automobile, and camera domains. They found
that when the token string feature was removed, cross-domain extraction per-
formance in terms of F-measure would approach the results of single-domain
extraction.

Bollegala et al. [2] addressed the sentiment classification problem in different
domains. They built a sentiment-sensitive thesaurus, using both labeled and
unlabeled data from multiple source domains, and used it to find associations
between words that express similar sentiments in different domains.

2.2 Opinion Mining with Active Learning

Active learning is used to reduce manual labeling of target domain data and
enhance performance at the same time. Li et al. [5] proposed an active-learning-
based selection strategy for cross-domain sentiment classification. They trained
two classifiers, one on labeled source data and the other on labeled target data,
and employed them to select informative samples. The two classifiers were then
combined to make the final decision. We extend this approach and adapt it for
OWI.

3 Our Approach

In our approach, we formulate OWI as a sequence labeling task and use condi-
tional random fields (CRFs) to model this task. We use the CRF++ package.

Because Chinese words are not separated by spaces, we use the CKIP word
segmentation tool1 to segment all review sentences into individual words and
tag each word’s part of speech (POS).

3.1 Features

Contextual Part-of-Speech Features. Opinion words are generally adjec-
tives, however, since not all adjectives are opinion words, we must consider the
context of the target word (current token). Contextual part-of-speech features
describe the POS’s of the words surrounding the current token. The POS’s of
the words surrounding the target token are referred to as follows: posi is the
POS of the word at position i relative to the target token pos0. Our system uses
a range of pos−3 to pos3.

1 http://ckipsvr.iis.sinica.edu.tw

http://ckipsvr.iis.sinica.edu.tw


Cross-Domain OWI with QBC Active Learning 337

Affix Features. Because of the characteristics of Chinese adjective morphol-
ogy, the affix feature is important for opinion word extraction. For example, 難
忘 (unforgettable), 難看 (unsightly), and 難吃 (unpalatable) all share the prefix
character “難”, which means “bad” here. It follows that new words with the
“難” prefix may also be opinion words. We use two prefix features: “first char-
acter” and “first character to middle character”, and two suffix features: “last
character” and “middle character to last character”.

Word Features. Given a target word w, the words in the context window, that
is, w itself and words preceding or following w may be useful for determining if
w is an opinion word. In our experience, a suitable window size is seven, i.e., the
three preceding words, the current word, and the two following words.

Length Feature. In Chinese, if a word w’s length (|w|) is longer than four char-
acters in length, w tends to be a named entity, not an opinion word. Therefore,
the length feature for w is designed as the follows:{

|w| if |w| ≤ 4
5 otherwise

Near-Synonym-Cluster Feature. For this feature, we collect similar words
from “Revised Ministry of Education Dictionary”2 and group them into clusters.
Some of the cluster examples are shown in Table 1. If a given word w appears
in a cluster ci, the value of w’s near-synonym feature is ci. Otherwise, the value
of w’s near-synonym feature is NULL.

Table 1. Cluster examples

Cluster Words in Cluster

C1 逐一,一一

C2 別名,又名 ,別號,別稱

C3 一瞬間,一剎那

Conjunction Features. To distinguish feature instances from the source do-
main and the target domain, we generate conjunction features by combining
each aforementioned feature with a domain tag. For example, supposing a fea-
ture “word=華麗” (gorgeous) is found in the source domain, its corresponding
conjunction feature is “word=華麗&source domain”.

2 http://dict.revised.moe.edu.tw

http://dict.revised.moe.edu.tw
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3.2 QBC-Based Active Learning

Since the performance in cross-domain opinion extraction is not good enough
(see Table 4 S setting), we use active learning to enhance accuracy. The main idea
of active learning is to achieve high accuracy by using as few labeled instances as
possible. In our case, we select few target domain instances by active learning,
and use both source and target domain data for predicting the final result.

To learn the differences between two domains, we use MT (the model trained
from the target-domain instances) and MC (the model trained from both the
source- and the target-domain instances) to select target instances. Any sen-
tences labeled differently by MT and MC are placed into our candidate pool.
Then, we rank all sentences in the pool according to MC uncertainty value (be-
cause MC is more reliable than MT ). The lowest token confidence of a sentence,
which is generated by the CRF model, is regarded as the sentence’s uncertainty
value.

At the beginning, we only have unlabeled target domain sentences (UT ) and
labeled source-domain data (LS). We use LS to train the source-domain model
MS and use MS to label UT . The top 100 uncertain sentences in UT are selected
as the newly added data for manual annotation. These 100 sentences are added
to the labeled target domain dataset LT . LT and LS+LT are then used to train
two models MT and MC , respectively. Then we select the top 100 uncertain
sentences with different labels for MT and MC for manual annotation. We repeat
the step of updating LT and UT until the stop criteria are reached. Algorithm 1
and Figure 1 show the pseudo code and the flowchart of our QBC-based active
learning, respectively.

Algorithm 1. The pseudo code of our QBC-based active learning

Input: Labeled source domain data LS , Unlabeled target domain data UT

Output: Labeled target domain data LT

1 Initialize LT = ∅;
2 Train the source model MS with LS;
3 Use MS to select top 100 uncertain sentences from UT as �LT ;
4 Manually annotate �LT ;
5 LT = LT +�LT , and UT = UT −�LT ;
6 while not reach stop criteria do
7 Train the combined model MC with LT and LS;
8 Train the target model MT with LT ;
9 Use both MC and MT to select top 100 uncertain sentences from UT as

�LT ;
10 Manually annotate �LT ;
11 LT = LT +�LT , and UT = UT −�LT ;

12 end
13 return LT ;
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Fig. 1. Flowchart of our QBC-based active learning

Another issue in active learning is determining suitable stop criteria. Here
we assume that the F-measure of the current combined model (MC) is S2, and
the previous combined model’s F-measure is S1, when S2 − S1 is lower than a
threshold t, the active learning process stops.

4 Experiments

4.1 Datasets

We compile three annotated datasets: 10,000 restaurant review sentences
from iPeen.com.tw (denoted as DR), 10,000 movie review sentences from
atmovies.com.tw (denoted as DM ), and 10,000 hotel review sentences from
agoda.com (denoted as DH). All review sentences are written in Chinese and
annotated by two experts.

We conduct domain adaptation experiments on all C3
2 domain pairs. In each

experiment, a dataset is chosen as the dataset of the source domain (denoted
as DS), and the other dataset is the dataset of the target domain (denoted as
DT ). We use all of the 10,000 sentences from DS for training and randomly
select 3,000 sentences from DT 30 times for testing. The remaining 7,000 DT

sentences are treated as the selection pool for active learning.

4.2 Evaluation Metrics

The results are given as F-measures and defined as 2PR/(P +R), where P de-
notes the precision of opinion word mentions and R denotes the recall of opinion
word mentions. We sum the scores for all 30 tests, and calculate the averages for
performance comparison. The results are reported as the mean precision (P̂ ),
recall (R̂), and F-measure (F̂ ) of thirty datasets.

iPeen.com.tw
atmovies.com.tw
agoda.com
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4.3 Experiment 1

In this experiment, we fix the number of annotated sentences of the target do-
main to 1,000. This amount of annotation requires one man-hour, which is a
relatively small amount of human effort for domain adaptation.

Table 2 shows the performance of adapting our system from the restaurant
domain to the movie domain. The baseline strategy randomly selects 1,000 sen-
tences from 10,000 target-domain sentences. The baseline result, which comes
from random selection, is shown in row 1. The performance of the system trained
on all 10,000 target domain sentences is treated as the upper bound, while the
system trained on the source domain data only is regarded as the lower bound.
Figure 2 shows the cross-domain performance of our system in all the six source-
target domain pairs. We can see that the F-measure grows with the number of
human-annotated sentences (A). The vertical axis corresponds to the F-measure
and the horizontal axis corresponds to the number of manually annotated sen-
tences in the target domain.

Table 2. Performance in different selection settings (Restaurant → Movie)

P̂ R̂ F̂ A

Random (baseline) 0.836 0.727 0.777 1,000

Proposed approach 0.852 0.784 0.816 1,000

Trained on all DT sentences (Upper bound) 0.877 0.841 0.858 10,000

Trained on all DS sentences (Lower bound) 0.723 0.554 0.627 0

In the beginning, performance improves greatly as more annotated data is
added. However, after around 200 annotated sentences have been added, perfor-
mance increase tapers off, though it still increases more than random selection.
Unlike other domain pairs, the F-measures of our QBC-based system in movie →
restaurant (Figure 2a) and movie → hotel (Figure 2f) increase sharply after 100
annotated sentences are added to the training set. To investigate the reason, we
further analyze the overlapping ratio of every target-source domain pair. Table
3 shows the ratio of DT tokens appearing in DS . We can see that the domain
pairs with the lowest two ratios are (movie, restaurant) and (movie, hotel). This
explains why the CRF-based system achieves low F-measures when using only
DS , but after a few DT sentences are added, its F-measures increase rapidly.

4.4 Experiment 2

In this experiment, we compare performance of configurations using source do-
main plus target-domain data to that of configurations using only target-domain
data and only source-domain data. S denotes the system trained on the 10,000
DS sentences, which is considered to be the lower bound. T denotes the system
trained on the newly annotated DT sentences only. The S+T configuration is
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Fig. 2. Cross-domain performance in all the six source-target domain pairs

Table 3. The ratio of the tokens of the target-domain dataset (DT ) appearing in the
source-domain dataset (DS)

Source
Restaurant Movie Hotel

Target
Restaurant - 27.1% 35.8%

Movie 32.6% - 33.0%
Hotel 33.5% 25.7% -

our QBC-based method. The stop criteria threshold t is set to 0.003. Â denotes
the average number of human annotated sentences in thirty datasets. Table 4
shows the summarized results.
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Table 4. Cross-domain opinion word identification performance

Setting Â P̂ R̂ F̂ Setting Â P̂ R̂ F̂

restaurant → movie
S 0 0.723 0.554 0.627

restaurant → hotel
S 0 0.849 0.739 0.790

T 833 0.832 0.700 0.760 T 503 0.919 0.748 0.824
S+T 833 0.846 0.771 0.806 S+T 503 0.909 0.842 0.874

movie → restaurant
S 0 0.930 0.239 0.380

movie → hotel
S 0 0.952 0.352 0.514

T 780 0.909 0.837 0.871 T 643 0.920 0.763 0.834
S+T 780 0.922 0.865 0.893 S+T 643 0.918 0.829 0.871

hotel → restaurant
S 0 0.923 0.675 0.780

hotel → movie
S 0 0.755 0.639 0.692

T 653 0.907 0.827 0.866 T 873 0.833 0.704 0.763
S+T 653 0.922 0.869 0.895 S+T 873 0.848 0.777 0.811

As shown in Table 4, on average, our QBC-based system outperforms the
system trained on the source-domain data by 0.228 in F-measure. This significant
improvement is achieved by adding only 714 newly annotated target-domain
sentences. These results demonstrate that our QBC-based system is much more
practical and efficient than annotating the new domain data from scratch if
annotated data from other domains are available.

5 Conclusion

In this work, we propose a cross-domain OWI system. Using the query by com-
mittee (QBC) active learning scheme, we select controlled amounts of data from
the new domain for manual annotation to complement the annotated data of
the pre-existing domain. We compile three annotated datasets corresponding to
three different domains. Every dataset contains 10,000 sentences. We conduct
domain adaptation experiments on all six domain pairs. Our experiments show
that after only 1,000 annotated sentences from the new domain are added to
the pre-existing annotated data, our system can achieve approximate accuracy
as the system trained on 10,000 annotated sentences from the new domain. Our
system with the QBC active learning scheme also outperforms the same system
with random selection.

References

1. Aue, A., Gamon, M.: Customizing Sentiment Classifiers to New Domains: A
Case Study. In: Proceedings of Recent Advances in Natural Language Processing
(RANLP) (2005)

2. Bollegala, D., Weir, D., Carroll, J.: Using multiple sources to construct a senti-
ment sensitive thesaurus for cross-domain sentiment classification. In: Proceedings
of the 49th Annual Meeting of the Association for Computational Linguistics:
Human Language Technologies, HLT 2011, vol. 1, pp. 132–141. Association for
Computational Linguistics, Stroudsburg (2011)

3. Cambria, E., Speer, R., Havasi, C., Hussain, A.: Senticnet: A publicly available
semantic resource for opinion mining. In: AAAI Fall Symposium: Commonsense
Knowledge, volume FS-10-02 of AAAI Technical Report. AAAI (2010)



Cross-Domain OWI with QBC Active Learning 343

4. Jakob, N., Gurevych, I.: Extracting opinion targets in a single- and cross-domain
setting with conditional random fields. In: Proceedings of the 2010 Conference on
Empirical Methods in Natural Language Processing, EMNLP 2010, pp. 1035–1045.
Association for Computational Linguistics, Stroudsburg (2010)

5. Li, S., Xue, Y., Wang, Z., Zhou, G.: Active learning for cross-domain sentiment
classification. In: Proceedings of the Twenty-Third International Joint Conference
on Artificial Intelligence, IJCAI 2013, pp. 2127–2133. AAAI Press (2013)

6. Qiu, G., Liu, B., Bu, J., Chen, C.: Opinion word expansion and target extraction
through double propagation. Comput. Linguist. 37(1), 9–27 (2011)

7. Seung, H.S., Opper, M., Sompolinsky, H.: Query by committee. In: Proceedings
of the Fifth Annual Workshop on Computational Learning Theory, COLT 1992,
pp. 287–294. ACM, New York (1992)

8. Shen, D., Zhang, J., Su, J., Zhou, G., Tan, C.-L.: Multi-criteria-based active learn-
ing for named entity recognition. In: Proceedings of the 42nd Annual Meeting on
Association for Computational Linguistics, ACL 2004. Association for Computa-
tional Linguistics, Stroudsburg (2004)

9. Tsai, A.C.-R., Wu, C.-E., Tsai, R.T.-H., Hsu, J.Y.J.: Building a concept-level senti-
ment dictionary based on commonsense knowledge. IEEE Intelligent Systems 28(2),
22–30 (2013)

10. Wang, B., Wang, H.: Bootstrapping Both Product Features and Opinion Words
from Chinese Customer Reviews with Cross-Inducing. In: Proceedings of the Third
International Joint Conference on Natural Language Processing: Volume-I (2008),
http://aclweb.org/anthology/I08-1038

11. Yang, B., Cardie, C.: Extracting opinion expressions with semi-markov conditional
random fields. In: Proceedings of the 2012 Joint Conference on Empirical Methods
in Natural Language Processing and Computational Natural Language Learning,
EMNLP-CoNLL 2012, pp. 1335–1345. Association for Computational Linguistics,
Stroudsburg (2012)

http://aclweb.org/anthology/I08-1038


 

S.-M. Cheng and M.-Y. Day (Eds.): TAAI 2014, LNAI 8916, pp. 344–353, 2014. 
© Springer International Publishing Switzerland 2014 

Classifying the TRIZ Contradiction Problem  
of the Patents Based on Engineering Parameters 

Chung-Kai Tseng, Chih-Heng Chung, and Bi-Ru Dai 

National Taiwan University of Science and Technology, 
#43, Sec.4, Keelung Rd., Taipei, 106, Taiwan, R.O.C 

{M10015080,D9915015}@mail.ntust.edu.tw 
brdai@csie.ntust.edu.tw 

Abstract. TRIZ is a useful theory to solve the engineering contradiction prob-
lems. One of technological methods of TRIZ is Contradiction Matrix which is 
widely used for the solution of technical contradiction problems. For the TRIZ 
users, finding out some patent documents which had solved the same contradic-
tion is helpful to solve the problems of this type of contradiction. Classifying 
patents contradiction based on the Engineering Parameters is more reasonable 
than the Inventive Principles, but all existing patent classification researches are 
unsuitable on patents contradiction classifying based on the Engineering Para-
meters directly. In this article, a new algorithm named MCIVC for classifying 
patents technical contradiction based on Engineering Parameters is proposed. 
This multi-layer classification algorithm adopts the associated rule-based ap-
proach combining the lazy learning. It does not only consider the semantic rela-
tionship among terms, but also consider the syntactic structure between words. 

Keywords: patent classification, TRIZ, Contradiction Matrix, contradiction, 
multi-layer classification, associated rule-based approach, lazy learning. 

1 Introduction 

TRIZ, the Theory of Inventive Problem Solving proposed by Altshuller has become a 
more well-known and useful theory to solve the engineering contradiction problems. 
Altshuller addressed that only 1% of patents are genuine originations and the rest are 
based on known ideas and conceptions of the former plus novelty methods. He also 
recognized that the basics of innovation and new ideas were not in the brains of  
inventors, but in the published inventions [1,2,3]. He discovered that many problems 
arose because of technical contradiction between Engineering Parameters. The tech-
nical contradictions are solved by the Contradiction Matrix that utilizing 39 Engineer-
ing Parameters and 40 Inventive Principles [3]. 

Patents have already become very important knowledge source for product develop-
ment, research, and innovation. Because of the tremendous amount of patents published 
in a short time, automatic patent classification becomes a very popular research issue of 
data mining. From the view of the Contradiction Matrix, most of contradiction occurs 
when there is a conflict existing between two Engineering Parameters. However, past 
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researches are either lack of experiments or only classify patents according to Inventive 
Principles but not related to Engineering Parameters. In this paper, we focus on classify-
ing the contradiction problem of the patents based on Engineering Parameters. 

There are many challenges of classifying patents based on Engineering Parameters. 
First, the amount of data is very limited because that nearly all of the public domain 
databases or websites related to patent classification do not contain the information 
about TRIZ. The information of TRIZ can only be manually classified by experts. 
Second, the distribution of the conflicting Engineering Parameters of patents is imba-
lanced. Third, some Engineering Parameters have very similar concept and definition. 
Fourth, some Engineering Parameters related to the documents are not tagged because 
they do not cause the main conflict. This means the data are partially labeled or in-
complete because there is no negative instance. 

The contributions of this article are summarized as follows. First, this paper pro-
posed an algorithm named Multi-layer Classification Including Verb Consideration 
(MCIVC) which is used for classifying patents based on Engineering Parameters. 
Second, it considers positive and negative words to improve the performance. Third, 
we proposed the algorithm Verb Including Split and Associate Termsets (VISAT) to 
find the relative candidate term sets automatically. The experimental results show that 
the MCIVC achieved good efficacy of classifying patent contradictions based on the 
Engineering Parameters. 

The remainder of this paper is organized as follows. In Section 2, we discuss some 
patent analysis software and researches. In Section 3, we introduce the proposed 
framework of MCIVC and VISAT. Experimental evaluations and discussion are in 
Section 4. The conclusion will be described in Section 5. 

2 Related Works 

Our study focuses on classifying technical contradiction of patent documents based on 
conflicting Engineering Parameters. Some computer-aided innovation (CAI) software 
for TRIZ was proposed, such as InventionTool [4], Techoptimizer [5], Pro/Innovator 
[6], Creax [7] and Goldfire [8]. Most of this type of software only provides the cor-
responding Inventive Principles when contradictions of the problems are already de-
fined. Except the software, the more related research issue is patent analysis. Some 
researches making efforts in estimating TRIZ level of invention of patents had been 
proposed [9,10]. This type of researches can be used to filter patents which never 
solved any technical contradiction. The algorithm proposed by Gaetano Cascini and 
Davide Russo [11] constructs the Subject-Action-Object model combining with the 
predefined specific patterns and the morphological patterns to extract useful informa-
tion, but it cannot map the extracted features to the certain categories directly. The 
most relevant research issues with our research are the patent classification. There  
are many researches proposed for automatic patent classification [12,13,14,15,16,17], 
but most of them classify patents according to the technical fields, not the TRIZ in-
formation. Recently, there are some researches about classifying patent documents for 
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TRIZ users [18,19,20,21], but all these researches classify patents according to Inven-
tive Principles and are not suitable for the conflicting Engineering Parameters. 

3 Framework 

In this section, we introduce how we classify technical contradictions of patents based 
on Engineering Parameters. 

 

Fig. 1. The Framework of the MCIVC algorithm 

3.1 The Multi-layer Classification Framework 

Fig. 1 shows the whole flowchart of our method named Multi-layer Classification 
Including Verb Consideration (MCIVC). All the training processes as shown in Fig. 
1(a) are performed first, and then the outputs of the training processes will be taken as 
inputs of the testing processes as shown in Fig. 1(b). The outputs of the training 
processes include STFIDF Vectors, TFIDF Vectors and Strong Training Rules. 
STFIDF Vectors, TFIDF Vectors of training patents will be used in the purple con-
cept block named Most Similar Doc Extraction, and Strong Training Rules will be 
used in the orange concept block named Termset-based Classification. 

The algorithm includes four concept blocks. The first block contains four 
processes, including Preprocessing, Split into sentences, the Relationship Judgment 
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(RJ) Process and the Candidate Features Finding (CFF) Process. In the preprocessing 
step, we use Stemming [22] and TreeTagger [23] to process the input documents, and 
then it splits the documents into sentences. The Relationship Judgment step is used to 
extract some sentences which are more distinguished. Transitions, related, positive 
and negative words have stronger influence to judge the contradictions in patent doc-
uments. A sentence relates to at least one important word set is defined as strong sen-
tence. We design an important algorithm named Verb Including Split and Associate 
Termsets (VISAT) which is included in the CFF Process to generate more meaningful 
termsets and to find candidate features from documents. We will give the detail of the 
CFF process and the VISAT algorithm in section 3.2. 

All of the other blocks are mainly used to classify testing patent documents contra-
diction based on Engineering Parameters. As shown in Fig. 1, the Most Similar Doc-
ument Extraction is the first layer of classification which extract the most similar 
training document. If there is such a training document which can be extracted, the 
classes belonged to the training document are assigned to the testing document. 

The Termset-based Classification is the second layer of classification which is a 
rule-based classifier and tries to find out whether there are some training termset rules 
can match the termsets in the testing document. If there are some termset rules suc-
cessfully match to the termsets in the testing document, the class labels in these rules 
are assigned to testing document. 

The Weaker Pattern Based Classification is the third layer of classification is also a 
rule-based classifier. This classification is very similar to the second layer classifica-
tion, but it only judges whether these patent documents belong to some very frequent 
classes by the sequential-termset rules and the one-word-termset rules. 

After running through all above processes, possible conflicting Engineer Parame-
ters are found out. The final process of MCIVC named Contradiction Judgment is 
performed to classify the type of technical Contradiction of testing patents. 

This type of dataset has some challenging properties. The amount of data is very 
limited, the distribution is imbalanced, and the data are partially labeled or incom-
plete. These properties cause that the most common used method Bag-of-word cannot 
extract features discriminative enough, and some classification methods such as the 
SVM are not directly suitable for these datasets. Therefore we propose the VISAT 
algorithm to find more meaningful termset features and combine the VISAT with the 
knowledge base and the rule-based classifiers which consider the semantic relation-
ship among terms to classify patents contradiction based on Engineering Parameters. 

3.2 Candidate Features Finding Process (CFF Process) and the VISAT 
Algorithm 

The process named Candidate Features Finding process (CFF process) is used for 
finding out candidate features. It generates two types of features, the TFIDF type 
vectors of set of sentences and the candidate termsets of set of each sentence. As 
shown in Fig. 2, the inputs of CFF process include strong sentences and all sentences 
included in training and in testing documents. 
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Fig. 2. The flowchart of the CFF process 

The Processes for Generating TFIDF Type Features 
For the inputs of the all sentences, the Bag-of-words process calculates TFIDF value 
of each word appeared in all sentences of the document, and then generates the 
TFIDF vector outputs for training and testing documents. For the inputs of the strong 
sentences, the sentences which the count of relating important set is equal or larger 
than one are extracted throughout the Bag-of-words process. The TFIDF value of 
each words appeared in extracted sentences of the document is calculated, and then 
the STFIDF vector outputs for training and testing documents are generated. 

The Processes for Generating Termset Type Features 
We proposed an algorithm named Verb Including Split and Associate Termsets 
(VISAT). It is a very important process included in CFF process, and we will illu-
strate this in detail later. We discovered that if the sentence relative to more important 
word sets, it is taken as more important sentence. Therefore, for training documents, 
only the sentences which the count of relating important set is larger than one in the 
strong sentences are needed to perform POS tagging to get their part-of-speech infor-
mation. For testing documents, all sentences of testing documents are needed to per-
form POS tagging because the labels of Engineering Parameters of the document are 
unknown. 

We use the VISAT algorithm to extract the candidate termsets in the CFF Process. 
According to our observation, the termsets containing two words are strong enough to 
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represent the concept of the vast majority of Engineering Parameters, thus the VISAT 
algorithm only extracts the candidate termsets containing two words. 

The Steps of the VISAT Algorithm 
The VISAT algorithm includes four steps: (1) split sentence into several Split-
PointSsegments (SPSs) and StringSegments (SSs), (2) reorganize some SPSs and SSs, 
(3) generate termsets in each segment itself and (4) generate termsets which combines 
two words belonging to two different segments. 

In the first step, the VISAT algorithm takes the verb, the punctuation mark (,) and 
the conjunction (and, but) as split point to split each sentence, and then each sentence 
are split into several SplitPointSsegments (SPSs) and StringSegments (SSs). In Fig. 3, 
each segment of words tagged by the underline is StringSegment (SS) and each seg-
ment of words pointed by the arrow is SplitPointSsegment (SPS). Each number 
tagged below the underline is the index of SS, and each number tagged above the 
arrow is the index of SPS. There must be one SS after each SPS, even if some SS are 
empty set in the sentence. 

 

Fig. 3. An example of the first step of the VISAT algorithm to split sentence 

In the second step, the VISAT algorithm reorganizes some SPSs and SSs. It checks 
each SPS containing the conjunction and the segments nearby the SPS to judge 
whether these segments should be reorganized. Fig. 4 shows an example. 

 

Fig. 4. An example of the second step of the VISAT algorithm to reorganize segments 

In the third step, the VISAT algorithm generates termsets in each segment itself. 
From the view of the grammar and the structure of sentence, a complete sentence 
must have at least one verb and there are five types of the basic sentence structure. If 
the verb element is excluded, the remaining elements are the subject, the object and 
the complement. We take the subject and the object as the set of words which are 
combined together to represent the noun concept. The set of words in the complement 
concept should also be combined. The termsets should also be generated in each SPS 
which contains more than one word. 

In the fourth step, the VISAT algorithm generates termsets which combine two 
words belonging to two different segments. It goes through every SS to check whether 
the words belonging to the SS which should be combined with the words belonging to 
other segments. There are four cases should be used to generate termsets with other 
segments as shown in Fig. 5. 
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Fig. 5. Four combination cases of the fourth step 

As shown in Fig. 5, the case 1 is a standard process which is performed in any situ-
ation unless SPSi-1 does not exist. The case 2 is performed when SPSi contains any 
verb to be (be Verb), or such as become, have, etc. The case 3 is performed when the 
segments meet all the conditions as we list below. First, SPSi contains any verb which 
belongs to the verb to be (be Verb), or such as become, have, etc. Second, SSi+1 con-
tains no noun or is an empty segment. Third, SPSi+1 contains the participle verb. The 
case 3 is checked for the passive voice. The case 4 is performed when the end word of 
SSi is “to” or “of”. 

In summary, the VISAT algorithm can generate more meaningful termsets, be-
cause it considers the syntactic structure between words more in detail. In the CFF 
process, the process Bag-of-words generates four types of outputs which are TFIDF 
vectors. The VISAT process generates two types of outputs which are termsets com-
bined by two words. In total, these six types of outputs of the CFF process will be the 
inputs for some classifications we proposed to judge the possible conflicting Engi-
neering Parameters in later phase. 

4 Performance 

In this section, we mainly conduct several experiments to evaluate the performance of 
our method. We set the parameter of the similarity threshold between 0.7 and 0.8, 
according to our observation. There are totally 39 Engineering Parameters in the 
TRIZ theory originally, however some Engineering Parameters represent very similar 
concept, and we thus group some similar Engineering Parameters into some new 
classes as shown in Table 1. 

The used training dataset includes only 115 patents collated manually by the re-
searchers who were from the National Taiwan University Department of Mechanical 
Engineering. The distribution of the conflicting Engineering Parameters and the tech-
nical contradiction are imbalance. Most contradiction categories will only appear one 
time, thus we cannot classify these patent documents on the contradiction directly. 

We conduct two experiments to evaluate and discuss the performance of our  
method. In our algorithm, the performance of final experiment results of MCIVC is 
highly relevant to the performance of the classification result of Possible Conflicting 
Engineer Parameters, thus we conduct the experiment to evaluate the performance 
from the point of view of multi-label classification problem in this intermediate phase. 
We also conduct another experiment and adopt different performance measurement to 
evaluate the final performance of MCIVC, where it is a single-label classification 
problem. 
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Table 1. Corresponding table of new class label and grouped Engineering Parameters 

Class Label Corresponding Engineering Parameters 

40 6: Area of stationary object, 8: Volume of stationary object 

41 19: Use of energy by moving object, 20: Use of energy by stationary object, 21: Power, 

22: Loss of Energy 

42 13: Stability of the object's composition, 27: Reliability, 35: Adaptability or versatility 

43 14: Strength, 30: External harm affects the object, 31: Object-generated harmful factors 

44 9: Speed, 25: Loss of Time 

Table 2. The performances of (a) intermediate phase and (b) final performance result 

Algorithm Precision Recall F1score 

2gram 0.721739 0.660870 0.665217 

3gram-like 0.728841 0.717391 0.698302 

Sentence-based 0.660725 0.791304 0.692422 

SentenceSegment 0.723913 0.747826 0.707536 

SPD_basic 0.709420 0.652174 0.660000 

SPD_tree 0.728696 0.682609 0.681822 

SPD_collapsed 0.728696 0.682609 0.681822 

SPD_CCPropagated 0.743913 0.704348 0.698054 

SPD_nonCollapsed 0.709420 0.652174 0.660000 

SPD_nonCollapsed

Separated 

0.709420 0.652174 0.660000 

SPD_Mix 0.743333 0.704348 0.697433 

MCIVC 0.782464 0.752174 0.743520

(a) (b) 

Algorithm Accuracy 

2gram 0.652174 

3gram-like 0.643478 

Sentence-based 0.600000 

SentenceSegment 0.591304 

SPD_basic 0.643478 

SPD_tree 0.617391 

SPD_collapsed 0.617391 

SPD_CCPropagated 0.626087 

SPD_nonCollapsed 0.643478 

SPD_nonCollapsedSe

parated 

0.643478 

SPD_Mix 0.626087 

MCIVC 0.695652 

There is no method which is designed for classifying patents contradiction based 
on Engineering Parameters in our survey until now, so we transform our comparing 
algorithms by using previous methods proposed by other researchers combining with 
the same knowledge base. In other words, all comparing algorithms use the same 
knowledge base we constructed after some observation and the same multi-layer clas-
sification we proposed, but use different algorithm to generate the candidate termsets 
for mapping to the rules in the knowledge base. All the experiments perform five-fold 
cross validation to obtain the average performance measurements. We choose the  
2-gram algorithm [24,25], the 3-gram-like algorithm [24,25], the algorithm Sentence-
based [21], the algorithm SentenceSegment [26] and the Stanford Parser as the com-
parisons, where all the algorithms which are named beginning with “SPD_” combine 
the base structure with Stanford Parser with different setting. At last, the algorithm we 
proposed named MCIVC. 

The experiment results from the point of view of multi-label classification problem 
in intermediate phase are shown in Table 2(a). The average precision and the average 
F1-score are the best in our MCIVC algorithm. It means that our algorithm can gener-
ate meaningful termsets. Although the recall value of Sentence-based algorithm is a 
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little higher than our MCIVC algorithm, its precision is much lower than other algo-
rithms because it usually retrieves too many redundant classes. 

The performance measurement we used to evaluate the final performance of 
MCIVC is the accuracy. The performance measurement should get scores only when 
all predicted Conflicting Engineer Parameters are exactly the same as all real Con-
flicting Engineer Parameters in the testing patent. The experiment results from the 
point of view of technical contradiction classification in final phase are shown in  
Table 2(b). The algorithm we proposed gets the highest accuracy. Therefore, we can 
conclude that our MCIVC algorithm performs better than other algorithms. 

5 Conclusion 

In this paper, we proposed a new algorithm named Multi-layer Classification Includ-
ing Verb Consideration (MCIVC) for working on patent technical contradictions clas-
sifying based on Engineering Parameters. This multi-layer classification algorithm 
adopts the associated rule-based approach combining the lazy learning. We also de-
signed the algorithm VISAT included in the MCIVC to generate meaningful termsets, 
it considers the syntactic structure between words in detail. The MCIVC algorithm 
does not only consider the syntactic structure between words, but also consider the 
semantic relationship among terms. Classifying patent technical contradictions based 
on Engineering Parameters is a useful and new issue. In fact, we have not found any 
research classifying patents contradictions based on Engineering Parameters in our 
survey. The experimental results showed that the MCIVC can achieve the good  
efficacy. Moreover, our algorithm which adopts the VISAT to generate candidate 
termsets performs better than comparing algorithms which adopt other methods to 
generate candidate termsets. In the future, we will consider whether there are some 
relationships among some special Engineering Parameters and try to utilize these 
relation-ships to improve the performance of the MCIVC algorithm. 
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Abstract. In this paper, we report how the feature matching method can be 
applied to deal with the indoor mobile robot localization problem. We assume 
that a robot equipped with a laser rangefinder can scan the environment in real 
time and get the geometry features, and then the robot can match these features 
with those collected in advance to find the possible locations. This approach 
would face two difficulties. Since there are locations with similar features, the 
robot have to move around and do the scan and match several times to make sure 
the right location. There is another difficult problem, the features might not be fix 
in real-world dynamic environment, e.g. people might be walking through, 
furniture might be shifted; therefore, a robust feature matching method is needed 
for dynamic environment. This paper describes an efficient method using 
omni-directional feature grouping to improve the feature matching method for 
robot localization. With the laser rangefinder, a robot finds the 360 degree 
coverage information. Omni-directional feature grouping has the advantage of 
dividing all the features of a hypothetical position through different directions to 
generate multiple sets of environmental features. The method can reduce the 
affection of moving objects in a dynamic environment. Experimental results 
show that our method improve the accuracy rate and has low average errors.  

Keywords: Indoor localization, laser rangefinder, feature matching, robot 
navigation, dynamic indoor environment 

1 Introduction 

Indoor localization is an important issue for mobile robot research. There are many 
previous works focusing on the simultaneous localization and map building (SLAM) 
problem [1,2,3,4], [18], [22], which combine map building and localization as  
one problem. Unlike outdoor environment, where GPS can provide mobile robot 
reliable location information, GPS is not available in indoor environment. In order to 
deal with this difficulty, various sensors have been used in indoor localization, such as 
laser rangefinder, sonar, odometer, and camera. 

There are two types of indoor localization problems. First one is the robot knows 
the initial location. This type is easier since robot must be in the neighborhood of the 
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initial location; a robot can update its new location with limited information from 
odometer and fine-tune the location with the help of a laser rangefinder. Second type 
is the robot does not know the initial location. This is a complicate problem since the 
robot might be in any possible location. This problem is sometimes called the global 
localization [6], [9], [13,14,15]. 

The global localization is matching the information gathered by the sensors on a 
robot with the information stored in a given map. Finding the best matched features 
leads to finding the most probable current location of the robot. Thus, it is necessary 
to have a pre-build map for global localization. The more information a map 
possesses, the higher accuracy a robot can achieve. For example, laser rangefinders 
are often used to scan the distance of each angel from a robot, and these distance 
values will be used to match with the stored values of each candidate point [9,10], 
[17], [21]. The information associated with all the candidate points is collect 
previously, which is a laborious task. Similarly, camera can be used as the sensor; it 
can be used to detect objects [11] or building topological maps with images [5], [12], 
[20]. Sensors are also used for map building, such as sonar and infrared sensor [7], 
inertia sensor [16], camera [19], and laser rangefinder [19], [23]. 

In previous works, the feature matching method on global localization works well for 
static environment [6], [9]. However, it does not work well in the real world dynamic 
environment, because the position of objects might be changed, or people might be 
walking around. To cope with the complicated dynamic environment, the feature 
matching method has to be refined to be able to recognize the moving objects. Recognize 
moving object can be done by camera and image processing method [3], [11]. However, 
photographing is not always agreeable in house because it may involve personal privacy. 

In this paper, we use only the information provided by laser rangefinder. We 
improve the signature-rs method proposed in previous work [9] and propose a new 
multi-group feature matching scheme. We collect information from all possible 360° 
directions, and group them into several sets of information which only use  180° just 
as in previous work. Therefore, our method is robust since the moving object will 
affect only some of the information sets, not all of them. To reduce the cost of 
calculation, we also adopt the method in previous to group similar features. [8] 

The paper is organized as the following. Section 2 introduces how the features are 
generated and our feature grouping method. Section 3 shows that feature matching 
with real-time localization can be improved with robot moving. The 4th section 
reports the experimental results and the comparison between static and dynamic 
environment. Section 5 is discussion and conclusion. 

2 Feature Generation 

2.1 Global Hypothetical Feature 

In this paper, our assumption is that there is no additional tag for the robot in the 
environment. The robot use only the information gathered from the laser rangefinder to 
identify its own location. Since the compass is not very accurate in indoor environment, 
we also assume that the robot is without compass, i.e., the orientation is unknown. 
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Fig. 5. Divide the information into 8 groups 

3 Feature Matching and Move Tracking 

The system flowchart is shown in Fig. 6. The robot use a laser rangefinder to gather 
local features. After grouping the features into 8 groups, our system performs the 
feature matching process. Our feature matching method is an enhanced version of the 
signature-rs method in a previous work [9]. The previous method contains three steps 
of matching to filter out impossible location candidates and to reduce the candidates 
that the system needs to do the feature matching. Our system applies the same steps to 
the 8 groups of features, and preserved the matched cases. If the number of matched 
cases excesses the threshold, the location is found. Otherwise, a move tracking 
method is necessary to guide the robot to move. The feature matching and move 
tracking are as follows. 

3.1 Area Matching 

For each given hypothetical feature point (HFP), the length of each feature is stored in 
the Feature Array (F_Array). Adding up the length in the F_Array can be a way to 
calculate the area (Area of Geometry) (1)。The first feature matching is actually a 
comparison between the area of geometry of each of the hypothesis point and the area 
of geometry of the robot real-time information. Area of Geometry ∑ F_Array. (1)

3.2 Perimeter Matching 

The second feature is called the perimeter feature. We translate the information in the 
feature array (F_Array) as the location point on a plane, which is called depth 
coordinate (D_Coordinate). By connecting all the points in D_Coordinate, we get the 
perimeter (Perimeter of Geometry) (2). The second feature matching is comparing the 
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perimeter of geometry of each of the hypothesis point and the perimeter of geometry 
of the robot real-time information. 

 Perimeter of Geometry ∑ D_Coordinate. (2)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. System flowchart 

3.3 Overlap Matching 

The third feature is the overlap feature. To find which is the most possible direction of 
the robot (since the robot does not has a compass), the feature points will be rotated 
while matching. Since we have grouped the information of a laser rangefinder into d 
groups, the rotation range is defined as 
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Rotation range °
. (3)

The similarity is defined as the absolute value of the difference value of the length in 
RF_Array of each of the hypothesis point and the length in F_Array of the robot 
real-time information (4), where RF_Array is the rotation of F_Array of the 
hypothesis point. Similarity ∑ |RF_Array i F_Array i |. (4)

T is the number of all the length information in the array. 

3.4 Move Tracking Method 

There are locations with similar or even identical information that the laser 
rangefinder will find. For example, the robot gets almost the same information at each 
corner. It is impossible to identify the location with feature matching. When there are 
several candidates need to be distinguished, the robot has to move and get new 
information.  

The move tracking method will guide the robot to move to a safe position by 
commanding the robot move toward certain direction with certain distance. For 
example, as shown in Fig. 7, there are several possible candidate positions that the 
robot might be. The information that the laser rangefinder get, as shown in Fig. 8, can 
be represented as the histogram in Fig. 9. And we group every 20°as a sector; each 
sector has a character value which is defined by the smallest value, and the robot will 
find the sector with largest character value as new direction. Here we shoes 20° 
based on our experience, different angles are possible.  

This approach helps the robot move to a safe place. Once the robot changes its 
position, it will gather new information and calculate new possible location. As 
shown in Fig. 10. Only points with consistent position will be preserved. Thus, we 
can delete impossible candidates and finally converge to one single location. 

 

  

Fig. 7. The movement of robot Fig. 8. The robot local information 
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Fig. 9. Histogram of the laser rangefinder information, every 20°as a sector, the robot find the 
sector with largest value as new direction 

a  b  

Fig. 10. (a) New hypothetical feature point(HFP). (b) Candidates. 

4 Experiment 

Consider a real world case; the input map will be like Fig. 2. The map shows a space 
with 18.5 meters long, 18.5 meters wide. The laser rangefinder is about 30 cm above 
the floor. Each of the following experiments is done in simulation 1000 times, each 
time a new robot location on the map is generated randomly. We test the method with 
several different resolutions, which is represented in the distance between two 
hypothesis points; three examples are shown in Fig. 11. 
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Fig. 13. Localization accurary in Experiment 1 

4.2 Experiment 2: The Dynamic Environment 

Dynamic environment means there is a new obstacle and the laser rangefinder 
scanning information are different from the prior established on the map, such as  
Fig. 14. Suppose the obstacle is a moving object within the scan area of the laser 
range-finder, the robot will get a real-time feature. The dynamic environment contains 
some dynamic information not in the pre-stored database. Here, we report 2 cases, in 
which the first one contains 2.7% dynamic information and the second one contains 
22% dynamic information. Fig. 15 and 16 shows the accuracy of global location of 
our method and signature-rs. The average error is shown in Table 1. The average 
localization error is less than 37.2 cm in the experiments. This distance is acceptable 
for many robot applications, such as museum or store navigation. 

a  

b  

Fig. 14. a. An additional object appears at 434 cm. about 2.7% are affected. b. An additional 
object appears at 62 cm. about 22% are affected. 
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Fig. 15. Localization accurary in Experiment 2, with 2.7% dynamic information 

Fig. 16. Localization accurary in Experiment 2, with 22% dynamic information 

Table 1. Average Error (cm) of Robot Localization in Dynamic Environments  

Resoluti
on 

Distance of the 

obstacle object Resolu
tion 

Distance of the 

obstacle object Resolu

tion 

Distance of the 

obstacle object 

434cm 62 cm 434cm 62cm 434cm 62cm 

49cm 18.6 24.8 86cm 24.8 31 130cm 31 37.2 

62cm 24.8 31 93cm 24.8 31 155cm 37.2 37.2 

68cm 24.8 31 111cm 31 37.2 173cm 37.2 37.2 

74cm 24.8 31 124cm 31 37.2 186cm 37.2 37.2 

80cm 24.8 31       
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5 Discussion and Conclusion 

Robot localization in a dynamic indoor environment is a crucial research topic for 
indoor service robot. This paper presents a robust feature matching method using 
Omni-directional grouping. The main contribution of this research is the method can 
work well for the global localization problem in a dynamic environment. Our 
experiments show that even 22% of information is not in the pre-stored database; our 
method can help a robot find its location at high accuracy. 

The method can deal with the problem that a robot's position and direction is 
unknown, and the accuracy has improved significantly. Experimental result shows 
that our method can improve the localization in both static and dynamic environment. 
Our feature matching is motivated by the signature-rs method, and achieves better 
performance both in static environment and dynamic environment. 
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Abstract. Recently, Szubert and Jaskowski successfully used TD learning 
together with n-tuple networks for playing the game 2048. In this paper, we first 
improve their result by modifying the n-tuple networks. However, we observe a 
phenomenon that the programs based on TD learning still hardly reach large 
tiles, such as 32768-tiles (the tiles with value 32768). In this paper, we propose 
a new learning method, named multi-stage TD learning, to effectively improve 
the performance, especially for maximum scores and the reaching ratio of 
32768-tiles. After incorporating shallow expectimax search, our 2048 program 
can reach 32768-tiles with probability 10.9%, and obtain the maximum score 
605752 and the averaged score 328946. To the best of our knowledge, our 
program outperforms all the known 2048 programs up to date, except for the 
program developed by the programmers, nicknamed nneonneo and xificurk, 
which heavily relies on deep search heuristics tuned manually. The program can 
reach 32768-tiles with probability 32%, but ours runs about 100 times faster. 
Also interestingly, our new learning method can be easily applied to other 
2048-like games, such as Threes. Our program for Threes outperforms all the 
known Threes programs up to date. 

Keywords: Stochastic Puzzle Game, 2048, Threes!, Temporal Difference 
Learning, Expectimax. 

1 Introduction 

The puzzle game 2048 [7], a single-player stochastic game originated from 1024 [5] 
and Threes [6], has recently become very popular over the Internet. The author 
Gabriele Cirulli [11] claimed his estimation: the aggregated time of playing the game 
online by players during the first three weeks after released was over 3000 years. The 
game is intriguing and even addictive to human players, because the rule is simple but 
hard to win. Note that players win when reaching 2048-tiles, the tiles with the value 
2048. For the same reason, the game also attracted many programmers to develop 
artificial intelligence (AI) programs to play it. In [17], the authors also thought that the 
game is an interesting testbed for studying AI methods.  

Many methods was proposed to design AI programs in the past. Most commonly 
used methods were alpha-beta search [8][12], a traditional game search method for 
two-player games, and expectimax search [1], a common game search method for 
single-player stochastic games. Recently, Szubert and Jaskowski [17] proposed  
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Temporal Difference (TD) learning together with n-tuple networks for the game. They 
successfully used it to reach a win rate (the ratio of reaching 2048-tiles) 97%, and 
obtain the averaged score 100,178 with maximum score 261,526. However, we 
observe a phenomenon: the TD learning method tends to maximize the average scores, 
but becomes less motivated to reach large tiles, such as 16384 or 32768.  

In this paper, we first improve their result by modifying the n-tuple networks. 
However, we observe a phenomenon that the programs based on TD learning (together 
with n-tuple network still hardly reach 32768-tiles (the tiles with value 32768), even 
with the help of expectimax search.  

Furthermore, we propose a new technique, named multi-stage TD (MS-TD) 
learning, to help reach large tiles more easily. In this learning method, we separate the 
training into multiple stages similar to those used in [4]. After incorporating shallow 
expectimax search, our 2048 program can reach 32768-tiles with probability 10.9%, 
and obtain the maximum score 605752, and the averaged score 328946.  

To the best of our knowledge, our program outperforms all the known 2048 
programs up to date, except for the one in [10], which heavily relies on deep search 
heuristics tuned manually. The program can reach 32768-tiles with probability 32%, 
but ours runs 300-1000 moves/second, about 100 times faster than theirs, 3-4 
moves/second.  

More interesting, our new learning method can be easily applied to other 2048-like 
games, such as Threes. Our program for Threes can reach 6144-tiles with probability 
10%, which outperforms all the known Threes programs up to date and also won the 
champion in the 2048-bot tournament [18]. However, due to the limit of paper size, the 
research on Threes is omitted in this paper.  

2 Background 

This section reviews some backgrounds for this paper. First, introduce the rules of 
2048. Second, we briefly review game tree search. Third, review TD learning, and 
discuss three different evaluation methods and n-tuple networks for 2048 proposed  
in [17]. 

2.1 Rules of 2048 

The game 2048 is a single-player game that can be played on web pages and mobile 
devices with a 4x4 board, where each cell is either empty or placed with a tile labeled 
with a value which is a power of two. Let -tile denote the tile with a value . 
Initially, two tiles, 2- or 4-tiles, are placed on the board at random. In each turn, the 
player makes a move and then the game generates a new 2-tile with a probability of 
9/10 or 4-tile with a probability of 1/10 on an empty cell chosen at random.  

To make a move, the player chooses one of the four directions, up, down, left and 
right. Upon choosing a direction, all the tiles move in that direction as far as they can 
until they meet the border or there is already a different tile next to it. When sliding a 
tile, say -tile, if the tile next to it is also a -tile, then the two tiles will be merged 
into a larger tile, 2 -tile. At the same time, the player gains 2  more points in the 
score. A move is legal if at least one tile can be moved.  
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                        (a)                 (b)                 (c) 

Fig. 1. Examples of 2048 boards 

Consider an example, in which an initial board is shown in Fig. 1 (a). After making 
a move to right, the board becomes the one shown in Fig. 1 (b). Then, a new 2-tile is 
randomly generated as shown in Fig. 1 (c). The player can repeatedly make moves in 
this way. 

A game ends when the player cannot make any legal move. The final score is the 
points accumulated during the game. The objective of the game is to accumulate as 
many points as possible. The game claims that the player wins when a 2048-tile is 
created, but still allow players to continue playing.  

In a 2048-bot tournament held in [18], all the 2048-bot participants play 100 games. 
Their performances are graded by four factors, the win rates, the largest tiles, denoted 
by -tiles, plus the reaching ratios of -tiles, the average scores, and the 
maximum scores, in a formula described in [18].  

2.2  Game Tree Search  

A common game tree search algorithm used for 2048 bots is expectimax search [1].  
Like most game tree search, the leaves are evaluated with values calculated by 
heuristic functions. An expectimax search tree contains two different nodes, max nodes 
and chance nodes. At a max node, its value is the highest value of its children nodes, if 
any. At a chance node, its value is the expected value of its children nodes, if any, each 
with a probability of instances.  

 

Fig. 2. An expectimax search tree 
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Consider the example shown in Fig. 2. For the left chance node of the root, its value 
is derived by calculating the expected value of its two children nodes: 0.9 * 10 + 0.1 * 
30 = 12. For the right chance node of the root, its value is 11 which can be calculated 
in the same way. Thus, the root will choose the left and its value is 12.  

Several features were used in heuristic functions for 2048-bot programs [10][21], 
and three of them are listed as follows. The first is the monotonicity of a board. Most 
high-ranked players might tend to play the game 2048 with tiles arranged decreasingly 
such as those described in [15]. The second is the number of empty tiles on board. The 
more empty tiles, the less likely for the game to end in a few steps. The third is the 
number of mergeable tiles, since it is a measure of the ability to create empty tiles by 
merging tiles of same values.  

For game tree search, transposition table is a very important technique for speed-up. 
One common implementation is based on Z-hashing [23]. In Z-hashing, for each 
position, each possible tile is associated with a unique random number as a key. When 
looking up table, say 2048, the hash value is calculated by making an exclusive-or 
operation on 16 keys.  

2.3  Temporal Difference (TD) Learning 

Reinforcement learning is an important technique in training an agent to learn how to 
respond to the given environment [16]. Markov decision process (MDP) is a model 
commonly used in reinforcement learning, modeling the problems in which an agent 
interacts with the given environment through a sequence of actions according to the 
change of the state and the rewards, if any. In terms of MDP, an AI program for 2048-
like game thus can be regarded as such an agent, which makes actions (legal moves) on 
board states and gets points as rewards.  

Temporal difference (TD) learning [16][22], a kind of reinforcement learning, is a 
model-free method for adjusting state values from the subsequent evaluations. This 
method has been applied to computer games such as Backgammon [19], Checkers 
[13], Chess [2], Shogi [3], Go [14], Connect6 [22] and Chinese Chess [20]. TD 
learning has been demonstrated to improve world class game-playing programs in the 
two cases, TD-Gammon [19] and Chinook [14]. Since 2048-like games can be easily 
modeled as MDP, TD learning can be naturally applied to AI programs for 2048-like 
games.   

In TD(0), the value function s  is used to approximate the expected return of a 
state s. The error between states  and  is , where 

 is the reward at turn 1. The value of  in TD(0) is expected to be 
adjusted by the following value difference ∆ ,  

 ∆  (1) 

where  is a step-size parameter to control the learning rate. For general TD( ) 
(also see [22]), the value difference is 

∆ 1 . (2) 

In this paper, only TD(0) is investigated. 
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In most applications, the evaluation function of states  can be viewed as a 
function of features, such as the monotonicity, the number of empty tiles, the number 
of mergeable tiles [10], mentioned in Subsection 2.2. Although the function was 
actually very complicated, it is usually modified into a linear combination of features 
[22] for TD learning, that is, · , where  denotes a vector of feature 
occurrences in , and  denotes a vector of feature weights.  

In order to correct the value  by the difference ∆ , we can adjust the 
feature weights  by a difference ∆  based on , which is  for linear 
TD(0) learning. Thus, the difference ∆  is  

 ∆ ∆  (3)

 
TD Learning for 2048 In [17], Szubert and Jaskowaski proposed TD learning for 2048. 
A transition from turn  to 1  is illustrated in Fig. 3 (below).  They also 
proposed three kinds of methods of evaluating values for training and learning as 
follows.  

 

Fig. 3. Transition of board states 

1. Evaluate actions. This method is to evaluate the function , , which stands for 
the expected values of taking an action  on a state . For 2048, an action  is 
one of the four directions, up, down, left, and right. This is so-called Q-learning. 
In this case, the agent chooses a move with the highest expected score, as the 
following formula. max ,  (4)

2. Evaluate states to play. This method is to evaluate the value function  on 
state , the player to move. As shown in Fig. 3, this method evaluates  and 

.The agent chooses a move with the highest expected score on , as the 
following formula. max , , ,  (5) 
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where ,  is the reward for action  on state , and , ,  is the 
probability of turning into state  after taking action  on state .  

3. Evaluate states after an action. This method is to evaluate the value function ′  
on state ′ , a state after an action, also called after-states in [17]. As shown in Fig. 
3, this method evaluates ′  and ′ .The agent chooses a move with the 
highest expected score on ′ , as the following formula. , ′ . (6)

In [17], their experiments showed that the third method clearly outperformed the 
other two. Therefore, in this paper, we only consider this method, evaluating after-
states. For simplicity, states refers to after-states in the rest of this paper.  

2.4  N-Tuple Network 

In [17], they also proposed to use N-tuple network for TD learning of 2048. An n-tuple 
network consists of  -tuples, where  is the size of the -th tuple. As shown in 
Fig. 4, one 4-tuple covers four cells marked in red rectangular and one 6-tuple covers 
six cell marked in blue rectangular. Each tuple contributes a large number of features, 
each for one distinct occurrence of tiles on the covered cells. For example, the leftmost 
4-tuple in Fig. 4 (a) includes 164 features, assuming that a cell has 16 occurrences, 
empty or 2-tile to 215-tile.  

 

 
(a)                            (b) 

Fig. 4. (a) Tuples used in [17] and (b) tuples used in this paper 

Based on TD learning, the expected score  is a linear summation of feature 
weights for all occurred features. For each tuple, since there is one and only one feature 
occurrence, we can simply use a lookup table to locate the feature weight. Thus, if the 
n-tuple network includes  different tuples, we need  lookups.  

In [17], they used the tuples shown in Fig. 4 (a) as well as all of their rotated and 
mirrored tuples. All the rotated and mirrored tuples can share the same feature weights. 
Thus, the total number of features is roughly 2x216+2x224, about 32 million.  

Their experiments showed that the tuples shown in Fig. 4 (a) outperformed all other 
n-tuple networks used in their experiments. The experimental results claimed in [17] 
include an average score of 100178 and a maximum score of 261526.  
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In our experiments, we further use a set of features representing large tiles, namely 
-tiles, where  2048. These features are used to indicate difficulty due to large 

tiles. Our n-tuple network apparently outperforms the one used in [17] in terms of both 
average and maximum scores, as shown in Fig. 5 and Fig. 6 respectively. In these 
figures, the number of training games is up to 2 million and average/maximum scores 
in y axis are sampled every 1000 games. For simplicity of analysis, we use the n-tuple 
network in the rest of this paper.  

3.2  MS-TD Learning 

From above, TD learning is intrinsically to train and learn to obtain as high average (or 
expected) scores as possible, and the experiments also demonstrate this. However, TD 
learning does not necessarily lead to other criteria such as high maximum scores, high 

, and the reaching ratios of , though it does often.  
From the experiences for 2048, we observed that it is hard to push to 32768-tiles or 

raise the reaching ratios of 32768-tiles from Fig. 6. However, for most players, earning 
the maximum scores and the largest tiles is a kind of achievement to players, and was 
also one of the criteria of the 2048-bot tournament [18].  

In order to solve this issue, we propose MS-TD learning for 2048-like games. In this 
method, we divide the learning process into multiple stages. The technique of using 
multiple stages has been used to evaluate game states in [4] for Othello.  

In our experiment, we divided the process into three stages with two important 
splitting times, marked as  and , in games.  denotes the first time 
when a 16384-tile is created on a board in a game, and  denotes the first time 
when both 16384-tile and 8192-tile are created. The learning process with three stages 
is described as follows.  

1. In the first stage, use TD learning to train the feature weights starting from the 
beginning, until the value function (expected score) is saturated. At the same time, 
collect all the boards at   in the training games. Now, the set of trained 
feature weights are saved and called the Stage-1 feature weights. 

2. In the second stage, use TD learning to train another set of feature weights starting 
from these collected boards in the first stage. At the same time, collect all the 
boards at   in the training games. Again, the set of trained feature weights 
are saved and called the Stage-2 feature weights.  

3. In the third stage, use TD learning to train another set of feature weights starting 
from these collected boards in the second stage. Again, the set of trained feature 
weights are saved and called the Stage-3 feature weights. 
 

When playing games, we also divide it into three stages in the following way.  
1. Before , use the Stage-1 feature weights to play.  
2. After  and before , use the Stage-2 feature weights to play.  
3. After , use the Stage-3 feature weights to play.  

 
The idea behind using more stages is to let learning be more accurate for all actions 

during the second or third stage, based on the following observation. The trained 
feature weights learned from the first stage (the same as the original TD learning) tend 
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to perform well in the first stage, but may not in the rest of stages for the following 
reason. More large tiles in these stages increase the difficulty of playing the game, and 
therefore the feature weights cannot accurately reflect the expected scores with the 
difficulty. Thus, using another set of feature weights in the next stage makes it more 
likely for the feature weights to reflect the expected scores. In next subsection, the 
observation is justified in the experiments with significant improvements for 2048.  

3.3  Experiments for MS-TD Learning 

In the experiment for MS-TD learning, 5 million training games was run in each stage, 
and average and maximum scores are sampled every 1000 games.  
 

 

Fig. 7. Average scores in MS-TD learning 

 

 

Fig. 8. Maximum scores in MS-TD learning 
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Fig. 7 shows the learning curves of average scores in the three stages. The learning 
curve of average scores in the first stage is marked in blue. However, the learning 
curves in the second and third stages need to be normalized for the purpose of 
comparisons, explained as follows. In the first stage, all the average scores includes 
those accumulated points before . In the second stage, if the average scores do not 
include those points before , then it is unfair for the second stage. However, if the 
average scores include those points before , it is unfair for the first stage since the 
average scores in the first stage include those failing to reach  (the 16384-tile). 
For fair comparison, normalize the average scores in the first stage to a fixed value 
which is the average score of all the boards reaching . In addition, let the average 
scores in the second stage include those points before . Similarly, we also 
normalize average scores for the third stage in the same way.  

In Fig. 7, the learning curve in the second stage, marked in orange, grows higher 
than the normalized of the first stage. This shows that the learning in the second stage 
does slightly improve over the first stage in terms of average scores. The learning 
curve in the third stage, marked in red, is nearly the same as the normalized of the 
second stage.  

Fig. 8 shows the curves of maximum scores in the three stages. In this figure, the 
curve for the third stage does go up to 500,000 often, which actually indicate to reach 
32,768-tiles. In contrast, the curves for the first and second stages rarely reach 32,768-
tiles. This demonstrates that maximum scores can be significantly improved by using 
MS-TD learning.  

3.4  Expectimax Search  

Expectimax search fits after-states evaluation well. As described in Subsection 2.2, 
max nodes are the states, where players to move, and chance nodes are the after-
states, where new tiles to be generated after moves. For TD learning, the learned 
after-state values can be used as the heuristic values of leaves. Thus, choosing the 
maximum after-state values can be viewed as expectimax search with depth one. Fig. 
2 shows an example of expectimax search with depth 3. So, the depth for our 
expectimax search is an odd number. Then, we compare the performance results as 
follows.  

Table 1. Result of 1000 games for TD learning 

\Depth 
Reaching ratio\ 

1 3 5 7 

2048 97.1% 99.9% 100.0% 100.0%

4096 88.9% 99.8% 100.0% 100.0%

8192 67.3% 96.9% 98.9% 98.5%

16384 18.1% 73.5% 80.7% 80.2%

32768 0.0% 0.0% 0.0% 0.0%

Maximum score  375464 385376 382912 382760

Average score 142727 282827 304631 302288
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Table 2. Result of 1000 games for MS-TD learning 

\Depth 
Reaching ratio\ 

1 3 5 7 

2048 97.1% 99.9% 100.0% 100.0%

4096 88.9% 99.8% 100.0% 100.0%

8192 67.3% 96.9% 98.9% 98.5%

16384 18.1% 73.5% 80.7% 80.2%

32768 0.1% 9.4% 10.9% 4.6%

Maximum score  447456 536008 605752 581416

Average score 143473 310242 328946 313776

 
Table 1 shows the performance results of running 1000 games for the original TD 

learning in depths 1, 3, 5 and 7, respectively, while Table 2 shows those for MS-TD 
learning with three stages. Note that all the reaching ratios of all 16384-tiles and 
smaller tiles are the same, since both uses the same feature weights during the first 
stage. Besides, the comparisons between the two learning methods in the maximum 
scores and the average scores are shown in Fig. 9 and Fig. 10, respectively. 

 

  

Fig. 9. Comparison of maximum scores 

 

 

Fig. 10. Comparison of average scores 
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First, the results shows that the performance for MS-TD learning clearly 
outperforms that for the original TD learning. Especially, MS-TD learning 
significantly improves the maximum scores and the achieved ratios of 32768-tiles 
from 0% to 10.9%.  

Second, the results also shows that the expectimax search in depth 5 performs the 
best, even better than the one with depth 7. The result shows that higher depths larger 
than 5 do not help much. Our observation is that the trained feature weights include 
noise which makes it less effective for deeper search. 

From above, our 2048 program can reach 32768-tiles with probability 10.9%, the 
maximum score 605752, and the averaged score 328946. The program outperforms all 
the known 2048 programs up to date, except for the program in [10], which heavily 
relies on deep search heuristics tuned manually. Their program can reach 32768-tiles 
with probability 32%, but ours runs about 100 times faster.  

3.5 Discussion  

For MS-TD learning, an issue to discuss is what are the optimal number of stages and 
the splitting times. We did try several different kinds of stages by adding more splitting 
times. For example, add , the first time when a 8192-tile is created, and , 
the first time when all of 16384-tile, 8192-tile and 4096-tile are created. However, our 
experiments showed no better performance than the original three stages. 

4 Conclusion 

This paper proposes a new learning method, MS-TD (multi-stage TD) learning, which 
improves the performance effectively, especially for maximum scores and the reaching 
ratios of 32768-tiles. In our experiments, our 2048 program can reach 32768-tiles with 
probability 10.9%, the maximum score 605752, and the average score 328946. The 
program outperforms all the known 2048 programs up to date, except for the one in 
[10], which heavily relies on deep search heuristics tuned manually and runs about 100 
times slower than ours.  

Interestingly, MS-TD learning can be easily applied to other 2048-like games, such 
as Threes. Our program for Threes can reach 6144-tiles with probability 10%, which 
outperforms all the known Threes programs up to date and also won the champion in 
the 2048-bot tournament [18]. Furthermore, it is interesting and still open whether the 
method can be applied to other kinds of applications, such as non-deterministic two-
player games, or even the planning applications, which can be separated into several 
stages.  
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Abstract. Automatically detecting temporal relations among
dates/times and events mentioned in patient records has much potential
to help medical staff in understanding disease progression and patients
response to treatments. It can also facilitate evidence-based medicine
(EBM) research. In this paper, we propose a hybrid temporal relation
extraction approach which combines patient-record-specific rules and the
Conditional Random Fields (CRFs) model to process patient records. We
evaluate our approach on i2b2 dataset, and the results show our approach
achieves an F-score of 61%.

Keywords: discharge summaries, conditional random fields, temporal
relation extraction.

1 Introduction

Temporal information extraction (TIE), an important task in natural language
processing (NLP), is the extraction of temporal relations among the events and
dates/times found in plain text. TIE has been used for a variety of NLP appli-
cations in several domains. It is especially useful for processing patient records
in the clinical domain. To improve TIE in the clinical domain, the Sixth Infor-
matics for Integrating Biology and the Bedside (i2b2) NLP challenge [7] invites
participants to develop TIE systems for processing patient records. The chal-
lenge released a dataset, which contains the TLINK, EVENT and TIMEX3 tags
defined in TimeBank [4], and proposed three tracks: (1) EVENT/TIMEX3 track:
recognize event and time expressions; (2) TLINK track: identify the temporal
relations of the given EVENT and TIMEX3 tags; (3) End-to-End track: perform
the above two tasks on raw discharge summaries. In this paper, we will focus on
the TLINK track.
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TLINK track systems usually use machine learning approaches such as Sup-
port Vector Machine (SVM) [6] and Maximum Entropy (ME) [1]. Some systems
have used rule-based approaches [1]. Although generally rule-based approaches
do not outperform machine learning [7], some linguistic rules can be especially
useful in processing patient recordsfor example, a rule stating that an event in
a patients hospital course section usually appears after the admission time and
before the discharge time. In this paper, we explain an approach that combines
linguistic rules and CRFs to carry out temporal information extraction.

2 Related Work

Chang et al. [1] proposed a hybrid method to identify TLink type. They com-
bined a rule-based approach and an ME-based approach and developed an al-
gorithm to integrate the results of the two approaches. Tang et.al. [8] divided
the TLINK extraction task into three sub-tasks: 1. Identify TLinks between
events and section time; 2. Identify TLinks between events/times within one sen-
tence (sentence-internal TLinks); 3. Identify TLinks between events/times across
sentences (cross-sentence TLinks). They built classifiers for each of the three
categories of TLinks above. Then they applied event position information, bag-
of-words, part-of-speech (POS) tags, dependency-related features, time-related
features, event-related features, distance features and conjunction features. Their
system, based on linear chain CRFs and the SVM model, achieved a F-score
69.32% in the TLINK-only track in the i2b2 2012 challenge.

3 Approaches

Our TLINK extraction approach includes a rule-based approach and a CRFs-
based approach. The rule-based approach uses Tangs definition [8] to separate
time-event and event-event pairs into three categories, including section-event,
within-sentence, and cross-sentences pairs. According to the linguistic charac-
teristics of these categories, our rule-based system assign TLink types to these
pairs. Since some events/times are related to their surrounding event/times, we
consider TLink extraction a sequence labeling problem and use the CRFs model
to solve it.

3.1 Rule-Based Approach

We formulate TLink extraction as a relation-classification task. Given an
event/time pair (i, j), which might be one of the event-event, time-event or
section-event pairs, we need to determine the TLink type of this pair e.g., BE-
FORE, which means that i is before j. We use the predicate TLink(i, j, tlink)
to describe that i has the relation type tlink for j, where tlink ∈ {BEFORE,
OVERLAP, AFTER, etc ...}. For example, TLink(i, j, “AFTER′′) means that
i occured after j.
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Rule set 1: Section-event Rules
In patient records, we need to determine the TLink types between the events

and identify the admission/discharge times. And we designed seven section-event
rules (R.SE) to determine the TLink type of the section-event pair.

R.SE.1: inHospitalCourseSection(si) ∧ inSentence(ej, si)
⇒ TLink(ej, tadmission, “AFTER′′) ∧ TLink(ej, tdischarge, “BEFORE′′)

R.SE.2: inClinicalHistorySection(si) ∧ inSentence(ej, si)
⇒ TLink(ej, tadmission, “OV ERLAP ′′) ∧ TLink(ej, tdischarge, “BEFORE′′)

R.SE.3: inAdmissionSection(si) ∧ inSentence(ej, si)
⇒ TLink(ej, tadmission, “OV ERLAP ′′) ∧ TLink(ej, tdischarge, “BEFORE′′)

R.SE.4: inDischargeSection(si) ∧ inSentence(ej, si)
⇒ TLink(ej, tadmission, “AFTER′′) ∧ TLink(ej, tdischarge, “OV ERLAP ′′)

R.SE.5: inOtherSection(si) ∧ inSentence(ej, si)
⇒ TLink(ej, tadmission, “AFTER′′) ∧ TLink(ej, tdischarge, “OV ERLAP ′′)

R.SE.6: inClinicalHistorySection(si) ∧ hasAdmissionKeyword(si)
⇒ TLink(ej, tadmission, “BEFORE′′) ∧ TLink(ej, tdischarge, “BEFORE′′)

R.SE.7: inClinicalHistorySection(si) ∧ hasPastWord(si)
⇒ TLink(ej, tadmission, “BEFORE′′) ∧ TLink(ej, tdischarge, “BEFORE′′)

where si is the ith sentence, ej is the jth event, tadmission is the admis-
sion time, inSentence(ej, si) means the jth event is in the ith sentence, and
inHospitalCourseSection(si) means the si sentence is in hospital course sec-
tion. The adminision keywords are ”admission”,”admit” and ”present”. For
instance, R.SE.1 means si is in hospital course section in the patient record
and there is an event ei in si. ei will be TLink(ej, tadmission, “AFTER′′) and
TLink(ej, tdischarge, “BEFORE′′).

Rule set 2: Within-sentence Rules
Events and times appearing in the same sentence are very likely to have the

same TLink type. We developed five rules (R.WS) to classify their TLink types.
R.WS.1: isEventType(ei, “PROBLEM ′′) ∧

isEventType(ej, “TREATMENT ′′) ⇒ TLink(ei, ej, “AFTER′′)
R.WS.2: isEventType(ei, “CLINICALDEPT ′′) ∧

isEventType(ej, “TREATMENT ′′) ⇒ TLink(ei, ej, “OV ERLAP ′′)
R.WS.3: isEventType(ei, “PROBLEM ′′) ∧

isEventType(ej, “TEST ′′) ⇒ TLink(ei, ej , “BEFORE′′)
R.WS.4: isEventType(ei, etype) ∧

isEventType(ej, etype) ⇒ TLink(ei, ej, “OV ERLAP ′)
R.WS.5: inSentence(e, si) ∧ inSentence(t, si) ∧

theNearestT ime(e, t) ⇒ TLink(e, t, “OVERLAP ′′)
where isEventType(ei, “PROBLEM ′′) means the ei is the event type

“PROBLEM”, and theNearestT ime(e, t) means the time t is the nearest time
to the event e.

Rule set 3: Cross-sentence Rules
Cross-sentence rules classify the TLink types of the event pairs which cross

sentences. According to Tang et al. [8]’s observation, there are two main types of
cross-sentence TLinks: (1) TLinks between main events in consecutive sentences,
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and (2) TLinks between events that are co-referenced. To resolve both cases,
we designed three rules for consecutive sentences (R.CS) and one rule for co-
referenced events (R.CR).

R.CS.1: isEventType(ei, “EV IDENTIAL′′)∧ isEventContain(ei, “report”)
∧ isEventType(ej, “PROBLEM ′′) ⇒ TLink(ei, ej .“AFTER′)

R.CS.2: isEventType(ei, “OCCURRENCE′′) ∧ isEventContain(ei,
“admission”) ∧ isEventType(ej, “TREATMENT ′′) ⇒ TLink(ei, ej ,
“AFTER′′)

R.CS.3: isEventType(ei, etype) ∧ isEventType(ej, etype)
⇒ TLink(ei, ej , “OV ERLAP ′′)

R.CR.1: isCoreference(ei, ej)
⇒ TLink(ei, ej , “OV ERLAP ′′)

where; isCoreference(ei, ej) means ei and ej have any word in common and
are before/after one sentence with the same event type.

3.2 CRFs-Based approach

In the rule-based approach, once the event-time or event-event pair are matched
by our rules, and they will be assigned the TLink types. The rules always assign
the TLink type to each pair individually, and the dependency relation between
the similar or near event/time are not considered. However, pairs are not wholly
independent in following cases:

case i. Pair with the same time
case ii. Pair with the same event
We formulate the task of assigning TLink types to a series of pairs as a se-

quence labeling problem and solve it using CRFs. Pair with the same event/time
in the same sentence are treated as a sequence in the order they appears in
sentences. For example, if the order of the time and events in the sentence is
[e1, t1, e2, e3] and we will expand them into {(t1, e1), (t1, e2), (t1, e3)}; if the order
of the events appear in the sentence is [a, b, c, d] and we will expand them into
{(a, b), (a, c), (a, d), (b, c), (b, d), (c, d)}

Conditional Random Fields
CRFs are undirected graphical models, in which each node represents a state
that is trained to maximize a conditional probability [3]. A linear-chain CRF
with parameters λ = {λ1, λ2, ...} defines a conditional probability for a state
sequence y = y1...yn given a length-n input sequence x = {x1, ..., xn} as follows:

p(y|x) = 1
Z(x)exp

∑
c∈C

∑
j λjhj(yc, x, c)

Z(x) =
∑

yexp
∑

c∈C

∑
j λjhj(yc, x, c)

where Z(x) is the normalization factor that ensures the probability of all state
sequences sum to one, C is the set of all cliques in the target sentence, and c
is any single clique. A clique is a fully connected subset of nodes. Note that
hj(yc, x, c) is usually a binary-valued feature function and λj is its weight. Large
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positive λj values indicate a preference for such an event, while large negative
values make the event unlikely. The size of c determines which states hj can refer
to. If c contains only the current state, then hj can only refer to the current state.
However, if c contains the current and the previous states, then hj can refer to
all of them. We use the linear chain CRFs. Set C contains only current-state
and current-and-previous state types. Given x, the conditional probability of y
is equal to the exponential sum of λjhj in all cliques. The most probable label
sequence for x,

y∗ = argmaxyPλ(y|x)
can be efficiently determined using the Viterbi algorithm [9]. The parameters
can be estimated by maximizing the conditional probability of a set of label se-
quences, given each of their corresponding input sequences. The log-likelihood of
a training set {(x(i), y(i)) : i = 1, ...,M} is written as: To optimize the parameters
in CRFs, we use a quasi-Newton gradient-climber BFGS [5].

Features
We transform all rules used in the rule-based approach to CRF features. Feature
set i corresponds to Rule set i.

Feature set 1: Section-event Features
The following are two examples of section-event features. The first feature is a

unigram feature and refers to the pair yi. The second one is a bigram feature and
refers to yi and yi−1. For the admission and discharge times, we train different
classifiers.

hi(yc, x, [i− 1, i]) =

{
1, if R.SE.1(sa, eb, tadmission) and yi = B −AFTER

0, otherwise

hi(yc, x, [i−1, i]) =

⎧⎪⎨⎪⎩
1, if R.SE.1(sa, eb, tadmission) and yi−1 = B −AFTER

and yi = I −AFTER

0, otherwise

Feature set 2: Within-sentence Features

The following are two examples of within-sentence features. The first refers
to the pair yi and the second refers to yi and yi−1:

hi(yc, x, [i− 1, i]) =

{
1, if R.WS.1(ea, eb) and yi = B −AFTER

0, otherwise

hi(yc, x, [i − 1, i]) =

⎧⎪⎨⎪⎩
1, if R.WS.1(ea, eb) and yi−1 = B −AFTER

and yi = I −AFTER

0, otherwise
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Feature set 3: Cross-sentence Features

The following are two examples of cross-sentence features. The first refers to
the pair yi and the second refers to yi and yi−1:

hi(yc, x, [i − 1, i]) =

{
1, if R.CS.1(ea, eb) and yi = B − AFTER

0, otherwise

hi(yc, x, [i − 1, i]) =

⎧⎪⎨⎪⎩
1, if R.CS.1(ea, eb) and yi−1 = B −AFTER

and yi = I −AFTER

0, otherwise

4 Experiments

Dataset
We use the i2b2 2012 TLINK track dataset as our evaluation dataset. The dataset
contains 190 patient history records in its training set and 120 patient history
records in its test set.

Evaluation
The results are given as F-score and defined as F = 2×P×R

P+R , where P denotes
the precision and R denotes the recall. The formulae for calculating P and R
are as follows:
P = the number or correctly recognized TLink

the number of recognized TLink

R = the number or correctly recognized TLink
the number of TLink

Results
Table 1 shows the performance of our rule-based and CRFs-based approaches.
The rule-based approach achieved an F-score 55% and the CRFs-based approach
achieved an F-score 61%. Table 2 shows the performance of our CRFs-based
approach on different relation pair categories. Our approach shows higher per-
formance on event and time/section TLinks. It achieved an F-score of 80% for
section-event pairs, which is the highest among all categories, and 67% for time-
event pairs. Event-event pairs sometimes have no TLink; however, our approach
fails to classify them into NULL. As a result, in the event-event category our
system only achieved a precision of 33%. Our systems performance was worst in
the coreference category (F-score 36%), likely because we have only one rule to
classify coreference pairs.
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Table 1. Performance of the rule-based and CRFs-based approaches on test set

Config. Precision Recall F-score

Rule-based 0.66 0.47 0.55

CRFs-based 0.59 0.63 0.61

Table 2. Performance comparison of different temporal relation pair categories on
test set

Relation Category Precision Recall F-score

Event-sectime 0.88 0.73 0.80

Event-event 0.33 0.77 0.46

Event-time 0.62 0.75 0.67

Consecutive 0.68 0.46 0.55

Co-reference 0.32 0.42 0.36

5 Conclusion

We developed a hybrid TLink extraction system combining a rule-based ap-
proach and a CRFs-based approach to extract temporal relations in clinical
records. In our rule-based approach, we define and apply a number of linguistic
rules. Our CRFs-based approach divides the TLink extraction tasks into three
sub-tasks and formulates them as sequence labeling problems. We use the above
linguistic rules as features to solve these problems. We evaluate our system on
the i2b2 2012 TLINK task dataset, and our results show that our approach
achieves a F-score of 61%.
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Abstract. Artificial bee colony (ABC) algorithm is a novel heuristic algorithm 
inspired from the intelligent behavior of honey bee swarm. ABC algorithm has 
a good performance on solving optimization problems of multivariable 
functions and has been applied in many fields. However, traditional ABC 
algorithm chooses solutions on the onlooker stage with roulette wheel selection 
(RWS) strategy which has several disadvantages. Firstly, RWS is suitable for 
maximization optimization problem. The fitness value has to be converted when 
solving minimization optimization problem. This makes RWS difficult to be 
generally used in real-world applications. Secondly, RWS has no any parameter 
that can control the selection pressure. Therefore, RWS is not easy to adapt to 
various optimization problems. This paper proposes a tournament selection 
based ABC (TSABC) algorithm to avoid these disadvantages of RWS based 
ABC. Moreover, this paper proposes an elitist strategy that can be applied to 
traditional ABC, TSABC, and any other ABC variants, so as to avoid the 
phenomenon that ABC algorithm may abandon the globally best solution in the 
scout stage. We compare the performance of traditional ABC and TSABC on a 
set of benchmark functions. The experiment results show that TSABC is more 
flexible and can be efficiently adapted to solve various optimization problems 
by controlling the selection pressure. 

Keywords: Artificial bee colony (ABC) algorithm, roulette wheel selection, 
tournament selection, selection strategy, elitist strategy. 

1 Introduction 

With the development of optimization techniques, many heuristic algorithms play 
important roles in solving numeric and combinatorial optimization problems [1]-[3]. 
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Artificial Bee Colony (ABC) Algorithm is a novel swarm intelligence based 
algorithm introduced by Karaboga and Basturk to solve the optimization problem of 
multivariable functions [4]. Compared with Genetic Algorithm (GA) [5], Particle 
Swarm Optimization (PSO) [6] or some other population based algorithms, ABC 
algorithm has the faster convergence speed and the better ability to get out of a local 
optimal solution [4]. As a consequence, ABC algorithm attracts extensive attention 
and obtains rapid development in various fields. 

Although ABC algorithm has good performances on optimization, there are still 
some insufficiencies in the selection strategy. In the onlooker bee stage of traditional 
ABC algorithm, an onlooker randomly chooses a food source with the probability 
value calculated from roulette wheel selection (RWS) strategy. However, compared 
with other selection strategies, RWS has two key disadvantages. Firstly, although 
RWS is a well-known random selection strategy according to the proportion of 
different components of a system, it is inconvenient when solving minimization 
problems because the fitness values have to be converted to make the smaller value 
has more probability to be chosen. Secondly, RWS has no adjustable parameters to 
adapt its selection pressure to different optimization problems. In order to improve the 
optimization ability of ABC algorithm, these two disadvantages should be avoided. In 
this paper, we propose to adopt tournament selection (TS) strategy in ABC to avoid 
the above two disadvantages. In the literatures, TS has been used in some 
optimization algorithms, such as Genetic Algorithm (GA), that shows good 
performance in population selection [7]. TS strategy can be applied easily in both 
minimization and maximization problems because it compares the fitness values to 
select better solutions. Moreover, TS strategy has a parameter λ (the proportion of 
solutions to be chosen) that can adjust selection pressure for various optimization 
problems. Therefore, the proposed TS based ABC (TSABC) algorithm can extend the 
generality of ABC algorithm. Another contribution of this paper is to design the elitist 
strategy to the standard ABC framework. Although ABC has been widely studied, it 
is strange that no literatures specifically claim that the ABC algorithm should not 
abandon the historically best solution that has found so far. On scout stage of ABC, 
the food source (solution) that cannot be improved for a certain generations will be 
abandoned. However, if the solution is the globally best one of the population, such 
abandon can make the ABC algorithm deteriorated. In order to avoid such bad 
influence on optimization, we propose the elitist strategy to ABC. This strategy uses 
an extensive archive to keep the historically best solution during the running. This 
solution is not in the ABC population, but is updated in every generation if the 
globally best solution of the population is better than this solution. Therefore, even 
though the scout stage may abandon the globally best solution of the population (e.g., 
it has not improved for a long time), the historically best solution won’t be 
abandoned. This is only a slight change to the ABC framework. It not only has no 
negative influences on the performance, but also can be applied to any ABC variants, 
which can be considered as a standard component in the ABC algorithmic framework. 

This paper aims to improve ABC algorithm with TS strategy and compare its 
performance with that with RWS. Also, the optimization ability of TSABC algorithm 
is analyzed under the change of control parameter values. The rest of the paper is 
structured as follows. Section 2 introduces ABC algorithm and its current 
development. The TSABC algorithm and the experimental results are presented in 
Section 3 and Section 4, respectively. Finally, conclusions are given in Section 5. 
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2 ABC Algorithm 

2.1 Algorithm Framework 

Inspired from the intelligent foraging behavior of honey bee swarm, ABC algorithm 
searches the optimal solutions with three groups of bees: employed bees, onlookers, 
and scouts. In the algorithm, one half of the colony consists of the employed bees, and 
the other half constitutes the onlookers. There is only one employed bee for each food 
source. Employed bees search available food sources and measure their nectar 
amounts, then change the food information with onlookers waiting on the dance area. 
The employed bee whose food source is exhausted will abandon the previous one and 
become a scout to search for a new food source. 

In ABC algorithm, the position of a food source represents a possible solution to 
the optimization problem. The nectar amount is corresponded to the quality of the 
associated solution. In the initial phase, SN solutions are generated randomly, where 
SN denotes the size of population. And the number of employed bees or onlookers is 
equal to the number of solutions. Each solution is a D-dimensional vector. The initial 
solutions are randomly generated with the equation as follows:  

  ( )( ), min, max, min,0,1i j j j jx x rand x x= + −                        (1) 

where i = 1, 2, …, SN, j = 1, 2, …, D, ,  and ,  are the lower and upper 
bounds of dimension j respectively.  

After initialization, the population of the solutions is subjected to repeat cycles. An 
employed bee searches around the position in her memory to find a new food source 
and measure its nectar amount. Comparing the nectar amount of the new food source 
with that of the previous one, employed bee would memory the new position and 
forget the old one if the quality of the new position is better. Otherwise, employed bee 
keeps the information of the previous position. The employed bees produce a 
candidate food position from the old one as: 

( ), , , , ,i j i j i j i j k jv x x xφ= + −                            (2) 

where ,  is a random number between [-1,1], ∈ 1,2, … ,  and ∈ 1,2, … ,  
are chosen randomly. Here k has to be different from i. If the value of ,  exceeds 
the bound [xmin,j, xmax,j], it can be set to an accept value. For instance, the value of the 
parameter exceeding can be set to its limit value. 

On the dance area, an onlooker evaluates the nectar information taken by employed 
bees and chooses a food source with a probability related to its nectar amount. The 
probability pi is calculated as follows: 

1

i
i SN

n
n

fit
p

fit
=

=

∑
                                    (3)

 

where fiti presents the fitness value of the solution i which is calculated by its 
employed bee and proportional to the nectar amount of the food source. It is observed 
that the position with better quality has more probability to be chosen. After choosing 
a food source, an onlooker searches the neighboring area of the source by Eq. (2) to 
generate a new candidate solution. Similar to the employed bee, if the new solution is 
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better than the source, the source is replaced by the new solution. All the onlookers do 
similar work to explore new solutions for the sources. 

In ABC algorithm, if a position cannot be improved through a predetermined 
number of cycles, which called limit, that food source has to be abandoned. Then the 
employed bee related to that position becomes a scout and searches a new food source 
randomly to replace the old one. 

Above are the search processes of employed bees, onlookers, and scouts. The 
framework of ABC algorithm is described in Fig. 1. 
 
 

 

Fig. 1. Framework of ABC algorithm 
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2.2 Current Development of ABC 

The ABC algorithm is introduced by Karaboga and Basturk in 2005. Because of its 
simplicity and ease of implementation, ABC algorithm has attracted more and more 
attentions. To make advances of ABC, many scholars do various researches from 
different aspects. One of the research trends is studying the search equation 
[8][9][10]. Inspired by PSO, Zhu and Kwong [8] proposed a gbest-guided ABC 
(GABC) algorithm which can incorporate the information of globally best solution 
into the solution search equation. Although improving the exploitation of the 
algorithm, GABC may cause an oscillation because of the guidance of two terms in 
the search equation. So on this basis, Gao et al. [9] presented a CABC algorithm 
which randomly chooses a solution instead of the current solution to compose the 
search equation. In CABC algorithm, the modified search equation can bring more 
information and produce an appropriate candidate solution to balance exploration and 
exploitation. 

By now, ABC algorithm has been wildly applied to solve many problems. 
Karaboga [11] designed infinite impulse response (IIR) filters with ABC algorithm. 
Singh [12] applied ABC algorithm for the leaf-constrained minimum spanning tree 
(LCMST) problem. Rao et al. [13] used ABC algorithm to solve the distribution 
system loss minimization problem which showed that ABC has good performance in 
the quality of solution and computation efficiency. Furthermore, ABC algorithm has 
also been applied in many other fields, such as the lot-streaming flow shop scheduling 
problem [14], and training of neural network [15]. 

3 TSABC 

In ABC algorithm, an onlooker selects one of the food sources after changing 
information with employed bees on dance area. This selection process influences the 
convergence speed and optimization ability of the algorithm. Low selection pressure 
(more solutions can be selected) may result in the ability to explore wide regions in 
the solution space to discover the global optimum, but is deficient in the rate of 
convergence. On the other hand, although high pressure (give more chance to better 
solutions) may perform well in convergence, it makes the search of solution restrained 
in a small region. Therefore, selection pressure should be properly adjusted under 
different optimization situations to keep the balance between exploration and 
exploitation. Traditional ABC algorithm is insufficient in adjusting selection pressure 
since RWS strategy has no parameter. TSABC uses TS strategy to select solutions on 
the onlooker stage. The process of TS is as follows: 

Step.1 Determine the proportion of solutions to be chosen λ (0 < λ < 1). 
Step.2 Choose λSN solutions randomly, where SN is the number of food sources.  
Step.3 Compare their fitness value and select the best one for an onlooker to generate 

a candidate solution and memory the one with better fitness value. 
Step.4 Repeat step. 2 and step. 3 for SN times, where SN also presents the number of 

onlookers.  
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With the parameter λ, TSABC can adjust selection pressure flexibly under 
different optimization problems. On the other hand, RWS strategy has to be converted 
when solving minimum optimization problems. According to Eq. (3), the fitness value 
fiti should be changed to its reciprocal or be switched within other functions which 
can make the solution with smaller value has more chances to be chosen. On the 
contrary, TS strategy is convenient and flexible for both minimum and maximum 
problems. 

4 Experimental Studies 

In order to evaluate the performance of TSABC algorithm, thirteen benchmark 
functions are used herein. These functions are described in Table 1. Each of them is 
30-dimension function.  to  are unimodal functions while  to  
are multimodal functions. 

Table 1. Benchmark functions 

Benchmark functions Dimension Domain Min Accepted 
value 
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To avoid interference from other influencing factors, all experiments were run for 
300,000 function evaluations and each of them was repeated 30 times independently. 
The population size SN is 50, and the parameter limit is set as 1000. In addition, elitist 
strategy is applied in both ABC and TSABC algorithm. The experiments were divided 
into two parts. The first part is optimizing the benchmark functions by TSABC 
algorithm and comparing their optimal solutions under different values of parameter λ 
in the TS strategy. The other part is the optimizations of benchmark functions by 
traditional ABC algorithm and comparing them with the experiment results of 
TSABC algorithm. 

In the experiment of TSABC algorithm, the proportion of solutions (λ) is set as 
0.02, 0.1, 0.2, 0.4, 0.6, 0.8, and 0.9, respectively. The experiments are proceeded 
independently and the results are showed in Table 2 and Table 3, where the bold 
values is the minimum values in each function column, avg and SD present the 
average of fitness values and the standard deviation in 30 times respectively. It can be 
concluded from the experiment result that for different benchmark functions, the best 
results are obtained by TSABCs that use different values of λ. That is to say, different 
functions should be optimized with different selection pressure. In TSABC algorithm, 
we can control the selection pressure through determining different proportions of 
solutions (λ) in the TS strategy. 

Table 2. Comparison among different value of parameter λ in tournament selection strategy 
with benchmark functions (f1(x) - f7(x)) 

λ  f1(x) f2(x) f3(x) f4(x) f5(x) f6(x) f7(x) 

0.02 
avg 
SD 

9.70E-47 
8.70E-47 

2.15E-24 
9.70E-25 

4653.3 
943.819 

0.787244 
0.118832 

0.0780279 
0.108088 

0 
0 

0.0329599 
0.00681458 

0.1 
avg 
SD 

1.79E-37 
1.54E-37 

9.57E-20 
3.73E-20 

2136.7 
479.985 

0.102241 
0.023434 

0.0484923 
0.0703702 

0 
0 

0.0172999 
0.00451125 

0.2 
avg 
SD 

6.88E-34 
7.01E-34 

5.97E-18 
3.83E-18 

1302.43 
412.324 

0.0512829 
0.00898793 

0.0646095 
0.142791 

0 
0 

0.0135199 
0.00400185 

0.4 
avg 
SD 

3.06E-31 
4.92E-31 

1.00E-16 
5.05E-17 

666.061 
219.095 

0.0292305 
0.00804453 

0.0899865 
0.206365 

0 
0 

0.00810017 
0.0026816 

0.6 
avg 
SD 

3.32E-30 
2.76E-30 

4.93E-16 
3.31E-16 

452.737 
194.462 

0.0231311 
0.00465257 

0.0511788 
0.0677494 

0 
0 

0.00536595 
0.00184911 

0.8 
avg 
SD 

2.07E-29 
1.57E-29 

1.30E-15 
8.60E-16 

411.615 
172.012 

0.0230305 
0.00592132 

0.105486 
0.164903 

0 
0 

0.0047305 
0.00180727 

0.9 
avg 
SD 

9.71E-29 
1.60E-28 

1.62E-15 
5.77E-16 

315.263 
143.722 

0.0223896 
0.005066 

0.182286 
0.243687 

0 
0 

0.00455137 
0.00150967 
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Table 3. Comparison among different values of parameter λ in tournament selection strategy 
with benchmark functions (f8(x) – f13(x)) 

λ  f8(x) f9(x) f10(x) f11(x) f12(x) f13(x) 

0.02 
avg 

SD 

-12569.5 

2.48E-12 

0 

0 

7.55E-15 

0 

0 

0 

1.57E-32 

8.35E-48 

1.35E-32 

5.57E-48 

0.1 
avg 

SD 

-12569.5 

2.19E-12 

0 

0 

1.39E-14 

1.45E-15 

0 

0 

1.57E-32 

8.35E-48 

1.35E-32 

5.57E-48 

0.2 
avg 

SD 

-12569.5 

2.34E-12 

0 

0 

2.21E-14 

3.89E-15 

0 

0 

1.57E-32 

8.35E-48 

3.53E-32 

8.81E-32 

0.4 
avg 

SD 

-12569.5 

2.55E-12 

0 

0 

3.27E-14 

5.10E-15 

0 

0 

1.79E-30 

6.58E-30 

9.14E-29 

4.91E-28 

0.6 
avg 

SD 

-12569.5 

2.68E-12 

0 

0 

4.64E-14 

1.29E-14 

0 

0 

2.67E-30 

1.15E-29 

2.43E-28 

6.84E-28 

0.8 
avg 

SD 

-12569.5 

3.04E-12 

0 

0 

7.16E-14 

2.58E-14 

0 

0 

1.61E-27 

5.76E-27 

4.39E-25 

2.39E-24 

0.9 
avg 

SD 

-12569.5 

2.74E-12 

0 

0 

8.27E-14 

2.85E-14 

0 

0 

6.48E-28 

1.97E-27 

1.69E-24 

7.44E-24 

 
In the comparative experiment of RWS and TS, the Eq. (3) has to be switched 

because the benchmark functions are all the minimum optimization problems. In this 
paper, the switch function is as follows: 

1

1
i

if
fit OPT

=
− +

,                                 (4) 

where fiti is the fitness value of the solution i, and OPT presents the minimum value 
of the problem. In this work, the minimum value of the benchmark functions have 
already been given. If the minimum value is unknown, we can set the optimal value 
that has been found so far as OPT. Then the selection Eq. (3) becomes: 

1

i
i SN

n
n

f
p

f
=

=
∑

.                                     (5) 

It can be seen that roulette wheel selection based ABC algorithm is inconvenient 
when solving minimum optimization problems since the switch function has to be 
designed under different situations. Within Eqs. (4) and (5), the optimizations of 
benchmark functions by ABC algorithm are showed in Table 4, which also displays 
the experiment results of TSABC algorithm with λ = 0.05. 

According to the data in Table 4, we can notice that the optimization results by 
ABC are almost same with that of TSABC under λ = 0.05. That is to say, roulette 
wheel selection strategy and tournament selection with λ = 0.05 produce the same 
level of selection pressure. This selection pressure may have good performances in 
solving some optimization problems, but there are still many other problems which 
need less or more selection pressure to reach the optimal result. However, roulette 
wheel selection based ABC algorithm has no adjustable parameters to control it.  
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In this way, tournament selection based ABC algorithm has more adaptability for 
various optimization problems and can be applied easily in both minimum and 
maximum optimizations. 

Table 4. Optimizations of ABC algorithm and TSABC algorithm with λ = 0.05 

Function 
Roulette wheel selection Tournament selection (λ=0.05) 

avg SD avgFES avg SD avgFES 

f1 3.91E-43 5.08E-43 52376 1.06E-43 1.14E-43 59140 

f2 1.05E-23 4.64E-24 102296 6.39E-23 2.51E-23 89383 

f3 3254.14 929.843 - 3614.27 634.464 - 

f4 0.583742 0.169694 - 0.340325 0.0652423 - 

f5 0.0242212 0.028179 217184 0.0796629 0.150301 208400 

f6 0 0 11230 0 0 28800 

f7 0.0312633 0.00682426 - 0.0281961 0.00804064 278200 

f8 -12569.5 2.03E-12 103856 -12569.5 2.11E-12 122890 

f9 0 0 84203 0 0 104443 

f10 7.67E-15 6.49E-16 108773 1.00E-14 2.49E-15 104423 

f11 0.000246535 0.00135033 82875 0 0 72593 

f12 1.57E-32 8.35E-48 43533 1.57E-32 8.35E-48 49766 

f13 1.35E-32 5.57E-48 56303 1.35E-32 5.57E-48 57413 

5 Conclusions 

In this paper, we proposed a tournament selection based ABC (TSABC) algorithm 
and compared its performance with traditional ABC algorithm. Comparative 
experiments have been conducted on 13 benchmark functions. In the experiment, we 
applied elitist strategy to keep the historically optimal solution. This method can 
prevent the abandon of the best solution that has been found so far. The experimental 
results show that the TS strategy can be applied flexibly in both minimum and 
maximum optimization, and can adjust selection pressure for different optimization 
problems. Moreover, TSABC is easy for implementation for that TS strategy does not 
need to calculate the select probability of each solution. 
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