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Abstract. Virtual Reality (VR) is a computer-based simulation designed to ex-
pose users to environments in order to replicate real world objects and events. 
In this framework, video games are one of the most popular forms of VR media 
all over the worlds. Their popularity has been fuelled by advancements in gam-
ing technology and interactive devices at a low cost in home gaming market but 
also in clinical and research settings. In clinical and research virtual rehabilita-
tion, the user should be able to interact (directly or indirectly) with the envi-
ronment via a wide array of input technologies. These include activation of 
computer keyboard keys, a mouse or a joypad (indirect) and even by using spe-
cial sensors or visual tracking (direct). For example, Microsoft Kinect provides 
low-cost motion tracking sensors, allowing to clinicians to interact with rehabil-
itation applications in the most natural and flexible way. This flexibility can be 
employed to tailor the user interaction to the specific rehabilitation user aims. 
According to this perspective, the paper aims to present a potential new  
platform, NeuroVirtual3D, which intends to develop a software interface for 
supporting assessment and rehabilitation of cognition function through several 
input/output devices, such as data gloves, joypad and Microsoft Kinect. 
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1 Introduction 

Virtual Reality (VR) usually concerns the application of interactive simulations pro-
duced by computer hardware and software for engaging users in environments that 
are similar to the events and objects of the real world. [1]. Users interplay with virtual 
images and objects being able to perform several actions (such as handle and shift the 
objects) in a virtual environment, which elicits a sense of immersion and presence. In 
general terms, a first group of researchers defined presence as “Media Presence”, by 
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focusing on the disappearance of the medium from the conscious attention of the in-
dividual during the human-computer interaction [1-7]. According to a second group 
of researcher, an individual is present in a space – real or virtual – when he/she can 
successfully acts in and performs his/her intentions. According to this perspective, 
presence can be envisaged as "Inner Presence", defined as the sensation to be in a 
sense external world around the self: it is a broad psychological phenomenon, not 
necessarily linked to the experience of a technology [8-10]. 

Advanced simulations are used to trigger broad empowerment processes induced 
by a strong sense of presence, leading to greater agency and control over one’s actions 
and environment. In rehabilitation, advanced simulations can reveal in the user/patient 
what is defined as "transformation" of flow, which affects a person's ability to exploit 
the best (flow) experience for recognizing and utilizing new and unforeseen psycho-
logical abilities as source of engagement. [11]. A powerful sense of presence can be 
generate by the user through the interaction with virtual objects and events being, 
thus, able to perform several actions (such as handle and shift the objects) in the  
virtual environment. Virtual environment are typically experienced with special 
hardware and software for input (move information from the user to the system) and 
output (move information from the system to the user). The choice of appropriate 
hardware is essential since its characteristics may enormously condition the way users 
respond to a virtual environment [12].  

Recent advances in video game technology have made available a large number of 
low-cost devices that can track the movement of the user, such as Nintendo Wiimote 
(TM), the Playstation Move (TM) and Microsoft Kinect (TM).  

On these premises, the NeuroVirtual 3D platform aims at exploiting these potenti-
ality by designing, developing and testing a low-cost integrated virtual reality solution 
for applications in clinical psychology and neuropsychological rehabilitation [13].  
The platform has been developed expanding the features of the software NeuroVr 2.0 
(http://www.neurovr.org/neurovr2/) [14] thanks to the development of a software 
plug-in allowing the interaction with external devices Microsoft Kinect (TM).  

2 A New Platform for Assessment and Neurorehabilitation: 
NeuroVirtual 3D 

Video games are one of the most popular forms of media all over the worlds. Their 
popularity has been fuelled by advancements in gaming technology, a persisting trend 
that is producing advanced gaming consoles such as such as Nintendo Wiimote (TM), 
the Playstation Move (TM) and Microsoft Kinect (TM). Thanks to this incredible 
spread on home gaming market, in the last years there are a wide series of interactive 
devices at a low cost also in clinical and research settings [15-18]. A key feature of 
these consoles is multimodal interaction, achieved through specialized low-cost 
hardware. In particular, Xbox One includes an advanced version of the motion sens-
ing Kinect camera, updated with the ability to read biometric data and see using infra-
red. A PC version of the same camera is also available – Kinect for Windows sensor 
and the Kinect for Windows software development kit (SDK). This offers new  
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opportunities for virtual neuropsychological assessment and rehabilitation. Sophisti-
cated VR systems employ more than specialized visual displays. Engaging the user in 
the virtual environment may be enhanced via audio display, either ambient or directed 
to specific stimuli [19]. VR hardware that facilitates the input and output of informa-
tion, in combination with programmed virtual environments provide the tools for 
designing tasks that enable users to perform in ways that help them achieve  
established assessment and rehabilitation goals. When creating a specific virtual reha-
bilitation tool the clinician and technical team face the challenge of choosing and 
integrating the software and hardware, and the input and the output methods. Like-
wise, in a virtual environment, for reaching an experience similar to the real one, is 
essential for the user be able to navigate and handle objects within it. Thus the user 
must be able to interact (directly or indirectly) with the environment via a wide array 
of input technologies. A first class consists of indirect ways for users to manipulate 
and navigate within a virtual environment, such as the start up of computer keyboard 
keys, a mouse or a joypad or even virtual buttons being present in the environment. 
[12]. A second class of input technologies may be considered as direct methods since 
users behave in a natural way, and the system tracks their actions and responds ac-
cordingly. Generally, this is achieved by using special sensors or by visual tracking. 
With the sensor approach, such as used by Intersense’s (www.isense.com) InterTrax2, 
a three degree of freedom, inertial orientation tracker used to track pitch, roll and yaw 
movements, the user wears a tracking device that transmits position and orientation 
data to the VR system. With the visual tracking approach, such as used by 
VividGroup’s video-capture VR system, the user’s motion is recorded by video cam-
eras, where special software processes the video image, extracts the user’s figure from 
the background in real-time, and identifies any motion of the body. On this basis,  
the NeuroVirtual 3D platform is a low-cost integrated virtual reality solution for cre-
ating virtual environments useful for neuropsychological assessment and 
neurorehabilitation by interacting with real-like artifacts (Fig. 1). Actually, 
NeuroVirtual 3D platform includes two virtual environments: a VR-home for neuro-
psychological assessment and a VR-city for rehabilitation. VR-home is a two-story 
home with garden including a living room and kitchen on the ground floor and a bed-
room, a bathroom and a studio on the first floor. Instead, VR-city is a small town 
made-up by 3x3 streets including a square, shops, and buildings. In this two virtual 
environments patients can carry out several ecological tasks: for example, in the VR-
home participants can distribute playing cards, serve tea, or look for clothes in the 
wardrobe; in the VR-city, participant can look for stores, trash bin or people in the 
square. The main aim of NeuroVirtual 3D platform is to offer a wide range of interac-
tive contents and rehabilitative exercises.   Moreover, the platform now has a specific 
interface for interaction with external devices like Microsoft Kinect (TM), allowing 
users to interact in the most flexible with virtual environments. In the following para-
graph, the technical features of Kinect-NeuroVirtual 3D interaction interface will be 
detailed.  
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Fig. 1. Through NeuroVirtual 3D, users are able to interact with real-like artifact. In this figure 
it is possible to see a kitchen containing many objects users can move and re-organize by the 
means of a Microsoft Kinect. Also further interaction and manipulation are developable. 

2.1 Microsoft Kinect-NeuroVirtual 3D Interaction Interface: Technical 
Features 

The interaction of the patient with the scene is detected analyzing movements and 
poses, which are defined relating to each peripheral to be interfaced to. These actions 
are processed and normalized before creating a new instance of the controller object, 
which is interpreted by the NeuroVR platform. 

Acting on the configuration parameters is possible to perform an accurate tuning of 
the Microsoft Kinect detections with respect to user’s biometric measures in the 
scene. Considering the data acquired from the Microsoft Kinect is possible to modify 
configuration parameters to proportionally bias the reactivity and the precision of 
movement, reported in the scene by the Avatar.  

 

 

Fig. 2. Video signal processing from kinect 

The Avatar’s interaction in the virtual scene can be summed up through the follow-
ing concepts: 
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Table 1. Avatar’s interaction in the virtual scene 

Translation 
It defines the Avatar’s spatial movement in the scene and 

it is featured by the following actions: go Ahead, go Back, 
go Right, and go Left. 

Rotation 
It defines the Avatar’s point of view movement and it is 

featured by the following actions: Tilt Up, Tilt Down, Pan 
Left and Pan Right. 

Command 

It defines the recognition of the “poses” the Avatar takes, 
which are used for recognition of coded actions. e.g.: Left 
Click, Center Click, Right Click. 

This element is necessary to implement the Avatar’s in-
teraction with items in the scene, e.g.: take the pot, put 
down the pot. 

 
It can be considered that the intensity of the movements performable in the scene 

can range from a minimum to a maximum (parametric) and that the movement speed 
be linearly proportional to the straight line (Fig.3), which links these two values. The 
Dead Zone (red), defined by the perception thresholds, is identified through the values 
(N0, P0) defined in the configuration. Values related to the upper (or lower) movement 
threshold are identified by N0 e N1 and are specularly acquired by Kinect in rest state. 
For movements performed within the Dead Zone no movement is notified, outside of 
it, the maximum value or a fraction of it. 

 

 

Fig. 3. The behaviour of the transfer function between the data acquired by Microsoft Kinect 
and the ones supplied to the platform can be made dependent from used parameters. When 
needed, it is possible to obtain a non-specular behavior with respect to the rest state. 

Configuration parameters allow to fine tune the measurements acquired by Micro-
soft Kinect, when necessary, hence they have to be modified upon reading some bio-
metric measurements of the patient in the studio. Microsoft Kinect reads these data on 
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the user in rest state, and, in case of commands, in poses which the patient would 
consider natural and spontaneous. Acquired data constitute the threshold values be-
yond which the movements and the commands for that specific patient are taken into 
account. For each controllable axis some parameters have been defined, named in the 
form with the label Axis_ParameterName, with the following meaning for parame-
ters: 

• P0: positive value of lower threshold for the movement detection 
• P1: positive value of upper threshold for the movement detection 
• N0: negative value of lower threshold for the movement detection 
• N1: negative value of upper threshold for the movement detection 
• OutPut: maximum output value 
• Bias: input correcting factor  
• Gain: input multiplication factor  

Furthermore, two different requirements have been considered to choose the suitable 
peripherals to be used in the project: 

• Low cost and consequent widespread diffusion on the market 

• Precise acquisition of patient’s movements in the scene to reproduce them in 
the virtual scene 

 
 Microsoft Kinect, Windows version, has been selected, as it satisfies both re-

quirements. 
An additional requirement was to allow patients with impaired mobility to interact 

with virtual environment, as well. In this case, an eye tracker device, which allows 
patients to manage interaction just through their eyes movement, has been chosen. 
The study on the devices to interface to, has considered Kinect, in the first place, due 
to its peculiar features and to its high diffusion on the market. The Microsoft Kinect-
NeuroVirtual 3D Interaction interface has been created in different steps.  

• Sample Data Reading: position data, as detected by Kinect, are supplied in 
the spatial form (X,Y,Z) and computed with respect to the device position. 
To reproduce walking in the virtual scene, values (both linear and angular) 
related to displacement, rotation and translation observed on the patient must 
be bound to the avatar corresponding parameters. For this to be accom-
plished, the spatial coordinates as supplied by Kinect must be processed to 
be translated in linear or angular measures. From this first requirement, the 
need to define some area (dead zones) has come out, were no movement is 
detected and from which displacement, rotation and translation are deduced 
by difference when going out of the zone itself. 

In the first place, dead zones with a fixed amplitude have been defined, 
but the use experience has pointed out that is not possible to reposition them 
when the patient stops moving, producing some “drift” effects, hence errors, 
in the patient position measurements, or that even distinguish between im-
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mobility and movement could be impossible. For such a reason, position and 
movement have to be determined in a relative fashion, correlating some pa-
tient’s skeleton elements rather than setting fixed measure points in the de-
ambulation environment  (e.g.: marks on floor). The processing algorithm 
that has come out, allows recognizing the patient’s moving will with respect 
to relative immobility positions. 

 
• Acquired Data Normalization: as human body is always moving, even in 

an apparent rest position (for example the erect one), and since Kinect can 
detect even the smallest movement of the patient’s skeleton, the need to “fil-
ter” acquired data has come out, so that the virtual scene representation 
would be as realistic as possible and not affected by the amplification of such 
oscillations. To accomplish this, the movement has to be analyzed to deter-
mine, for each sample to be acquired, some threshold values, above which 
the real movement could be detected. 

• Movement Analysis: to detect the movements performed by the patient, the 
position she/he takes with respect to the device, and the quality of the pro-
cess performed analyzing her/his posture, are taken into account. Some 
movement (particularly the patient’s back movements) can be better detected 
by an accurate selection of the points marked on the patient’s skeleton on 
which the elaboration is performed. To this end, by analyzing experimentally 
the movement, couples of measurement points that could lead to more accu-
rate patient’s position and movement measures, have been identified. 

A further constraint, resulting from the movement thresholds setting, has 
come out, by evaluating the interaction of patients with different build. In 
these cases, the definition of preset thresholds causes a movement detection 
that could differ from reality, producing unwanted amplification or attenua-
tion effects. At this end, and to limit these consequences, parametric thresh-
olds, which are bound to patient’s biometric features, have been introduced. 
In this way, a double result is obtained: first, reproducing the movement in 
the most accurate way, and second, exploiting these chances to introduce 
voluntarily some amplifications or attenuations on the detected movements 
(useful, for example, in case of reduced mobility patients). 

In the movement analysis context, some studies have been conducted 
aimed to the actions sequence, or “gestures” recognition. These studies have 
pointed out big difficulties in this recognition, and, above all, in the univocal 
identification of gestures, since in a movements sequence many factors can 
affect negatively the recognition, although not visible at a first sight.  

Examples are: 

- Gesture execution speed 

- Gesture execution amplitude 

- Subject performing the gesture (child, elderly, adult, …) 
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  In this regard, it seems more useful to concentrate on the recognition of 
“Poses”, which are static movements, that is, not affected by the above-
mentioned issues. Even in the Poses recognition, a thorough study on the pa-
tient position, so that all the defined ones do not introduce any ambiguity in 
the recognition, is necessary. 

• Transfer Functions: at the conclusion of the studies and of the experimenta-
tions performed, through the definition of recognition thresholds, acquired 
data normalization and information filtering, real Transfer Functions have 
been defined, which are applied to the data coming from Kinect, when it de-
tects the patient posture. The features of such functions will be discussed 
hereinafter. 

To allow some abstraction on the used peripheral, an interface component (be-
tween the NeuroVR and the physical device) has been implemented, by which a ge-
neric object, on which the interaction is mapped and managed, has been defined. The 
communication between systems has been managed using the VRPN framework, by 
means of which, a device-independent architecture to interconnect peripherals in Vir-
tual Reality applications, has been defined. 
The two main devices selected for NeuroVirtual 3D are: 

- Kinect: to be used in context where body movements can be used to in-
teract with the NeuroVR platform. 

- Eyetracker: to be used in context where body movements are not possi-
ble, due to patient impairments. In this case the interaction with the 
NeuroVR platform is carried out just moving eyes. 

The implemented abstraction has defined a set of actions allowed in the scene, 
which are mapped on the VRPN object (controller) needed to perform the communi-
cation. 

The use of the selected devices is always mutually exclusive and does not contem-
plate a concurrent use of both devices. 

3 The Potentiality of NeuroVirtual 3D for Psychology 

Sophisticated VR systems employ more than specialized visual displays. Engaging 
the user in the virtual environment may be enhanced via audio display, either ambient 
or directed to specific stimuli [19].  VR hardware that facilitates the input and output 
of information, in combination with programmed virtual environments provide the 
tools for designing tasks that enable users to perform in ways that help them achieve 
established assessment and rehabilitation goals. When creating a specific virtual reha-
bilitation tool the clinician and technical team face the challenge of choosing and 
integrating the software and hardware, and the input and the output methods. Like-
wise, in a virtual environment, for reaching an experience similar to the real one, is 
essential for the user be able to navigate and handle objects within it. Thus the user 
must be able to interact (directly or indirectly) with the environment via a wide array 
of input technologies. A first class consists of indirect ways for users to manipulate 
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and navigate within a virtual environment, such as the start up of computer keyboard 
keys, a mouse or a joypad or even virtual buttons being present in the environment. 
[12]. A second class of input technologies may be considered as direct methods since 
users behave in a natural way, and the system tracks their actions and responds ac-
cordingly. Generally, this is achieved by using special sensors or by visual tracking. 
With the sensor approach, such as used by Intersense’s (www.isense.com) InterTrax2, 
a three degree of freedom, inertial orientation tracker used to track pitch, roll and yaw 
movements, the user wears a tracking device that transmits position and orientation 
data to the VR system. With the visual tracking approach, such as used by 
VividGroup’s video-capture VR system, the user’s motion is recorded by video cam-
eras, where special software processes the video image, extracts the user’s figure from 
the background in real-time, and identifies any motion of the body.  
 

 

Fig. 4. A virtual room designed for the object interactions with a Kinect 

 

Fig. 5. A room, and in particular a wardrobe with the task of intercting with the virtual dresses 
using a Kinect 
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NeuroVirtual3D intends to develop a software interface for supporting assessment 
and rehabilitation of cognition function through several input/output devices, such as 
data gloves, joypad and Microsoft Kinect.  Traditionally, the assessment and rehabili-
tation of impairments of cognitive functions (language, spatial perception, attention, 
and memory) have been carried out with pen-and-paper methods.  Psychology has 
worked to develop several measures to effectively evaluate several cognitive abilities. 
On one side, traditional measures are generally reliable and have adequate validity. 
On the other side, however, a critical challenge for psychology has been to find new 
way to better evaluate and predict everyday abilities. In addition to a precise evalua-
tion, indeed, there is a need for cognitive assessments that reflect real-world situa-
tions, in order to better assess functional impairment. Recently, the need for a more 
ecological and functional evaluation has been the focus of considerable research in-
terest. In this perspective, NeuroVirtual 3D may be used in psychology to allow user 
to interact with immersed in a computer-generated environment in a naturalistic fash-
ion. Furthermore, the full-body tracking allows selecting among various combination 
of gestures and limbs without wear any markers, carry any additional device or using 
specific limbs to interact with the system in an ecological environments. For example, 
Microsoft Kinets provides low-cost motion tracking sensors, allowing to clinicians to 
interact with rehabilitation applications in the most natural and flexible way. This 
flexibility can be employed to tailor the user interaction to the specific rehabilitation 
user aims [20]. 
 

 

Fig. 6. Using low-cost motion tracking sensors, like Kinect, it also possible to navigate in Vir-
tual environment using body gesture (e.g., a foot ahed), making also this task the most natural 
and flexible possible 

To sum, the future development of application of NeuroVirtual 3D-based therapy 
to rehabilitation could be very effective in many realms of medicine and psychology. 
Furthermore, NeuroVirtual 3D could be extremely effective to supply different mo-
dality of feedback in sensory deficits such as motion and tactile signals for patients 
with severe deficits through interactive virtual environments. In conclusion, the cost 
of tools is dropping, the software is more accessible than before and by now it is 
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much easier to adopt this new technology. As mentioned above, VR systems are be-
coming very important in the assessment and intervention for cognitive-motor reha-
bilitation thanks to their specific and unique characteristics. 

These characteristics make it highly suitable for the achievement of many rehabili-
tation aims including the encouragement of experiential, active learning, the provision 
of challenging but safe and ecologically valid environments, the flexibility of indi-
vidualized and graded treatment protocols, the power to motivate patients to perform 
to their utmost capability and the capacity to record objective measures of perform-
ance. 
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