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Preface

The Organizing Committee of the 7th International Conference on Intelligent
Robotics and Applications has been committed to facilitating interactions among
those active in the field of intelligent robotics, automation, and mechatronics.
Through this conference, the committee intends to enhance the sharing of indi-
vidual experiences and expertise in intelligent robotics with particular emphasis
on technical challenges associated with varied applications such as biomedical
application, industrial automations, surveillance, and sustainable mobility.

The 7th International Conference on Intelligent Robotics and Applications
was most successful in attracting 159 submissions on addressing the state-of-the
art developments in robotics, automation, and mechatronics. Owing to the large
number of submissions, the committee was faced with the difficult challenge of
selecting of the most deserving papers for inclusion in these proceedings. For this
purpose, the committee undertook a rigorous review process. Despite the high
quality of most of the submissions, only 109 papers (68.5 % acceptance rate) were
selected for publication in two volumes of Springer’s Lecture Notes in Artificial
Intelligence as subseries of Lecture Notes in Computer Science. The selected
papers were presented during the 7th International Conference on Intelligent
Robotics and Applications held in Guangzhou, China, during December 17 – 20,
2014.

The selected articles represent the contributions of researchers from 19 coun-
tries. The contributions of the technical Program Committee and the additional
reviewers are deeply appreciated. Most of all, we would like to express our sincere
thanks to the authors for submitting their most recent works and the Organizing
Committee for their enormous efforts to turn this event into a smoothly running
meeting. Special thanks go to South China University of Technology for the
generosity and direct support. Our particular thanks are due to Alfred Hofmann
and Anna Kramer of Springer for enthusiastically supporting the project.

We sincerely hope that these volumes will prove to be an important resource
for the scientific community.

October 2014 Xianmin Zhang
Xiangyang Zhu
Jangmyung Lee
Huosheng Hu
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Kinematics Dexterity Analysis and Optimization  
of 4-UPS-UPU Parallel Robot Manipulator 

Guohua Cui∗, Haiqiang Zhang, Feng Xu, and Chuanrong Sun 

College of Equipment Manufacture,  
Hebei University of Engineering,  

Handan, Hebei Province, 056038, China 
ghcui@hebeu.edu.cn, zhq19860905@126.com 

Abstract. The development of a new parallel robot manipulator based on 
simulation analysis is a rapid approach to discover the unique features or 
advantage of a conceptual model. In this paper, a 5-DOF parallel robot 
manipulator which can generate three translations and two rotations was 
presented. The kinematics mathematical model and Jacobian matrix were 
derived analytically. The global conditions index (GCI) and the global gradient 
index (GGI) which represent the evaluation index of dexterity were introduced 
by considering the kinematics performance indices over the whole workspace. 
The workspace model of the mechanism was analyzed based on a simplified 
boundary searching method. The mathematical model of the global condition 
number was developed simultaneously. The multi-objective optimization model 
was deduced on the basis of the multidisciplinary design philosophy. The 
manipulator was optimized by using the design of experiment (DOE) and the 
multi-island genetic algorithm (MIGA). The optimal solution was chosen from 
the multi optimal solutions in a reasonable manner. Through the comparison of 
results before and after optimization, the kinematics performance of the 
mechanism was improved, which provide not only a guide to the multiple 
objectives optimal design but also an applicable method of dimensional 
synthesis for the optimal design of general parallel robot manipulator. 

Keywords: Parallel Robot Manipulator, Kinematics Dexterity, Workspace, 
Multi-objective optimization. 

1 Introduction 

Parallel manipulator has the advantage of high rigidity, strong bearing capacity, and 
high precision and small error. Since the Stewart Parallel Manipulator, parallel 
manipulator has become an international research focus [1][2]. The dexterity and 
isotropy are of importance performance index to evaluate the mechanism. The 
kinematics dexterity can evaluate the transmission performance. Gosselin [3] 
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introduced the concept of dexterity into parallel manipulator, and pointed out that the 
condition of Jacobian matrix can represent the dexterity; Zhang [4] adapted the 
kinematics condition index (KCI) to evaluated the dexterity, and draw the distribution 
atlas of spatial KCI; Moreno [5] regarded the condition of Jacobian matrix as the 
performance index of dexterity, calculated and analyzed the condition. Sergiu [6] 
proposed a large number of performance criteria dealing with workspace, quality 
transmission, manipulability, dexterity and stiffness, and the evaluation measures can 
be used for optimal synthesis; Chen [7] studied the dexterity of 4-UPS-UPU parallel 
manipulator focused on the seven performance indices; Qi [8] analyzed the structure 
of the five degree of freedom 4-UPS-UPU and proposed synthesis methods about the 
operation performance optimization on the orientation workspace. 

In this paper, a five degree 4-UPS-UPU parallel manipulator was studied and its 
kinematics model and the dimensionless Jacobian matrix were established. 
Considering the kinematics performance on the workspace, the GCI and GGI were 
introduced as the evaluation index of the dexterity, which was optimized based on the 
multidisciplinary and multi-objective optimization software Isight. On the basis of 
workspace, the global condition index was developed and obtained the mathematical 
model of optimization. Last we obtained the Pareto solution by using design of 
experiment and multi-island genetic algorithm and selected the reasonable optimal 
solution. Compared the results before and after optimization, we can draw the 
conclusion that the new mechanism after optimization has excellent dexterity and 
transmissions performance, which provide a guide for design optimization and 
performance assessment. Therefore, it is necessary to seek an effective optimization 
procedure to improve the performance indices for achieving a higher score evaluation. 

2 4-UPS-UPU Parallel Manipulator Model 

As shown in Fig.1, 4-UPS-UPU parallel manipulator model and coordinate system 
were established, which consists of a moving platform, fixed platform and the legs 
connected the moving platform and the fixed platform, for four identifiable active 
chains UPS and one constraint active chain UPU, U stands for Hooke joint, P stand 
for Prismatic joint, S for Spherical joint, where the P joint is driven by a linear 
actuator. 

Suppose that the platforms are circular and the connection points are distributed 
along the circumference of the moving platform and the fixed platform circles of 
radii ar and br , respectively. The coordinate system O XYZ− is fixed to the fixed 

platform and the coordinate o xyz− is attached to the moving platform. x  axis point 
to 1A , z axis perpendicular to the moving platform on the positive axis direction 

and y axis is given by the right hand. Similarly, X axis point to 1B point, the Z axis is 

vertical. The points of intermediate branched Hooke joints are located on the point o  
and point O  of the moving platform and the fixed platform, respectively. 
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Fig. 1. The schematic diagram of 4-UPS-UPU parallel manipulator architecture 

The number of degree of freedom for the parallel manipulator can be obtained by the 
general Kutahach-Grubler formula [9]  

1

=d( 1) 6 (12 15 1) 29 5
g

i
i

M n g f
=

− − + = × − − + =∑                        (1) 

The 4-UPS-UPU parallel manipulator is a spatial 5-DOF, its moving platform can 
move in X , Y , Z and rotate around X and Y direction. 

3 4-UPS-UPU Parallel Manipulator Kinematics Model 

3.1 Inverse Kinematics Solution 

As shown in Fig.1, position vector iA , iB  and branched chains i iA B , for 1,2,3,4i = , the 

Cartesian coordinate of the moving platform is given by the position vector O
iA with 

respect to the moving coordinate system, and the position of the attachment point iB  

with respect to the fixed coordinate system can be written as O
iB . The Cartesian 

variables are chosen to be the relative position and orientation of o xyz− frame with 
respect to O XYZ−  frame, where the position of o is specified by the position of its 

origin with respect to O XYZ− frame, Furthermore, if vector [ ]T
o x y z= described 

the position of the attachment point o  with respect to O XYZ− frame. The coordinate 
can be represented as following,  

To
i ix iy izA A A A⎡ ⎤= ⎣ ⎦ , 

[ ]TO
i iX iY iZB B B B= , 

[ ]TO
i iX iY iZA A A A=  



4 G. Cui et al. 

 

O
iA  is expressed with respect to the coordinate system O XYZ− can be computed by  

O o
i iA Q A o= +                                     (2) 

Q  is a matrix describing the orientation of o xyz− with respect to the O XYZ− , here 
RPY coordinate system representation is chosen to describe the pose, that is ,  

0

c s s c s

Q c c

s s c c c

β α β α β
α α

β α β α β

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

                                (3) 

Where, s and c present sine and cosine, respectively 
The length vector can be expressed as 

O O
i i i i iL A B A B= = −                               (4) 

Then, the length of the active leg can be expressed by taking the norm of the vector of 
Eq.(4), we can get the 

O O
i i i i il A B A B= = −                               (5) 

3.2 Jacobian Matrix of the Parallel Manipulator 

The relation between active joint velocities 1 2 3 4 5

T
l l l l l l⎡ ⎤= ⎣ ⎦ and twist of the 

end-effector 
T

x yt x y z ω ω⎡ ⎤= ⎣ ⎦ can be described using a differential kinematics 

model, namely, 

l t= J                                         (6) 

Where J denote the Jacobian matrix 

1 2 3 4 5
1 2

1 1 2 2 3 3 4 4 5 5

[ ]
T

q q q q q

r q r q r q r q r q

⎡ ⎤
= =⎢ ⎥× × × × ×⎣ ⎦

J J J                    (7) 

Where, the unit vector
i

q , for 1,2,3,4,5i = can be expressed in terms of position 

vectors, namely, 

i
i

i

L
q

l
=                                        (8) 

And vector ir  can be written as  

o
i ir Q A=                                      (9) 

1J  denoted Jacobian matrix of linear velocity and 2J denoted Jacobian matrix of 

angle velocity , whose dimension of 1J and 2J  are both 6 3× . Considering the unit 
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difference of the Jacobian matrix was dimensionally inhomogeneous [10]. So we use 
a characteristic length, cL , to homogenize the original Jacobian matrix in such a way 

that 
1 1 1

(1,1,1, , , )H

c c c

diag
L L L

= ⋅J J                           (10) 

Where, 2 2

1 1

( )

( )

T

c T

trace J J
L

trace J J
=  and HJ  denotes the new homogeneous Jacobian matrix. 

4 Performance Index of Kinematics Dexterity 

In order to make the mechanism has good kinematics performance in the workspace, 
the kinematics dexterity optimization was studied and the GCI and the GGI were 
introduced as the evaluation index [11]. 

4.1 The Global Condition Index 

The condition number of the Jacobian matrix changed along with the position and 
orientation of parallel robot manipulator, therefore, it cannot be measured the 
dexterity of the mechanism in the whole workspace. In order to obtain the kinematics 
performance in the whole workspace, Gosselin and Angeles [12] proposed the global 
condition index, which is a measure of its kinematics precision and control accuracy 
and which is defined as the ratio of the integral of the inverse condition numbers 
calculated in the whole workspace, dived by the volume of the workspace, i.e., 

W

W

dW
GCI

dW

ν
= ∫
∫

                                    (11) 

In which ν  is the local condition number defined as the reciprocal of the 
condition of the Jacobian matrix at a particular pose, and W is the workspace. It is 
noteworthy that the Global Condition number Index is bounded as (0, 1). If 
the GCI approach zero, the mechanism has a bad global performance and as 
the GCI approaches one the mechanism has a good global performance. Therefore, we 
should make the optimization objective GCI  maximization. 

4.2 The Global Gradient Index 

The global gradient index reflected the average deviation level of the kinematics 
performance in the working space, and cannot reflect the fluctuation properties of 
mechanism in the working space. F.A.Lara-Molina [13] proposed the global gradient 
index, which represented the fluctuation information of the local performance index, 
and defined as 

max 1 / ( )
W

GGI Jκ∇ = ∇                               (12) 
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Where, the local gradient condition number can be expressed as  

1 / ( ) 1 / ( ) 1 / ( ) 1 / ( ) 1 / ( )
1 / [ , , , , ]

J J J J J

x y z

κ κ κ κ κκ
α β

∂ ∂ ∂ ∂ ∂∇ =
∂ ∂ ∂ ∂ ∂

               (13) 

GGI is approximately equal to the maximum value of the local gradient throughout 
the workspace. As the gradient is bigger, so the fluctuation of the kinematics dexterity 
is greater. That means the kinematics performance of the parallel robot manipulator is 
up and down in the entire workspace. If the gradient is small, the kinematics 
performance of the mechanism in the working space is more stable. Therefore, the 
global gradient index should take the smallest value in the whole working space. 

4.3 The Workspace Analysis  

The workspace of parallel robot manipulator can be divided into constant orientation 
workspace and the dexterous workspace. Because of rotation around z axis 
constrained by the institution, so the mechanism doesn’t have the dexterous 
workspace. In this paper, we established the GCI based on the constant orientation 
workspace, according the Section 4.1, we need to solve the workspace [14]. The 
workspace can be expressed as 

{ }( , , ) | ( , , ) 0W x y z R f x y z= ∈ ≤                         (14) 

Where, ( , , ) 0f x y z ≤ denoted the constraint condition, namely, 
(1) The active chains length constraints can be expressed by 

min maxl il l≤ ≤                                     (15) 

Where maxl denoted the maximum link length, il denoted the link length of the i th 

link, and minl denoted the minimum link length;  

(2) The rotational angle of the spherical joint and the Hooke joint and their constraint 
can be computed by 

maxos( / )u i i uarcc l eb lθ θ= ≤i                         (16) 

maxcos( / )s i i sarc l ea lθ θ= ≤i                         (17) 

Where, ea , eb represented the unit normal vector of the moving platform and fixed 
platform, respectively. maxuθ , maxsθ represented the max angle limitation of the Hooke 

joint and Spherical joint, respectively. 
(3) The mechanism was non-singular configuration, namely, the determinant of the 
Jacobian matrix was not equal to zero. 

In order to obtain the position workspace of 4-UPS-UPU parallel manipulator 
quickly, we set the structural parameters of the parallel robot manipulator as, 
respectively: the circumcircle radius of the moving platform 0.06ar = m, the 

circumcircle radius of the fixed platform 0.15br = m, the maximum shrinkage limit of 

the active chains are 0.05 m ,the maximum elongation limit is 0.25 m , the maximum 
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angle of the Hooke joint and the Spherical joint are both 
3

π
. The translation ranges of 

the moving platform when 0α β= = are x [ 0.1 ,0.1 ]m m∈ − , y [ 0.1 ,0.1 ]m m∈ − , 
z [0.05m,0.2m]∈ . The workspace is drawn using software MATLAB, as shown in 
Fig.2. 

 

 

Fig. 2. Workspace of the 4-UPS-UPU parallel manipulator 

5 The Multi-objective Optimization Problem of 4-UPS-UPU 
Parallel Robot Manipulator 

5.1 The Optimization Model 

The scale parameters of the parallel manipulator were radii of the moving 
platform ar and the fixed platform br . Select the link length of the active chains il , and 

angle of the Hooke joint uθ  and Spherical joint sθ as the constraint conditions, the 

optimization objective functions for GCI and the GGI , then the multi-objective 
optimization model can be expressed as 

1

2

max ( r )

max - (r r )
a b

a b

f GCI r

f GGI

=⎧
⎨ =⎩

、

、

                               (18) 

   s.t. 

0.03 0.08

0.08 0.18

0.05 0.325

3

3

a

b

i

s

u

r

r

l

πθ

πθ

≤ ≤⎧
⎪ ≤ ≤⎪
⎪ ≤ ≤
⎪
⎨

≤⎪
⎪
⎪

≤⎪⎩

                                    (19) 
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5.2 The Optimization Results Analysis 

Isight software integrated MATLAB, which adopted design of experiment and 
optimal algorithm to solve the maximum value of GCI and the minimum value of 
GGI [15]. The design of experiment (DOE) used the optimal Latin hypercube method 
and optimal algorithm used multi island genetic algorithm (MIGA).  
Genetic algorithm parameters configuration are as follows:  

Total population size: 100; 
Sub population number: 10;  
The number of the island: 20; 
The total number: 100;  
Cross probability: 0.8;  
Migration rate: 0.45;  
Interval algebra migration: 5; 
The ratio of the individual to participate competition: 1;  
The number of elite individuals of the next generation: 1;  

In the multi-objective optimization process based on Isight, the samples points in 
the design of experiment were calculated and eliminated the values which were 
inconsistent with the constraints, and the values which were satisfied the constraints 
would access to the optimization part and conducted the multi-objective optimization 
solution. After several genetic iterations, we can obtain the Pareto frontier of the GCI 
and the GGI.  

We can obtain the main effect diagram and Pareto diagram between design 
variables and objective functions from the design of experiment, as shown in Fig.3 to 
Fig.6. We can get the Pareto frontier between the GCI and the GGI and the feasibility 
of the design of optimization at the end of the MIGA optimization, in the following 
Fig.7 and Fig.8. 

 

Fig. 3. The main effect between the design 
variables and GCI 

Fig. 4. The main effect between the design 
variables and GGI 
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Fig. 5. Pareto diagram of the Global Condition 
Index 

Fig. 6. Pareto diagram of the Global 
Gradient Index 

 

 

Fig. 7. Pareto frontier of the global performance 
indices 

Fig. 8. The feasibility of the optimal design 

 

As is shown in the Fig.3 and Fig.4 above, we can see that the design 
variables ar and br have a large effect on the global performance indices GCI and GGI , 

and there is a linear relationship. From Fig.5 and Fig.6, 2
br , the square of the design 

br , has a big contribution to GCI approximately sixty percent (the blue denoted the 

positive effect). Secondly, ar has a big impact on the performance GGI (the red 

denoted the negative effect). The cross term a br r− has a small effect on the GCI . The 

influence trend of the design variables is substantially the same 
between GCI and GGI . Distribution from the Pareto solution in Fig.7, we can see that 
the Global Condition Index and the Global Gradient Index were the conflicting 
indices. If the GCI increased, simultaneously, the GGI would improve. Multi-
objective optimization was different from the single objective optimization, not to 
obtain a solution of the function. Due to the conflicting of the multi-objective 
function, the Pareto solution may not be dominant. But if we simply optimize a target, 
we may make the other performance index poor.  

P 
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As can be seen in Fig.8, the feasibility of the optimization design was more than 
seven, which indicated it was feasible to optimization design. What’s more, the red 
box represented the recommended design point. In this paper, we choose P point as 
the optimal solution, and the best variables are revealed in Table 1 (Fig.8). 

Table 1. Results comparison before and after optimization 

 ar  br  GCI  GGI  

Before optimization 0.06  0.15  0.28  0.08  
After optimization 0.044  0.198  0.46  0.1  

 
The result shows that the kinematics dexterity increased, but loss the gradient index. 
So the designers need to weigh the results according to the specific application. 
 

  

Fig. 9. Local dexterity before optimization 
when 0.08z =  

Fig. 10. Local dexterity after optimization 
when 0.08z =  

Through the comparisons between Fig.9 and Fig.10, we can see the kinematics 
dexterity increased obviously after optimization, in the position 0x = , 0y = , 0.08z = , 
has the best dexterity, and the value is close to one. Due to the symmetry of the 
mechanism, the dexterity was also symmetric distribution in the workspace. By 
weighing comprehensively, we can choose P point as the design optimization 
solution. 

6 Conclusion 

(1) In this paper, 4-UPS-UPU parallel manipulator with a five-degree of freedom was 
studied, and the kinematics model and the Jacobian matrix were established. 
Considering the kinematics performance in the workspace, we introduced the GCI 
and the GGI as the evaluation criterion of the kinematics dexterity. 

(2) We established a mathematical model of the global index on the workspace; 
and we constructed the multi-objective optimization model of 4-UPS-UPU parallel 
manipulator. In order to obtain the global performance value, we must solve the 
workspace firstly. 
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(3) Multi-objective optimization research was conducted on the basis of the 
multidisciplinary design optimization software Isight, adopted the design of 
experiment and the multi-island genetic algorithm to optimize the 4-UPS-UPU 
parallel manipulator, and obtained the Pareto solutions.  

(4) We choose the optimal solution from the number of the solutions in reasonable 
selection and determined the structural parameters and optimization parameters. The 
results between before and after optimization show that the kinematics performance 
improved highly. The methodology in this paper paves the way for providing not only 
the effective guidance but also a new approach of dimensional synthesis for the 
optimal design of general parallel mechanisms. 
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of a 6-PSS Parallel Manipulator
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Abstract. In this paper, a new six degrees of freedom (6-DOF) parallel
manipulator with adjustable actuators is proposed. The kinematic model
is firstly established and the kinematic analysis is performed afterward.
Then the equations of motion are developed based on the concept of link
Jacobian matrices. Finally, the principle of virtual work is applied to an-
alyze the dynamics of this 6-PSS parallel manipulator. This methodology
can be used on other types of parallel manipulators not only for 6-DOF
but also with less than 6-DOF. To solve the inverse dynamics of the ma-
nipulator, a computational algorithm is developed and two trajectories
of the moving platform are simulated.

Keywords: 6-PSS parallel manipulator, Kinematics, Dynamics, Virtual
work.

1 Introduction

In the last decades, although the serial manipulators have been widely used in
the industrial fields, the requirement for more efficient on the robotic operation
is still increasing, which drives the engineers to design some typical parallel
robots, such as Giddings & Lewis, Ingersoll and Hexel or even some micro parallel
manipulators for the high precision application [1]. A parallel manipulator mostly
consists of three parts: a moving platform, a fixed base and several limbs that
connect the platform and the base. Because the actuators can be mounted on
the fixed base of the manipulator, the weights of the moving components (limbs
and moving platform) can be reduced, which will minimize the effect of the
inertia of the limbs on the operation. Therefore, the parallel manipulator has
some inherent advantages than traditional serial manipulator, such as: higher
positioning accuracy, better rigidity and larger load capacity.

It is meaningful to develop the dynamical model of the robot because the
dynamical analysis is essential for the computer simulation, control strategy
development and physical prototype optimization [2]-[3]. Typically, there are two
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problems for the dynamics analysis of parallel manipulator: forward and inverse
dynamics [4]. The forward dynamics is about a situation that the input forces
or the moments are given and we will calculate the position and orientation
of the moving platform. On the other hand, the inverse dynamics is to gain
the input forces or moments of the actuators with respect to the given motion
trajectories of the moving platform. And this model later can be used to design
the dynamic controller. Over the last three decades, several researchers have
made contributions to the dynamic analysis of parallel manipulator. Some typical
approaches that have been proposed include the Newton-Euler formulation [5]-
[7], the Lagrangian formulation [8]-[10] and the principle of virtual work [2], [4],
[11]. Other new approaches also have been studied such as the Kane method
[12]-[14].

Because the kinematic model of the spatial parallel manipulator is complex,
it is very normal to make some assumptions to simplify the expressions of the
kinetic and potential energy when applying the Newton-Euler or Lagrangian
methods [15]-[16]. Therefore, these approaches sometimes are not accurate and
efficient enough for the dynamic analysis of parallel manipulator on some per-
spective. In this paper, we select the principle of virtual work to develop the
dynamic modeling of this 6-PSS parallel manipulator. The method presented in
this paper is similar to that used in Tsai [2] and Gosselin [11]. However, the
process for developing the Jacobian matrices is different from that of [2], which
makes it more easier and normal to form the motion equations. Moreover, this
method is also suitable for other closed-loop structures dynamic analysis, such
as other types of parallel manipulators.

In what follows, the structure of this 6-PSS parallel manipulator is illustrated
with a three dimensional model. Then, the inverse kinematics are analyzed and a
new method to define the link Jacobian is proposed. Thirdly, the dynamic equa-
tions of motion are formulated based on the principle of virtual work. Finally,
a computational algorithm is developed to solve the inverse dynamic equations
by MATLAB software and some simulations are made with respect to two given
trajectories.

2 Kinematic Analysis

2.1 Illustration of the 6-PSS Parallel Manipulator

The architecture of the 6-PSS parallel mechanism is shown in Fig.1 that is com-
posed of a fixed base, a moving platform, three triangle rail trusses and six
identical limbs. The details of this manipulator has been described in [17].

As shown in Fig.1, the 3D prototype of the 6-PSS parallel manipulator, there
are 14 links connected by 6 prismatic joints and 12 spherical joints. Hence, the
number of the degrees of freedom of such mechanism is

F = λ(n− j − 1) +
∑
i

fi = 6(14− 18− 1) + (6 + 3× 12) = 12 (1)

However, there are 6 passive degrees of freedom associated with these six PSS
limbs. Therefore, the moving platform possesses 6 degrees of freedom.
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Fig. 1. A 3D prototype of the 6-PSS parallel manipulator

2.2 Kinematics Model

For the purpose of kinematic analysis, two Cartesian coordinate systemsO(x, y, z)
and B(u, v, w) are attached to the fixed base and the moving platform, respec-
tively. As shown in Fig. 2, the O(x, y, z) frame is attached at the center point O
of the fixed congruent triangle base platform ΔM1M2M3 (M1,M2,M3 are the
cross sectional points of the central lines of the sides.). And the B (u, v, w) frame
is attached on the moving platform at point P that is the center of the hexagon
B1B2B3B4B5B6, which indicates the origin of frameB(u, v, w) coincides with the
center point P . The x-axis is along the direction of vector M2O, and the y-axis is
parallel to vector C5C6. And for the frame B (u, v, w), the u-axis is perpendicular
to the line B5B6, same direction with x-axis and the v-axis is alongside the y-axis
on origin. Both the z-axis and ω-axis are defined by the right-hand rule.

In this study, we assume that OMk = R (k = 1, 2, 3), BBi = r , CiDi = L
and AiBi = l. The angle ϕ between planes C1C2D1 and C1C2C4 is defined
as the angle layout of actuator, and θ is for the angle between PB2 and the
mid-perpendicular line of line segment B1B2.

The coordinates transformation of the moving points Bi from the moving
frame B (u, v, w) to the fixed frame O (x, y, z) can be described by the position

vector p =
[
px py pz

]T
of the centroid P and the rotation matrix ORB in a

[3× 3] matrix. Let u,v and w be the three unit vectors defined along with u, v
and w axes of the frame B (u, v, w), and the ORB can be defined as a rotation
of γ about the fixed x-axis, followed by a rotation of β about the fixed y-axis,
and a rotation of α about the fixed z-axis, thus it yields ORB to
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Fig. 2. Schematic representation of the 6-PSS parallel manipulator

ORB = RX(γ)RY (β)RZ(α)

=

⎡
⎣ cαcβ cαsβsγ − sαcγ cαsβcγ + sαsβ
sαcβ −sαsβsγ + cαcγ −sαsβcγ − cαcγ
−sβ cβsγ cβcγ

⎤
⎦ . (2)

According to the structure of the model in Fig.2, the coordinates of the points
Bi on the moving platform can be obtained with reference to the fixed frame O
by using a closed-loop vector as follows:

OCi + disi + EiAi + lki = p+ bi . (3)

where
di is the displacement of corresponding slider Ei;
ki is the unit vector of limb i with respect to fixed frame O;
bi=

ORB
Bbi and

Bbi are the coordinates of Bi with respect to frame B;
si is the unit vector of the groove of the triangle truss i, respectively.

si =
CiDi

L
. (4)

Then by solving Eq.(3), we will find the vector ki by

ki =
p+ bi −OCi − disi − EiAi

l
. (5)

2.3 Velocity Analysis

Before computing the motion equations of this manipulator, it is necessary to
analyze the kinematic characteristics of each reference limb. According to the
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definition of the position and rotation matrix of the moving platform, we have
the linear and angular velocities of it as follows

Vp = [ ṗx ṗy ṗz ]
T . (6)

ωp =
[
γ̇ β̇ α̇

]T
. (7)

The velocity of the center of a spherical joint Bi can be obtained by taking
the derivative of the right-hand side of Eq.(3) with respect to time.

Vbi = Vp + ωp × bi . (8)

Next, taking the derivative of the left-hand side of Eq.(3) with respect to time,
we have another expression as follows:

Vbi = ḋisi + lωi × ki . (9)

Dot multiplying both sides of Eq.(9) with ki yields

ḋi =
kT
i · Vbi

kT
i · si . (10)

Cross multiplying both sides of Eq.(9) with ki yields to

ωi =
1

l

[
ki × Vbi − ḋki × si

]
. (11)

In this paper, we suppose that the center of mass of limb i is at the geometry
center, then we have

Cmi = OCi + disi + EiAi +
l

2
ki . (12)

Taking derivative of Eq.(12) with respect to time, we have the velocity of the
center of mass of limb i as follows

Vli = ḋisi +
l

2
ωi × ki . (13)

2.4 Acceleration Analysis

The acceleration items of the moving platform can be obtained by taking the
secondary derivative of the corresponding items as follows

V̇p = [ p̈x p̈y p̈z ]
T . (14)

ω̇p =
[
γ̈ β̈ α̈

]T
. (15)

The acceleration of points Bi is obtained by taking the time derivative of
Eq.(8).
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V̇bi = V̇p + ω̇p × bi + ωp × (ωp × bi) . (16)

By taking the derivative of Eq.(9) with respect to time, it yields another
expression of the acceleration of point Bi as follows

V̇bi = d̈isi + lω̇i × ki + lωi × (ωi × ki) . (17)

Dot multiplying both sides of Eq.(17) with ki yields to

d̈i =
1

kT
i · si

(
kT
i · V̇bi + lωT

i · ωi

)
. (18)

To find the angular acceleration of limb i, we can cross multiply both sides of
Eq.(17) with ki.

ω̇i =
1

l

[
ki × V̇bi − ki × si

kT
i · si

(
kT

i
· V̇bi + lωT

i · ωi

)]
. (19)

The acceleration of the centre of mass of limb i can be obtained by taking
derivative of Eq.(13) with respect to time.

V̇li = d̈isi +
l

2
[ω̇i × ki + ωi × (ωi × ki)] . (20)

3 Jacobian Matrices

3.1 Jacobian Matrix of the Moving Platform

The Jacobian matrices are necessary for formulating the equations of motion,
while the derivatives of the components are essential for formulating the corre-
sponding Jacobian matrices. Writing Eq.(8) in matrix form yields to

Vbi = JbiẊp . (21)

where Ẋp= [Vp , ωp] is a [6 × 1] matrix representing the linear and angular
velocities of the moving platform, and the Jacobian matrix Jbi is a [3×6] matrix.

Jbi =

⎡
⎣1 0 0 0 biz −biy
0 1 0 −biz 0 bix
0 0 1 biy −bix 0

⎤
⎦ . (22)

The Eq.(10) can be expressed in the form of y = ax as follows:

ḋi = J ′
inv i

Vbi . (23)

where

J ′
inv i

=
ki

T

kT
i
· si . (24)

Substituting Eq.(21) (22) into Eq.(23) yields to
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ḋi = Jinv iẊp , Jinv i = J ′
inv i

Jbi . (25)

Rewriting the Eq.(25) for six times, we will find the inverse Jacobian matrix
of the six actuators as follows

ḋ = JinvẊp . (26)

where

Jinv =
[
Jinv 1 · · · Jinv 6

]T
1×6

. (27)

3.2 Jacobian Matrix of the Sliders

According to the definition of ḋi, it can be seen that the value of the velocity of
slider i is equal to ḋi.

Vsi = ḋisi . (28)

Substituting Eq. (25) into Eq.(28), we have

Vsi = JsV iẊp . (29)

where

JsV i =
[
sixJinv i siyJinv i sizJinv i

]T
1×3

. (30)

Since the slider is constrained in the groove of the triangle truss, there is no
rotation of the slider, i.e. ωsi = 0. Therefore, we can deduct the Jacobian matrix
of the slider i as follows:

Ẋsi = JsiẊp , Jsi =

[
JsV i

03×6

]
. (31)

3.3 Jacobian Matrix of the Limbs

To find the Jacobian matrix of the limb i, we have to do some transformations
on Eq. (13). Substituting Eq. (8), (10) and (11) into Eq.(13) yields to

Vli = Ei · Vbi · Fi +
1

2
ki × Vbi × ki . (32)

where

Ei = J ′
inv i

,Fi = si − 1

2
ki × si × ki . (33)

By developing the vector Ei =
[
Eix Eiy Eiz

]T
, Fi =

[
Fix Fiy Fiz

]T
,ki =[

kix kiy kiz
]T

, we can obtain the Jabobian matrix of linear velocity of limb i as
follows

Vli = JlV iVbi . (34)
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where
JlV i = JlV 1 i + JlV 2 i . (35)

JlV 1 i =

⎡
⎣EixFix EiyFix EizFix

EixFiy EiyFiy EizFiy

EixFiz EiyFiz EizFiz

⎤
⎦ . (36)

JlV 2 i =

⎡
⎣k2iy + k2iz −kixkiy −kixkiz
−kixkiy k2ix + k2iz −kiykiz
−kixkiz −kiykiz k2ix + k2iy

⎤
⎦ . (37)

Similarly, we can find the Jacobian matrix of angular velocity of limb i based
on Eq. (10) and (11).

ωi =
1

l

[
ki × Vbi − ki × si

kT
i · si

(
kT
i · Vbi

)]
=

1

l

[
ki × Vbi −Qi

(
kT
i · Vbi

)]
. (38)

where

Qi =
ki × si

kT
i · si =

[
Qix Qiy Qiz

]T
. (39)

The two terms of Eq.(38) are as follows:

ki × Vbi =

⎡
⎣ kiyVbiz − kizVbiy

kizVbix − kixVbiz

kixVbiy − kiyVbix

⎤
⎦ . (40)

kT
i · Vbi = kixVbix + kiyVbiy + kizVbiz . (41)

Substitute Eq.(39-41) into Eq.(38), it yields the angular velocity Jacobian
matrix as follows

ωi = JlωiVbi . (42)

where

Jlωi =
1

l

⎡
⎣ −kixQix −kiz − kiyQix kiy − kizQix

kiz − kixQiy −kiyQix −kix − kizQiy

−kiy − kixQiz kix − kiyQiz −kizQiz

⎤
⎦ . (43)

Therefore, the equation of motion of the limb i can be expressed as

Ẋli =

[
Vli

ωli

]
. (44)

By substituting Eq.(21), (34), (42) into Eq.(44), we get the Jacobian matrix
of the limb i as follows

Ẋli = JliẊp , Jli =

[
Jlvi
Jlωi

]
Jbi . (45)
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4 Virtual Work

4.1 Applied and Inertia Wrenches

The resultant of the applied and inertia forces exerted at the center of mass of
the moving platform is

Fp =

[
f̂p

n̂p

]
=

[
fe +mpg −mpV̇p

ne−OIpω̇p − ωp × (
OIpωp

)] . (46)

where fe and ne are the external force and moment exerted at the center of
mass, and in this paper, we assume they are equal to zero. And OIp is the inertia
tensor of the moving platform taken about the center of mass and expressed in
the fixed frame O.

In this paper, we assume that the external force exerted at the sliders and the
limbs is only the gravitational force, and since there is no rotation for the slider
i, i.e. ωsi = 0, ω̇si = 0, then the resultants of applied and inertia forces exerted
at the center of mass of the slider i can be expressed as following equation.

Fsi =

[
f̂si

n̂si

]
=

[
msg −msV̇si

0

]
. (47)

In the Section 2 and 3, we have deducted the necessary items of the limbs, so
it is straigtforward to find the force and moment of limb i.

Fli =

[
f̂li

n̂li

]
=

[
mlg −mlV̇li

−OIliω̇li − ωli ×
(
OIliωli

)] . (48)

4.2 Equations of Motion

In this section, the procedure for solving the inverse dynamics of this 6-PSS par-
allel manipulator is proposed. The principle of virtual work for implementation
on this manipulator can be expressed as

δqs
Tτ + δXT

p
Fp +

6∑
1

(
δXsi

TFsi + δXT
liFli

)
= 0 . (49)

The virtual displacements δqs , δXsi, δXli in Eq.(49) should be compatible
with the kinematic constraints imposed by the structure. Therefore, it is nec-
essary to relate the above virtual displacements to a set of independent virtual
displacements δXp. Based on the d’Alembert’s principle, the virtual displace-
ment is equal to the derivative of the displacement with respect to time, hence
we have

δqs = JinvδXp , δXsi = JsiδXp , δXli = JliδXp . (50)
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Substituting Eq.(50) into Eq.(49) yields to

δXT
p

[
JT
invτ + Fp +

6∑
i=1

(
Jsi

TFsi + JT
liFli

)]
= 0 . (51)

Since Eq.(51) is valid for any values of δXT
p , the condition to satisfy it is

JT
invτ + Fp +

6∑
i=1

(
Jsi

TFsi + JT
liFli

)
= 0 . (52)

Equation (52) describes the dynamics of this 6-PSS parallel manipulator.
Therefore, if Jinv is not singular, the input force of the six actuators can be
determined by the solution of Eq.(52).

τ = −J−T
inv

[
Fp +

6∑
i=1

(
Jsi

TFsi + JT
liFli

)]
. (53)

Because this analysis is based on the assumption of the inverse of the transpose
of the manipulator Jacobian matrix, when the moving platform approaches a
singular configuration, the computation of input forces may become numerically
unstable.

5 Numerical Simulation

In this section, a simulation is preformed by the computer algorithm to verify this
method. From the previous assumption, the external force acting on the items
of the structure is only the gravitational force, and here, the gravity accelera-
tion vector is g = [0 0 −9.807 ]T m/s2. Some values of the relevant parameters
of this program are listed as: R = 400mm, r = 120mm, L = 450mm, ϕ =
65◦, θ = 24.13◦, and the others can be found in [16]. The mass properties of
the relevant components are obtained by the Solidworks simulation function:
mp = 829.3 g, ml = 300.85g, ms = 73.93g. Based on the dimensions of the
components, the inertia tensors can be developed as follows:

BIp =

⎡
⎣3.29 0 0

0 6.56 0
0 0 3.29

⎤
⎦ · 10−3kg ·m2 , Il =

⎡
⎣0 0 0
0 2.04 0
0 0 2.04

⎤
⎦ · 10−2kg ·m2

For the simulation, there are two scenarios to perform it. The first scenario is
that the orientation of the moving platform remains constant while the center
of mass of it moves along with a given trajectory. Specifically, the trajectory of

the moving platform is given as γ=β=α=0, p =
[
0 0 −500 + 50 sin t

]T
mm.

The input forces τ for the six linear actuators are calculated as functions of time
t. The simulation result is plotted in Fig.3 (a), which shows that the six input forces
coincide into a curve, i.e. they are equal to each other. This significance verifies the
theoretical results due to the symmetrical arrangement of the six actuators.
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(a) Constant orientation and variable po-
sition
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(b) Constant position and variable orien-
tation

Fig. 3. Simulation results of the specific trajectories

For the second scenario, the trajectory of the moving platform is given as
follows: the orientation of the moving platform varies by the rotation about the z-
axis with a sinusoidal trajectory while the position remains constant. Specifically,

the trajectory is specified as γ=β=0 , α = sin t, p =
[
0 0 −400

]T
mm.

The results are plotted in Fig.3 (b) and similar to the first scenario, due to
the symmetrical geometry, the input forces at actuators 1, 3 and 5 are equal to
each other, and those at actuators 2, 4 and 6 are also equal to one another.

6 Conclusion

In this paper, a new 6-PSS parallel manipulator is investigated in 3D virtual
environment and the kinematic model is built up. The inverse dynamic analysis
for this parallel manipulator is performed based on the principle of virtual work.
Based on the simulation results, the control strategies will be conducted for this
parallel manipulator in our future research.

The implementation of the principle of virtual work leads to eliminating the
constrained force at the outset. This makes it become more efficient than the
conventional Newton-Euler approach on the dynamic analysis on this parallel
manipulator. And the methodology of the link Jacobian matrices deduction is
easy to understand, which can be also applied to the other types of parallel
manipulators.
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Abstract. The elastodynamics of the 3-RRR mechanism is studied in this paper. 
The absolute nodal coordinate formulation (ANCF) is used to model the 
flexible links, the generalized α method with several efficient methods are 
adopted to solve the equations of motion of the system. A comparison is made 
between the rigid and flexible links of the mechanism. The results show that the 
flexibility of the link affects the displacement, velocity and acceleration of the 
moving platform significantly, and the flexure mechanism exhibits high 
frequencies vibrations 

Keywords: Elastodynamics, 3-RRR mechanism, ANCF, generalizedα method. 

1 Introduction 

The 3-RRR parallel mechanism is widely used in industry applications and laboratory 
researches for its high moving velocity and wide range of motion [1, 2]. The link 
flexibility causes vibration and noise of the mechanism, making it hard to model and 
control. The requirement of predicting the system dynamics accurately is increasingly 
necessary with the development of precision mechanical engineering. Therefore, it is 
important to establish a way to model the 3-RRR mechanism with the link flexibility. 

Some researchers have studied the influence of the body flexibility in the dynamics 
performance of multibody systems. Tian [3, 4] proposed a new methodology for the 
dynamic analysis of rigid-flexible multibody systems with ElastoHydraDynamic 
lubricated cylindrical joints. It showed that the bearing flexibility plays a significant 
role in the system responses, extends the lubricant distribution space and, 
consequently, reduces the lubricant pressure. Zhao [5] proposed a numerical approach 
for the modeling and prediction of wear at revolute clearance joints in flexible 
multibody systems by integrating the procedures of wear prediction with multibody 
dynamics, which demonstrated that the wear result predicted is slightly reduced after 
taking the flexibility of components into account. 

                                                           
* Corresponding author. 
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The ANCF is firstly proposed by Shabana [6, 7], which employs the mathematical 
definition of the slopes to define the element coordinates instead of the infinitesimal 
and finite rotations. This method is able to describe flexible multibody systems with 
large deformations accurately, and the constant mass matrices can be obtained 
without neglecting and projecting any nonlinear inertia terms. This method has been 
considered a benchmark in flexible multibody dynamics development [8]. 

The ANCF coupled deformation modes are associated with high frequencies, so 
that the explicit integration methods such as the Baumgarte stabilization method [9] 
can be very inefficient or even fail. For such a stiff system, implicit integration 
methods are much more efficient than explicit methods, as the implicit integrator does 
not capture the high frequency oscillations which can have a negligible effect on the 
solution accuracy. One of the most popular implicit integrators is the generalized-
α method [10]. Among the attractive features of this method are the stability of the 
solution and an optimal combination of accuracy at low-frequency and numerical 
damping at high-frequency. The generalized- α algorithm results from successive 
contributions by Newmark [11], Hilber, Hughes and Taylor [12], and Chung and 
Hulbert [13]. 

In this paper, a general computational methodology for modeling and analysis of 
planar flexible multibody systems is presented, in which the ANCF is implemented to 
describe the large deformation, and the generalizedα method with several efficient 
skills are used to solve the equations of motion of the system. This paper is organized 
as follows: in section 2, the planar ANCF-based beam element is briefly introduced. 
In section 3, the 3-RRR planar parallel mechanism with rigid and flexible links is 
described and modeled. In section 4, the computational strategy for the solution of the 
equations of the flexible 3-RRR system is described. After that, the simulation results 
are obtained and discussed. Finally, the main conclusions are drawn. 

2 Planar ANCF Based Beam Element 

This section will present the molding of rigid beam and flexible beam. For rigid 
beam, the coordinates of the link is described using natural coordinate system, see 
Fig. 1(a). The coordinates of the link in global coordinate system are defined as 
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Fig. 1. Planar beam element 
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, , , ,
T T

i j i i j jx y x y⎡ ⎤ ⎡ ⎤= =⎣ ⎦ ⎣ ⎦e r r                         (1) 

The location of generic point along the central axis of the link is 
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r Se   (2)

where X and Y denote the position coordinates defined in the global coordinate 
system, x denotes the nodal coordinate along the beam central line, l denotes the 
element length. S is the shape function 

1 / 0 / 0

0 1 / 0 /

x l x l

x l x l

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

S   (3)

The mass matrix of the rigid beam is expressed as 

=e T

V
dVρ∫M S S   (4)

in which ρ is density and V is the volume. 

As shown in Fig. 1(b), the planar ANCF-based deformable beam element is also 
described by two nodes. The coordinates of an arbitrary point along the central axis of 
the beam can be defined by the third-order polynomials in the global coordinates,  
that is 

2 3
0 1 2 3

2 3
0 1 2 3

a a x a x a xX

Y b b x b x b x

⎡ ⎤+ + +⎡ ⎤
= = =⎢ ⎥⎢ ⎥ + + +⎢ ⎥⎣ ⎦ ⎣ ⎦

r Se   (5)

where X and Y denote the position coordinates defined in the global coordinate 
system, x denotes the nodal coordinate along the beam central line. S is the shape 
function. The absolute nodal coordinates e for node i and j can be expressed as 

[ ]1 2 3 4 5 6 7 8

1 21 2
1 2 1 2

, , , , , , ,

, , , , , , ,

T

T

j ji i
i i j j

e e e e e e e e

r rr r
r r r r

x x x x

=

∂ ∂⎡ ⎤∂ ∂
= ⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦

e

  (6)

The vector [ ]1 2,
T

m m mr r=r , m=(i, j) indicates the position coordinates defined in the 

global coordinate system. The angle mθ indicates the beam cross section orientation, 

which can be expressed by vector 1 2,
T

m m mr r

x x x

∂ ∂ ∂⎡ ⎤= ⎢ ⎥∂ ∂ ∂⎣ ⎦

r
. According to the conventional 

finite element method, the element shape function can be obtained 

[ ]1 2 2 2 3 2 4 2S S S S=S I I I I   (7)
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where I2 is the identity matrix of size two and 
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  (8)

with /x lξ = .  

By using the Newton-Euler formulation, the element equations of motion are as 
follows 

e e e+ =M e F Q   (9)

where Qe represents the element generalized force vector, Me denotes the element 
constant mass matrix 

=e T

V
dVρ∫M S S   (10)

in which ρ is density and V is the volume. Fe denotes the element elastic force vector 

that can be deducted by the continuum mechanics approach [14], which is expressed 
as 
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where 
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To improve the computation efficiency, Garcia-Vallejo et al. [15] firstly proposed 
an invariant matrix method to calculate the elastic force and the tangent matrix of the 
elastic force. Based on the following matrix transformation 
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( ) ( ) ( ), ,

T T
l l l li jij
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the element of Kl1 can be expressed as 
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where Cl1 is called the constant matrix of Kl1. 
When solving the motion equations of the multibody system in an interactive way, 

that is, in an implicit way, the derivation of the elastic force respect to generalized 
coordinates will be used, which can be expressed as 

( )
( ) ( )( )8 8
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ee FF
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  (15)

and it will be the most time consuming part in simulation. 

3 Modeling of the 3-RRR Mechanism 

This section will describe the configuration and motion equations of the 3-RRR (the 
underline means the driving joint) planar parallel robot, as is shown in Fig. 2. The 
mechanism is a trigonal symmetry structure which is composed by 7 parts, link AiBi 

(i=1~3) is the driving part, link BiCi is the passive part, and the plate part is the 
moving platform. Joints A1, A2 and A3 are attached to the drivers, while joint B1, B2, B3 
and C1, C2, C3 are passive revolute joints. All the driving links are treated as rigid, 
while all the passive links are treated as flexible, and each is described by one ANCF 
beam element. The moving platform is treated as rigid which can be described by 
three reference point coordinates. There are totally 27 generalized coordinates in the 
system, as labeled in the figure. 

The kinematic constraints of the system can be written as 
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Fig. 2. Geometry and global coordinates of the 3-RRR mechanism 

The first time derivative with respect to time of Eqn. (16) provides the velocity 
constraint equations 

t= −qΦ q Φ   (17)

where qΦ is the Jacobin matrix of the constraint equations, that is, = /∂ ∂qΦ Φ q . In the 

same way, = /t t∂ ∂Φ Φ . 

Based on the ANCF, the assembly of the elements can be carried out by the 
conventional finite element method. The element nodal e can be easily transformed 
into the flexible multibody system generalized coordinates q. Without considering the 
damping of the system, the Newton-Euler equations for the constrained flexible 
multibody system in Cartesian coordinates can be written as 

e d+ + =T
qMq Φ λ F F   (18)

where M is the system mass matrix, λ is the vector of Lagrange multipliers, Fe 
denotes the system elastic force vector, and Fd is the driving force vector. 

4 Solving the Equations of Motion 

The process of the integration of the equations of motion for a flexible multibody 
system is different from that of rigid body system. The high frequency responses are 
stimulated by the finite element discretization. Conversely, the high-frequency 
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responses can produce very large inner forces, which in turn lead to the simulation 
divergence. The convergence for the solution of the high frequency mode is poor if it 
cannot be damped out. The generalized-α method allows an optimal combination of 
accuracy at low-frequency and numerical damping at high frequency. Thus it can 
eliminate the contribution of nonphysical high-frequency modes, which are generally 
present in finite element models.  

According to the generalized-α method [10], the Eqn. (16) is appended with Eqn. 
(18) and rewritten as 
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The following equations exist: 
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in which 
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a a q q

a q
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where n denotes the nth interaction, , , ,m fα α β γ are the algorithm parameters. For the 

fixed step size h, in order to preserve the low frequency responses and dissipate the 
spurious high frequency responses, Chung and Hulbert [13] have proposed optimal 
algorithmic parameters for second-order accurate 

( )22 1 1 1
, , 1 ,

1 1 4 2m f f m f m

ρ ρα α β α α γ α α
ρ ρ

−= = = + − = + −
+ +

  (22)

where [ ]0,1ρ ∈ . When 0ρ = , the algorithm has the maximum energy dissipation, and 

1ρ = , the energy will be preserved. The Broyden-Newton interaction approach [16] 

is used to solve the nonlinear equations.  
The generalized constrains G and its Jacobian matrix J are defined as  
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Fig. 3. Flowchart of the computational scheme 

The whole computational scheme is illustrated in the flowchart of Fig. 3, in which 
the following relations are utilized 
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which can make 
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q q

I I
q q

  (26)

5 Results and Discussions 

The geometric and material parameters of the 3-RRR mechanism are listed in Tab. 1-2. 
The Young’s module of the passive links is set smaller than Aluminum in order to 
enlarge the influence of the link flexibility. In the simulation, the preset moving 
trajectory of 3-RRR platform is a circle with radius 0.1m, which is expressed as 
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Table 1. Geometry parameters of the mechanism 

Member Driving link Passive link Moving stage Fixed stage 
Length[m] 0.245 0.242 0.112 0.400 

Table 2. Material parameters of the mechanism 

Member Young[Pa] Density[kg/m3] Width[m] Thickness[m] 
Driving link 201e9 2.7e3 0.03 0.01 
Passive link 7e8 2.7e3 0.01 0.005 

 
in whichω is the angle frequency whose value is set to be 2 /rad sπ . At the start of the 

simulation, the initial position of the platform is 25 0.1q m= , 26 0q m= , 27 0q rad= , 

the initial velocity is 25 0 /q m s= , 26 0.1 /q m sπ= , 27 0 /q rad s= .The initial 

positions and velocities necessary to start the dynamic analysis are obtained from the 
kinematic calculation of the 3-RRR mechanism. The simulation results are plotted in 
Fig. 4-8，the dash line represents the value with all rigid links, while the solid line 
represents the result with flexible links. 

Fig. 4 shows the configuration of the mechanism at different times. It can be 
observed that the driving links keep undeformed all the time, while the passive links 
have obvious deformations once the platform is moving. These deformations will lead 
to the position deviation of the moving platform, as shown in Fig. 5. The position error 
of the platform along x direction and y direction are around +/-0.1mm, while the angle 
error is around 0.1mrad, and these values will be influenced by the stiffness of the 
flexible links. It indicates that the flexure of the link is an important influence factor of 
positioning accuracy, especially in precision mechanism. However, it should be taken 
into consideration that the numerical error will also cause deviations of the results. 

 
(a) t=0s   (b) t=0.25s  (c) t=0.75s 

Fig. 4. Configuration of the mechanism at different times 

 
 (a)X direction  (b) Y direction  (c) Angle 

Fig. 5. Pose error of the platform 
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 (a)X direction   (b) Y direction   (c) Angle 

Fig. 6. Moving velocity of the platform 

The velocities of the moving platform along different directions are plotted in  
Fig. 6. It shows that the velocity along axis x and along axis y are very smooth and 
approximant to their ideal values. But the rotational velocity of the moving platform 
is a little different from its ideal value, it varies around zero, and the amplitude is 
about 0.01rad/s. 

In Fig. 7, the accelerations of the moving platform along different directions are 
plotted. The accelerations are very different from their ideal values, that is, the 
accelerations are enlarged when the link flexibility is taken into consideration. The curves 
also present high frequency responses which are caused by the vibrations of the flexure 
links, theses vibrations will make the system unstable and difficult to control. Moreover, 
the vibration amplitude is pretty large at the start of the simulation, and with the program 
running, the curves become smoother, as can be clearly seen in Fig. 7(c). 

The same phenomena can also be observed in the curves of driving link moments 
represented in Fig. 8. The enlarged forces will decrease the service life of the 
components or even lead to failure of the mechanism. In Fig. 8, the driving moment 
for each crank is different, and these values are influenced by many factors, such as 
moving trajectory, moving velocity, or the loads applied on the moving platform.  

 

 
 (a)X direction   (b) Y direction   (c) Angle 

Fig. 7. Moving acceleration of the platform 

 
(a) Crank 1  (b) Crank 2   (c) Crank 3 

Fig. 8. Driving moment on the crank 
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6 Conclusions 

In this paper, a methodology is proposed to study the elastodynamics of the rigid-
flexure 3-RRR mechanism, in which the rigid driving links are molded using natural 
coordinates, while the flexure passive links are molded using ANCF. The 
generalized α method with several efficient skills are adopted to solve the equations of 
motion of the system.  

The simulation results show that the link flexibility affects the positioning accuracy 
of the moving platform apparently. It has great influence on the acceleration of the 
platform and driving moments of the cranks, the flexure mechanism also exhibits high 
frequencies vibrations. These analyses are the basis for the optimal design and control 
of the flexure multibody systems, in the future work, the effects of joint clearance will 
be taken into consideration. 
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Abstract. Parallel mechanisms have advantages to carry out tasks requiring 
high speed and high accuracy. This paper focuses on the motion control of a  
3-PRR planar parallel mechanism. In order to build the control system, 
kinematic analysis of the 3-PRR planar parallel mechanism is studied. The 
inverse and forward kinematic solutions and the speed Jacobian matrix are 
obtained. Control system based on the joint space and task space of the 
mechanism is built. Moreover, the iterative learning method is used to improve 
the PD controller’s performance. Simulation result shows that the error of the 
platform is substantially reduced. 

Keywords: 3-PRR, Kinematic, Iterative Learning Controller. 

1 Introduction 

Compared with the serial manipulators, potential advantages of the parallel 
architectures are higher kinematical precision, lighter weight, better stiffness, greater 
load bearing, stabile capacity and suitable positional actuator arrangements[1]. 
Parallel mechanisms have more advantages to carry out tasks requiring high speed 
and high accuracy[2]. Since 1830s, there have been plenty of researchers promoting 
the development of parallel mechanisms. More and more parallel mechanisms are 
used in practical work[3]. 

With the development of parallel mechanism research, lower-mobility parallel 
mechanisms have attracted much attention due to their simplicity in structure, low 
cost in design, manufacturing and control[4]. 

The performance of parallel mechanism depends on its structural parameters, 
drivers and controller. Control system is the core part of the parallel mechanism. In 
order to improve the accuracy and stability of the parallel mechanism, it is necessary 
to do in-depth research and design for its control system. 

PD controller has simple structure and is easy to be built. Therefore, it is widely 
used in industry. However, because of the nonlinearity and coupling of the parallel 
mechanism, PD controller cannot achieve desired performance. Therefore, this paper 
does some research on kinematic of parallel mechanism and builds iterative learning 
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• R :  radius of the circumscribed circle of triangle 1 2 3A A A  of center O, i.e., 
iR OA= ; 

• r : radius of the circumscribed circle of triangle 1 2 3C C C  of center P, i.e.
ir PC= ; 

• L : the length of the intermediate links, i.e., i iL BC= ; 

2.2 Inverse Kinematics 

Define the input vector of the 3-PRR mechanism as 1 2 3[ ]TQ ρ ρ ρ=  and the 

output vector as [ ]T
p pP x y ϕ= .Hence, the coordinates of the three endpoints of the 

moving platform, i.e., 1C , 2C  and 3C , in the moving coordinate system can be 
expressed as: 

 1 2 3

3 3
0

2 2

[ ', ', ']
2 2
1 1 1

r r

r r
C C C r

⎛ ⎞
−⎜ ⎟
⎜ ⎟
⎜ ⎟

= − −⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (1) 

The coordinates of the three endpoints of the base platform, i.e., A1, A2 and A3, in 
the fixed coordinate system can be expressed as: 

 1 2 3

3 3
0

2 2

[ , , ]
2 2
1 1 1

R R

R R
A A A R

⎛ ⎞
−⎜ ⎟
⎜ ⎟
⎜ ⎟

= − −⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (2)

 
The coordinates of the three endpoints of the links, i.e., B1, B2 and B3, in the 

fixed coordinate system can be expressed as: 

 

3 31 1 2 2

1 2 3 3 31 1 2 2

3 3
cos cos cos

2 2
1

[ , , ] sin sin sin
2 2

1 1 1

R R

R
B B B R R

ρ α ρ α ρ α

ρ α ρ α ρ α

⎛ ⎞
+ − +⎜ ⎟

⎜ ⎟
⎜ ⎟

= − + − + +⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (3)

 
Based on the mechanism geometric feature, 1 2 30 , 120 , 240 .α α α= ° = ° = ° Transfer 

matrix from the moving coordinate system to the fixed coordinate system can be 
expressed as: 
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ϕ ϕ
ϕ ϕ

−⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ ⎠

 (4)

 
Hence, the coordinates of C1, C2 and C3 in the moving coordinate system can 

be obtained: 

 

1 2 3 1 2 3[ , , ] [ ', ', ']

3 3
cos sin cos sin sin

2 2 2 2

3 3
sin cos sin + cos cos

2 2 2 2
1 1 1

O
C

p p p

p p p

C C C T C C C

r r
x r x r x r

r r
y r y r y r

ϕ ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ ϕ

=

⎛ ⎞
− + + + −⎜ ⎟

⎜ ⎟
⎜ ⎟

= − − + +⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

 (5) 

Since the lengths of the three links are equal and constant, i.e. 2 2
i il B C= , it can be 

obtained:  

 
2 2

1 1 1a l bρ = − ± −
 (6)

 

 
2 2

2 2 2 2
2

3 2 3

2

a b l a b
ρ

− ± − +
=

（ ）（ ）
 (7) 

 
2 2

3 3 3 3
3

3 2 3

2

a b l a b
ρ

− ± + −
=

（ ）（ ）
 (8)

 

Where, 

 1 1

3 3 3
cos sin , sin cos

2 2 2 2 2 2
p p

r r R
a x r R b y rϕ ϕ ϕ ϕ= − + − − = − + + −  (9) 

 2 2

3 3 3
cos sin , sin cos

2 2 2 2 2 2
p p

r r R
a x r R b y rϕ ϕ ϕ ϕ= − − − + = − − + −  (10) 

 3 3sin , cosa xp r b yp r Rϕ ϕ= − + = + −  (11) 

2.3 Kinematic Jacobian Matrix 

The Jacobian matrix defines the relationship between the actuators and mobile 
platform velocity vectors. The Jacobian matrix satisfies the following equation: 
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 JPρ =  (12)
 

Where P  is the cartesian velocity vector, i.e.
 

[ , , ]T
p pP x y ϕ= , ρ  is the prismatic 

joints’ velocity vector, i.e.
 

1 2 3[ , , ]Tρ ρ ρ ρ= . 

According to the initial structure, the corresponding inverse kinematics result can 
be obtained: 

 

 2 2
1 1 1a l bρ = − − −  (13) 

 
2 2

2 2 2 2
2

3 2 3

2

a b l a b
ρ

− − − +
=

（ ）（ ）
 (14) 

 

2 2
3 3 2 2

3

3 2 3

2

a b l a b
ρ

− − − +
=

（ ）（ ）

 (15) 

Differentiating,
 

 1
1 1 12 2

1

2b
a b

l b
ρ = − +

−
 (16) 

 
 3 3 3 3

3 3 3
2 2 2 2

3 3 3 3

2 3( 3 ) 2( 3 )
(1 ) ( 3 )

(2 ) ( 3 ) (2 ) ( 3 )

a b a b
a b

l a b l a b
ρ + +

= − − +
− + − +

 (17) 

It can be obtained that: 

 i i i i ic a d bρ = +  (18) 

Where, 

 

1
1 1 2 2

1

2
1,

b
c d

l b
= − =

−
 (19)

 

 2 2 2 2
2 2

2 2 2 2
2 2 2 2

2 3( 3 ) 2( 3 )
(1 ), ( 3 )

(2 ) ( 3 ) (2 ) ( 3 )

a b a b
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l a b l a b
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 3 3 3 3
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2 2 2 2
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a b a b
c d
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Hence, the kinematic Jacobian matrix can be obtained: 

1 1 1 1 1 1

2 2 2 2 2 2

3 3 3 3

3 1 1 3
( )sin ( ) cos

2 2 2 2

3 1 1 3
( )sin ( ) cos

2 2 2 2
sin cos

c d rc rd rc rd

J c d rc rd rc rd

c d rd rc

ϕ ϕ

ϕ ϕ

ϕ ϕ

⎡ ⎤
− − − + + −⎢ ⎥
⎢ ⎥
⎢ ⎥

= − − − + + +⎢ ⎥
⎢ ⎥
⎢ ⎥− − +
⎢ ⎥
⎢ ⎥⎣ ⎦  

(22)

2.4 Forward Kinematics 

Forward kinematic defines the relationship between the actuators and mobile 
platform displacement. Because of the specific properties of parallel mechanism, 
it is difficult to obtain the direct kinematics solution by analytical method. Many 
numerical methods have been proposed. Jacobian matrix method is one of the 
numerical methods that have high speed and precision[6]. 

Define 0P as the initial output vector and 0Q is the corresponding input vector. 
Assume the current input vector is 1P and 1Q is the corresponding input vector. 
Define J  as the corresponding Jacobian matrix and set ε  as the required 
accuracy. 

As shown in Fig.2, the main steps of the method can be described as: 

1. Set the initial output vector 0P . 
2. Calculate the corresponding input vector 0Q  according to the inverse 

kinematic result. 
3. Calculate the corresponding Jacobian matrix J . 
4. Calculate the new output vector 0P  according to the equation:

0 0 0 1P =P +J(Q -Q )  
5. Calculate the new input vector 0Q . 
6. If 0 1||P -P || ε> , go to step 3.Else, 1 0P =P is the desired solution. 

 

 

Fig. 2. Flowchart of forward kinematic 
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3 Control Method 

3.1 Iterative Learning Controller 

Iterative learning control (ILC) is based on the notion that the performance of a 
system that executes the same task multiple times can be improved by learning from 
previous executions[7]. The objective of ILC is to improve performance by 
incorporating error information into the control for subsequent iterations. It does not 
need precise mathematical model. Therefore, it is very useful for the tasks that are 
nonlinear, complex and difficult to build mathematical model. The control system of 
parallel mechanism has the character of high nonlinear and coupling. Iterative 
learning control is suitable and available to solve such problem. 

Assume the desired control input is ( )du t , the object of the algorithm is to reach 

the desired output, i.e. ( )dy t . Each time we run the program, the initial status (0)kx  

is recorded. After several rounds of repetition and correction, the desired input and 
output value is obtained, i.e. ( ) ( ), ( ) ( ).k d k du t u t y t y t→ →  

Consider the discrete-time system 

( ) ( ( ), ( ), ), ( ) ( ( ), ( ), )k kk k k kx t f x t u t t y t g x t u t t= =
 

(23)

Where t  is the time index, k  is the iteration index, ( )y t  is the output, ( )ku t  is 

the control input, and ( )kx t  is the status of the system. The performance or error 

signal is defined by ( ) ( ) ( )k d ke t y t y t= − . 
In the open-loop learning control method, the relationship between each generation 

can be expressed as 

1( ) ( ( ), ( ))k k ku t L u t e t+ =  (24)

In the close-loop learning control method, the relationship between each generation 
can be expressed as 

1 1( ) ( ( ), ( ))k k ku t L u t e t+ +=
 

(25)

Where, L  is a linear operator. 

3.2 Control System Based on the Task Space 

Control system based on the task space considers the mechanism as a MIMO 
system[8]. The desired trajectory is given and the actual position is measured. 
Through calculating the error, the input control signal can be determined. 
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e

 

Fig. 3. Control system based on the task space 

3.3 Control System Based on the Joint Space 

Control System based on the joint space considers each joint of the parallel 
mechanism as a SISO system. The input control signals are given to each joint 
respectively, while the coupling between the joints is not considered[9]. 

e

e

 

Fig. 4. Control system based on the joint space 

4 Simulations and Results Analysis 

As shown in Fig.5, the simulation model is built via MATLAB. The mechanism 
and joint are replaced by modules in the SimMechanic toolbox. 

The joint actuators provide driving forces to the prismatic joints. The joint sensors 
measure the speed and position of the joints, which are part of the feedback signals of 
the controller[10]. 

4.1 PD Control Based on the Task Space 

Fig. 6 shows the block diagram of the PD control system based on the task space. 
In the control system, we should transfer the force in the joint space to the task  
space. According to inverse kinematic, the relationship between the input vector 
i.e.  and output vector  can be expressed as: Q P
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Fig. 5. Simulation model of the 3-PRR mechanism 

Q J P= i  

Since the principle of conservation of energy, it can be obtained that 

F Q T P=i i  

Where, F  is the generalized force acting on the joints and T  is the generalized 
force acting on the platform. 

Thus, 
T F J= i  

The F2T module in the block diagram achieves the function of generalized force 
transformation. 

 

Fig. 6. PD control system based on the task space 

As shown in Fig. 7, we can see the error of the platform. Compared with the 
iterative learning control, the error of PD controller remains constant and has larger 
value, whose average is 1mm. The trend of the error curve is related to the trajectory. 
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Fig. 7. Errors of the platform 

4.2 Iterative Learning Control Based on the Joint Space 

As shown in Fig.8, the control system of the 3-PRR mechanism is built via MATLAB 
simulation toolbox. The controller uses the iterative learning control algorithm. The 3-
PRR mechanism is simulated as shown in Fig.5. The desired trajectory is given and 
the actuators’ displacement and speed are calculated based on the result of inverse 
kinematic. 

 

Fig. 8. Block diagram of the iterative learning control system 
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Fig. 9. Error of the actuators and platform 

As shown in Fig.9 errors of the actuators and platform decrease to near zero after 
10 times of iteration. Error1, error2 and error3 represent the displacement errors of the 
prismatic joints i.e. B1, B2 and B3, respectively. Error X and error Y represent the 
error of the platform in the X and Y directions. 

The simulation of the model shows that iterative learning control algorithm is 
applicable and effective. After enough times of iteration, we can always get the 
desired accuracy as long as it is convergent. 

5 Conclusion 

Parallel mechanism has high stiffness, strong bearing capacity and high accuracy. 
The motion of parallel mechanism is nonlinear and coupling.This paper obtains 
kinematic solutions of 3-PRR mechanism and builds control systems based on 
joint space and task space. PD control algorithm and iterative learning algorithm 
were used to build the controller respectively. Simulation results show that 
iterative learning control based on the joint space can achieve good effect. 
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Abstract. Planar parallel mechanism is commonly used in planar precision 
positioning platform. Its precision is influenced by the nonlinear factors such as 
friction, clearance and the elastic deformation, especially the accuracy of the 
driven joint, directly affects the positioning precision of the platform. The 
content of this study is proposed one kind of the positioning joint which directly 
driven by the ultrasonic linear motor and its control method. Because driven 
directly on the ultrasonic linear motor, which making the driven joint has a 
quick response, no clearance, and realize the submicron positioning accuracy. 
In this paper, the drive characteristics of ultrasonic linear motor have been 
studied, and the model of ultrasonic linear motor has been established, also 
identify the transfer function of the motor. This paper used the integral 
separation PID algorithm to control the joint, experiments shows that the 
accuracy of this system can satisfy the precision positioning. 

Keywords: Positioning control, ultrasonic linear motor, planar parallel platform. 

1 Introduction 

Traditional planar parallel positioning platform usually used the rotary servo motor to 
drive the driven joint. If the joint driven by revolute pair, it must be installed reducer 
to increase torque; if driven by prismatic pair, it is not only need to install reducer, but 
also need to use screw rod and slider to transform rotary motion to linear motion [1]. 
The installation of screw rod and reducer, will introduce various nonlinear factors 
such as friction, clearance, elastic deformation and so on, which increase the 
uncertainty and increase the volume of the mechanism [2], lead to difficult to 
miniaturization. In order to solve the above problems, this paper proposes a joint 
positioning device which is driven by ultrasonic linear motor and its control method. 
This device drive directly by ultrasonic linear motor, have no need to install the 
reducer and screw rod. Ultrasonic motor driven by friction is a no clearance driven 
approach [3], which can reduce the clearance error. The design of the joint is shown 
in Fig. 1, which is makes up by the base plate, motor stand, linear slider, ultrasonic 
linear motor, linear encoder. This joint has been used for 3PRR parallel positioning 
platform for the driven joint. 
                                                           
*Corresponding author.  
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Fig. 1. Left: The design of the prismatic joint; Right: 3PRR positioning platform used this joint 

Nonlinear factor is the main factor affecting the positioning accuracy [4], if driven 
joints exist too many nonlinear factors, the parallel mechanism which used that kind 
of joint to drive, the nonlinear phenomena will be more serious because of the 
coupling relationship with the other joints, even lead to the self-excited vibration [5]. 
Generally there are two ways to solve the nonlinear problems, the first way is avoid to 
introducing nonlinear factors on the design phase, the second way is to use nonlinear 
control algorithm [6]. In order to solve the nonlinear problem fundamentally, it need 
to introduce nonlinear factors as less as possible when design, and combining control 
algorithm, to compensate the nonlinear factors, so it can achieve high precision 
positioning. 

The basis of the precision positioning is the precision way of drive and an effective 
control algorithm. In the study of driven way, Sang-chae Kim design a linear actuator 
using the piezoelectrically driven friction force [7], but it is low level of integration, 
so it is difficult to make the mechanism miniaturization; The ultrasonic motor is a 
good way to realize high accuracy of positioning, and modeling is the foundation of 
the control, but the ultrasonic motor is too complicated to modeling. Kenji Uchino 
make an overview of the traditional ultrasonic motors [8], it can found that the 
ultrasonic linear motor from PI is the new type of motor, there is no one has modeling 
it before. Lihua Lu using macro and micro two models to control the screw rod 
positioning platform, it can achieve the encoder accuracy[9]，but if switching the 
model in an inappropriate timing will lead to a decline in system stability. In this 
paper, the ultrasonic linear motor is used for the driven joint; the model of the motor 
has been established. The control experiments of this joint show that it can satisfy the 
submicron positioning. 

2 System Modeling and Identification 

The closed-loop system diagram of the above prismatic joint positioning system is 
shown as Fig. 2, including the controller, motor drive and the driven joint. The signal 
flow of the system is input the target position to the controller, the controller generate 
a DC reference voltage as control signal, the control signal input the motor drive, 
make the motor approach the target position, in the meantime, the motor carry the 
linear encoder to detect the actual position and feed back to the controller, to realize 
closed-loop control. Hence, this system is an electro-mechanical coupling system, the 
mathematical model of this system including the motor drive model, the driven 
mechanism model, the friction model and the inverse piezoelectric effect model. 
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Fig. 2. The closed-loop system diagram 

2.1 System Modeling 

In order to establish the mathematical model of this system, it is necessary to analyze 
the structure of the ultrasonic linear motor and the drive properties. This system used 
the ultrasonic linear motor type is U-264, the motor drive type is C-872, which are 
from Physik Instrumente (PI) Germany. Through the signal lines from the motor drive 
to the motor body, there are two PZTs to drive one motor, and each PZT has two 
electrodes, respectively access to the voltage waveform phase1 and phasse2, and the 
two PZTs driven lines in parallel, it can be learned that the two PZTs move at the 
same time. Through the test of waveform as shown in Fig. 3, it can get the driven 
frequency is 160 kHz, phase1 and phase2 has no phase difference. 

 

 

Fig. 3. Driven wave (top: phase1; bottom: phase2) 

The peak-to-peak voltage (Vpp) of the waveform as shown in Fig. 3 has a 
relationship between the input DC reference voltage of the controller, the allowable 
input DC reference voltage range of the C-872 is -10~10VDC, the test curve of DC 
reference voltage and Vpp of the waveform as shown in Fig. 4. When the DC reference 
voltage is positive, the Vpp of phase1 is much bigger than the phase2, the phase1 work 
at this time, making the motor move forward; whereas the DC reference voltage is 
negative, the phase2 work at this time, making the motor move backward. The DC 
reference voltage and the Vpp of the waveform have the linear relation, for fitting the 
linear equation as below 

21.08 26.91ppV DC= +   (1)

Ultrasonic 
linear Motor

Linear 
encoder 

Dspace 
controller 
and PC

Motor 
drive

Feed back



 Experimental Study on Joint Positioning Control 51 

 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

20
40
60
80

100
120
140
160
180
200
220

DC reference voltage / V
V

pp
 / 

V
 

 phase1

pashe2

 

Fig. 4. Relationship between the DC reference voltage and output Vpp 

The U-264 make up by the motor body and rod, the motor body contains two 
PZTs, each PZT connected a drive foot, and control by two phases voltage call phase1 
and phase2, respectively control the forward and backward movement. Through the 
waveform of Fig. 3, phase1 and phase2 has no phase difference, and it is also not a 
sine wave, so it is not possible to form an elliptic motion, therefore, the U-264 has 
difference between the traditional ultrasonic motor [3]. Assuming that the right side is 
the forward direction, when the motor move forward, the Vpp of phase1 is much 
higher than the phase2, making the position of the electrode which connected to the 
pahse1 extend much longer than the position of phase2.The result of that is the drive 
foot turn to the phase2 side, two drive feet extend at the same way and friction the rod 
simultaneously, then the motor move forward in micro step, the principle diagram of 
the PI ultrasonic linear motor as shown in Fig. 5. 

 

 

Fig. 5. The principle diagram of the PI ultrasonic linear motor 
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To establish the mathematical model of ultrasonic linear motor, as shown in Fig. 6, 
considering the motion state and force analysis of one PZT work in phase1 status, and 
establish the kinematics and dynamics model. Consider the junction between the PZT 
and the driven foot has the minimum stiffness, thus can be equivalent to a compliant 
revolute hinge, set to point A . When no voltage supply to the PZT, and if there is a 
gap between the driven foot and rod, the rod will separate from the motor body, it is 
not conform to the actual situation, so 0dΔ = . At this time, the driven foot critical 
contact with the rod, the contact point is C , initial driven foot length is L. When 
phase1 electrify, the driven foot extend because the PZT extend, contact point move 
from point C to point B, the extended distance of PZT is dp. If the rod and the driven 
foot without slip, the micro step x BCΔ = .The equation is shown as below 

 2 2( ) ( sin ) cos ( / sin )x L dp L d L dθ θ θΔ = + − + Δ − + Δ   (2) 

If 0dΔ = ，there is 

 2 22 cos ( 2 ) 0x L x dp LdpθΔ + Δ + − − =   (3) 

So it can get xΔ by solving quadratic equation(3). Assume that the motor frequency 
is mf , so it move mf xΔ  distance in one second, so the motor moving 

velocity m mv f x= Δ , the acceleration m ma v= . 

 

 

Fig. 6. Model diagram of PI ultrasonic linear motor 

To analysis the force of Fig. 6, the PZT driven force Fp provides the lengthways 
driven force Fd and the positive pressure FN, which generate the frictional force, 
assuming no relative slip, so the frictional force Fs provide the driven force, there is 
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Assume that the motor equivalent mass is m , when two PZTs drive at the same 
time, there is 

 2 cosp mF mvθ =   (5) 

In the extended process of PZT, θ  is not a constant value, but gradually become 
smaller, so the Fd is also not a constant value, but in a step cycle (1/ mf ) changes from 

small to big. 
The relationship between the DC reference voltage and the output Vpp is already 

established (equation(1)), and the relationship between dp and xΔ  has been got 
(equation(3)), so, if the relationship between the Vpp and dp can find, will be able to 
establish the system input (DC reference voltage) and output ( xΔ ) model. The 
relationship between the Vpp and dp can use the inverse piezoelectric effect equation 
to describe, the equation is shown as below [10] 

 , ( 1,2,3; 1, 2,3, 4,5,6)j ij is d E i j= = =   (6) 

Where  ——  js  is the strain under the electric field; 

ijd  is the piezoelectric strain constant; 

iE  is the field strength; 

1, 2, 3 means the direction of the x, y, z axis; 
4, 5, 6 means the tangential effect around the x, y, z axis; 

Because the PZT belongs to the 6mm point group, according to the symmetry and 
piezoelectric, the nonzero and independent piezoelectric strain constant 
is 31d , 33d , 15d , so the equation (6) changes as below [10] 
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  (7) 

Assumes that the motor is using a longitudinal piezoelectric effect, the polarization 
direction along the thickness direction, when applying an electric field, according to 
equation(7), the relationship between the strain and electric field can be established, 
as below [10] 

 33 33T TT Td E d UΔ = =  (8) 

Where  ——  T  is the thickness of the crystal; 

33d  is the lengthways piezoelectric strain constant; 

TE  is the lengthways field strength; 

TU  is the lengthways voltage; 
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Replace the Vpp of UT, and put it into the formula, so we can solve the deformation 
dp of the PZT, by considering the equation(1)、(3)and(8), mathematical model of this 
system can be obtained. 

2.2 System Identification 

The input of this system is DC reference voltage, and the output is linear displacement 
of the motor, the input and output model of this system can be obtained on above 
section. But the PZTs of the ultrasonic linear motor have been packed and installed 
inside the motor, so it is unable to get the parameters of the PZTs such as the 
thickness、the piezoelectric strain constants and so on, which result in it cannot get 
mathematical model with the specific parameters. Accordingly, the system 
identification methods can be used to get the system model, determining the system 
structure and parameters by the input and output data. 

This paper uses the sine frequency response method to identify system model, 
through the sine wave input with different frequency, the frequency response curve of 
this system can be got, and the fitting curve of magnitude frequency characteristic 
plot as below 
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Fig. 7. The fitting curve of magnitude frequency characteristic 

According to the magnitude frequency characteristic curve, System consists of an 
integration element and a second order oscillation element, making the system 
become a third order system, the fitting transfer function shown as below, 

 
2

2
( 2 1)

K

s s
s ξ

ωω
+ +

  (9) 

Where  ——   K=2.82 is the open-loop gain; 
ω =200 is the corner frequency; 
ξ =0.5 is the damping factor; 
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3 Positioning Experiments 

Experimental platform make up by the base plate, linear slider, motor stand and 
ultrasonic linear motor from PI (open-loop resolution 0.1 mμ ); use the Renishaw 

linear encoder (resolution 0.05 mμ ) to feedback the actual position, use the Omron 

photoelectric switch as the limit switch; the control system make up by the computer, 
Dspace DS1103 semi-physical simulation card, and the PI motor drive, the 
component of experiment system is shown in Fig. 8. 

 

 

Fig. 8. The component of experiment system 

This paper uses PID algorithm to realize positioning control, PID algorithm has 
strong commonality, and it is not based on the system model, control only through the 
deviation of input and output. The transfer function of the PID algorithm is shown as 
below 

1
( ) (1 )PID p D

I

G s K s
s

τ
τ

= + +   (10)

The main design parameters of PID controller is the gain pK , integration time Iτ  

and differential time Dτ , through the experiment, the parameters tuning as pK =50, 

1/ Iτ =10, Dτ =0.001, sample time is 0.0001s. In order to prevent the excessive 

amount of overshoot which cause by the integral action, and improve the dynamic 
performance, so introduce the integral separation PID algorithm. When feedback 
deviation is less than 1mm, then introduce the integral action, minimize the residual 
error; when feedback deviation is large than 1mm, only use the PD control. Integral 
separation PID control experiment system diagram is shown as below: 

Performance of the positioning system is including the absolute accuracy, 
repeatability, trajectory tracking ability and so on. The following experiments for test 
the various performances. 
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Fig. 9. Integral separation PID control diagram 

3.1 Absolute Accuracy Test 

This experiment in order to test the absolute accuracy of the motor under different 
scale of step, in this experiment, it is set 4 scales of step size respectively as 
1 mμ ,10 mμ ,100 mμ ,1000 mμ , each scale step forward 12 times, repeat three times, 

the positioning errors of 4 scales of step are as below. 
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Fig. 11. 10 mμ  step error curve 
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Fig. 13. 1000 mμ  
step error curve 

Every scale proceeds three times of experiment, 36 times of step in total. The error 
statistics is shown as below 

Table 1. The error statistics of 4 scales of step 

Step Scale / mμ  Average Error / mμ  Variance  ErMax roimum r / mμ
1.000 0.025 0.0368 0.100 

10.000 0.032 0.1946 0.600 
100.000 0.036 0.3484 0.750 

1000.000 0.029 0.4361 0.950 

3.2 Repeatability Test 

The repeatability experiment in order to test the positioning ability that is in different 
direction and different location moves toward to the same point. This test picks up 12 
points in two directions in random, making the motor move from the 12 points toward 
to the point 10mm, the path and the data are shown as below 

Table 2. Repeatability experiment data 

No. Actual/mm Error / mμ
 

 No. Actual/mm Error / mμ
 

1 
19.999950 

0.050  
 

7 
7.000050 

0.100  
10.000050   10.000100 

2 
11.000050  

0.650  
 

8 
14.999700 

-0.100  
10.000650   9.999900 

3 
8.999900  

0.500  
 

9 
13.999950 

-0.100  
10.000500   9.999900 

4 
5.000350  

-0.150  
 

10 
12.999850 

0.050  
9.999850   10.000050 

5 
12.999900  

-0.500  
 

11 
3.000600 

-0.250  
9.999500   9.999750 

6 
11.999950  

0.100  
 

12 
0.000050 

0.150  
10.000100   10.000150 
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Fig. 14. Left: The path of the repeatability test; Right: The errors of the repeatability test 

As shown in Table 2, the maximum error in 12times positioning to the 10mm point 
is 0.65 mμ . The path of the repeatability test is shown as the left of Fig. 14. 

3.3 Sine Wave Trajectory Tracking 

Straight lines and arcs appear most in the trajectory inverse kinematics about the 
planar 3 DOFs parallel platform, in order to apply this joint on planar parallel 
mechanism to achieve good trajectory tracking, the trajectory tracking of this system 
must meet the accuracy requirement. In order to test the trajectory tracking of straight 
lines and arcs, using sine wave to test the trajectory tracking, because the sine wave 
can be equivalent to the straight lines and arcs well, and it can realize the reverse 
movement. The sine wave trajectory tracking curve is shown as below 
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Fig. 15. Left: Sine wave trajectory tracking and the error; Right: largest tracking error appears 
in wave peak 

According to the result of Fig. 15, this system can track the sine wave trajectory, 
which can meet the initial requirements of trajectory tracking. If zoom in the left 
figure of Fig. 15, it can find that the most tracking error appears in the wave peaks 
/troughs as the right figure of Fig. 15, the largest tracking error is19.7 mμ , the other 

errors of the sine wave tracking is all less than this value. 
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4 Conclusion 

This paper propose one kind of the positioning joint which directly drive by the 
ultrasonic linear motor, with integral separation PID algorithm to control the joint in 
some experiments. Through the results of the experiments, come to some conclusions 
as below. 

1) The absolute accuracy experiment test four scales of step in total, The maximum 
error is 0.95 mμ which appears in the1000 mμ step test, the total error average 

less than 0.036 mμ ,consider that absolute accuracy of this system is 0.95 mμ ; 

2) In the experiment of repeatability test, the maximum error is 0.65 mμ , so consider 

that the repeatability of the system is 0.65 mμ ; 

3) Integral separation PID algorithm can suppress the overshoot and improve the 
dynamic performance; all the overshot of the point to point test is less than 20%; 

4) Though this system minimize the nonlinear factors, the nonlinear factor from the 
frictional force is unable to eliminate, which is lead to the sine wave trajectory 
tracking error is bigger than 1 mμ . 

The experiment proved that this joint can meet the requirements of the submicron 
level on point to point positioning. But the PID algorithm is a linear algorithm, which 
make it appear a big error on trajectory tracking. It is need to design a nonlinear 
algorithm to improve the trajectory tracking accuracy in the subsequent study. 
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Stiffness Modeling and Optimization Analysis of a Novel 
6-DOF Collaborative Parallel Manipulator* 
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Abstract. This article presents a novel 6-DOF cooperative parallel manipulator 
assembled by two independent 3-DOF parallel manipulators that can complete 
tasks through relative motion. It provides broader workspace, higher stiffness 
and better controllability for high precision machining demands compared to 
traditional parallel kinematics manipulator. The architectures of the two 3-DOF 
parallel manipulators are firstly stated, followed by inverse kinematics analysis 
and stiffness analysis through establishing global Jacobian matrix. Finally the 
cooperative parallel manipulator’s static stiffness and modal analysis are 
conducted. First order of natural frequency optimization is established so that 
optimal radius of drive rod can be achieved. Comparing the results before and 
after optimization, it can be seen that performances are obviously improved. 

Keywords: cooperative parallel manipulator, kinematics, stiffness, parametric 
optimization. 

1 Introduction 

Over the past two decades, many efforts have been put on cooperative serial robot 
(CSR) and hybrid cooperative manipulator (HCM). CSR, inheriting the feature of 
serial mechanism, adds 1~3 DOFs on the work piece to generate cooperative 
machining between tool and work piece, which broaden the workspace and can 
undertake the machining of more complex surface. Attractive results have been 
achieved, such as Chang, K. S.’s analyses on cooperative manipulation [1], Liu, Y. 
H.’s cooperative control research [2]. HCM, combined of series robot and parallel 
manipulator, provides not only broader workspace and large mass/stiffness ratio but 
also low accumulative error, which gains an advantageous place in multi-DOF 
complex surface machining [3]. Waldron, K. J. designed a hybrid series/parallel 6-
DOF manipulator and researched into the dualities of motion screw axes and 
wrenches with Ball [4, 5]. Shahinpoor, M. and Sklar, M. came up with a novel 
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parallel-serial robot and researched into its kinematics and dynamics [6, 7]. Yet the 
presence of serial mechanism in both CSR and HCM makes it unsuitable in high 
precision machining, which leads to the idea of cooperative parallel manipulator 
(CMP). 

CMP that means that two parallel manipulators cooperate to accomplish assigned 
tasks, which obviously provides broader workspace, larger mass/stiffness ratio and 
lower accumulative errors, is proposed [8]. All these advantages reduce the cost and 
improve the practicability. Joint efforts have been made into realizing this wonderful 
idea [9, 10]. However, most work has been focused on structure analysis, control 
strategy and the scope of application [11, 12], very few of which systematically 
researched on its performances. Therefore, current researches on CPM machine tool 
are very limited, which hinders its application in manufacture. 

This paper is organized as follows: in Section 2, the architecture of CPM is 
described and in Section 3 the inverse kinematic which is based on a closed-loop 
vector method is presented. In Section 4, the stiffness of parallel manipulator is 
derived. In Section 5, mathematic model is established between the first order natural 
frequency and parameters of drive rods, which is used for optimizing the size of the 
CPM. The conclusion is drawn in the last section. 

2 Description of the CPM 

A novel 6-DOF CPM machine tool that can cooperate to complete given tasks, is 
designed as shown in Fig. 1. These two manipulators, designed according to screw 
theory [13], are placed up and down. The upper manipulator, a 3-PSC/PU parallel 
manipulator, is the tool system, which can rotate around x, y axis and stretch out/draw 
back along z axis. The lower manipulator, a 3-PU*R parallel manipulator, is able of 
translation along x, y, z axis, which is named work piece system. 

 

Fig. 1. 3-D schematic representation of a general CPM 

Tool system, as shown in Fig. 2(a), consist a moving platform, a fixed base and 
three limbs of identical kinematic structure which are 120° symmetric distribution. 
Each limb connects the fixed base to the moving platform by a P joint, a S joint and a 
C joint in sequence, where the P joint is actuated by a linear actuator assembled on the 
fixed base. A central passive limb connects the fixed base to the moving platform by a 
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P joint and a U joint. Thus, the moving platform is attached to the base by three 
identical PSC linkages and one PU linkage. To achieve the desired movement, the axe 
of each C joint should satisfy some geometric conditions. That is, the angel of the 
axes of C joint is 60°, and they are perpendicular to the axis of the moving platform. 

Meanwhile, work piece system as shown in Fig. 2(b) consist a moving platform, a 
fixed base, and three limbs of identical kinematic structure as well. Each limb 
connects the fixed base to the moving platform by a P joint, a 3-UU PM, and a R joint 
in sequence, where the P joint is actuated by a linear actuator assembled on the fixed 
base. Some geometric conditions should be met to make sure the PM achieve the 
desired movement, such as the axes of R joint are perpendicular to the axis of the 
moving platform which is a regular triangle. Moreover, the trajectories of the linear 
actuators should intersect in one point. 

               

(a) Tool system of CPM          (b) Work piece system of CPM 

Fig. 2. System of CPM 

3 Inverse Kinematics Modeling 

The inverse kinematics problem resolves the input variables from a given position of 
the moving platform. The schematic diagram of 3-PSC/PU PM and a typical 
kinematic chain of the structure are given in Fig. 3. 

    

(a) Schematic diagram of 3-PSC/PU PM    (b) One typical kinematic chain 

Fig. 3. Schematic diagram of cutter system 
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Inside the equilateral triangle sets a body-fixed coordinate o1-x1y1z1, of which the x1 
axis lies perpendicular to one side of the triangle, z1 lies perpendicular to the platform. 
Meanwhile, a fixed Cartesian coordinate o-xyz, of which the x, y, z axis lie parallel to 
x1, y1, z1 axis, is established at the platform center. The length of the rod connecting C 
joint and S joint is represented by l. '

iB (i= 1, 2, and 3) expresses the original position 

of the moving platform on a circle of b-radius. Slideway CiDi (i= 1, 2, and 3) lies 
parallel to Cartesian coordinate’s z axis, with the other two slideways spread along the 
circle every 120° and intersect the x-y plane at points c1, c2 and c3, which lie on a 
circle of a-radius. Slider Ui is restrained within slideway CiDi. Without losing 
generality, let the x axis point along 1OC  and the y-axis direct along '

1 1O B .Angle α 

is defined from the x1 axis to 2OC in the fixed frame and also from the x-axis to 
'

1 2O B  in the moving frame. Similarly, angle β is measured from the x axis to 3OC  in 

the fixed frame and also from the x1-axis to '
1 3O B  

 
in the moving frame. For 

simplicity, we assign that α=120° and β=240°, vector 1O
ib represents the position of 

'
iB  in the o1-x1y1z1, while vector O

ia  represents the position of Ci in the o-xyz. In 

most cases the position and direction of platform center can be denoted by position 
vector P= (0, 0, z). Since the moving platform of a 3-PSC/PU PM possesses two 
rotational and a translational motion, a 3×3 rotation matrix 

1

O
OR is shown as fellow: 

 
1

cos 0 sin sin

= 0 cos sin

sin cos sin cos cos

O
O

β β α

α α

β β α β α

−

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

R  . (1) 

Then, one obtains: 

 1

110 1=
OO

Od R d  , (2) 

where, d10 represents the unit direction vector of slideway A1A2 in fixed frame. 
Referring to Fig. 3(b), a vector-loop equation can be written for i-th limb as 

follows: 

 10 1 1 10l s= −l L s  , (3) 

where, L1=p+bb10+d1d10-aa1, l10 is direction vector along i iU B , s1 represents the 

displacement of motion of i-th slider, s10 is the unit direction vector of the slider’s 
motion. d1 denotes the displacement of C joint along slideway A1A2 from its original 
position. From the geometry relations, it can be concluded that l10 is perpendicular to 
d10, while b10 lies perpendicular to d10. Substituting (3) into (2) and dot-multiplying 
both sides of the equation by s10 allow the derivation of d1: 

 1 1 10 1 10 10( )
T

s d + a b= − + id a p b d  . (4) 
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The geometry of kinematic chain of 3-PU*R PM is similar to 3-PSC/PU PM. Thus, 
following the same method, the inverse kinematics of 3-PU*R PM can be obtained. 

4 Stiffness Analysis 

4.1 Stiffness Modeling 

In this section, the reciprocal screws theory is applied to get the Jacobian matrix of a 
parallel manipulator. With v and ω denoting the vectors of the linear and angular 
velocities respectively, the velocity of the center of moving platform can be expressed 
as V=[v, ω]T in the generalized coordinate system, where v=[vx, vy, vz]

T and ω=[ωx, 
ωy, ωz]

T. vi donates the velocity of the points that contact the moving platform with C 
Joints. vri 

donates the scalar speed of slider. 
The moving platform will be affected by external workload W, which can be 

simplified to a force f and torque m, so W
 
=[fT, mT]T. The balance of W are the 

internal driving force Fai, constraint force Fcj and constraint moment Tτk. For 3-
PSC/PU PM, there exist two constraint forces and one constraint moment. And 
constraint force Fcj and constraint moment Tτk do not doing any work, so one obtains: 

 ( ) 0cj i cjd ω⋅ × ⋅ =F ν + F  , (5) 

where, Fcj =ccjFcj. 
So: 

 ( ) 0
TT

j i jc d c
⎡ ⎤⎡ ⎤× =⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

v

ω
 , (6) 

where, j donates the number of constraint force, and so: 

 0k iτ ⋅ =T e  . (7) 

The velocity of the mechanism can be obtained: 

 

( )

( )=
0

0

TT
i i i

Tri T
j i j

i

r e r
ν

d

e

×

×

⎡ ⎤
⎢ ⎥ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥
⎢ ⎥⎣ ⎦

c c
v

ω
 . (8) 

Hence, Jacobian matrix is derived as follows: 

 

( )

( )
6 6

0

TT
i i i

TT
j i j

i

r e r

d

e
×

×

= ×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

J c c  . (9) 
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According to the principle of virtual work, external workload can be derived as: 

 T
r-W = J F  , (10) 

where, T−J donates force Jacobi matrix. Velocity Jacobi matrix donates the mapping 
between input velocity and output velocity and force Jacobi matrix donates the 
mapping between the driving and constraining force and the external workload of 
moving platform.  

The driven sliders and their links are considered as flexible. Therefore, the 3-
PSC/PU PM includes three elastic deformations in every limb, for instance axial 
elastic and bending deformation of every limb and twist deformation of each slider. 
Under the effect of external workload W, the stiffness with respect to driven sliders 
and limbs can be derived as follows. 

Firstly stiffness matrix of driven slider is established by taking the torsional 
deformation of linear driven slider into consideration. The axial stiffness

 
of the i-th 

linear driven slider is obtained as: 

 
'

2
iai

ai
ai h c s

k
k

l P d

θ

δ μ
= =

F
 , (11) 

where, μc  is the friction coefficient, ds represents the pitch diameter of legs. Ph 
 

donates the lead of screw 
Secondly the stiffness matrix of limbs is established. 

si
k  and ''

i
k

θ
 represent 

longitudinal and transverse compliance of the i-th limb respectively. Hence, one 
obtains: 

 ''
3

3
= =i i

si i

E A E I
k k

l l
θ，  , (12) 

where, Ei and I represent the modulus of elasticity and the polar moment of inertia, l 
and A donate the length and the cross section area of each limb. 

It is assumed that f=[fx, fy, fz]
T denotes a force and m=[mx, my, mz]

T denotes a 
torque. Additionally, the reaction forces or torques of driven sliders and constraints 
can be assumed to be τa and τc, respectively. In the ignorance of gravity, the external 
workload is balanced by the reaction forces or torques exerted by the driven sliders 
and constraints: 

 =
aT

c

⎡ ⎤
⎢ ⎥⎣ ⎦

τ
W J

τ
 . (13) 

The reaction forces or torques can be expressed as: 

 a a a c c c，τ = χ Δq τ = χ Δq  , (14) 
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where, Δqa and Δqc denote the displacements of actuations and constraints, 
respectively, and the diagonal matrices are χa=diag[Ka1, Ka2, Ka3] and χc=diag[Kc1, 
Kc2, Kc3] respectively. 

Moreover, let Δx=[x, y, z]T and Δθ=[Δθx, Δθy, Δθz]
T be the infinitesimal 

deformation of translation and rotation of the moving platform with resorting to three 
axes of the coordinate frame. And then, the principle of virtual work is applied and 
this allows the generation of: 

 
T T T

a a c c
X = +W Δ τ Δq τ Δq  , (15) 

where, ΔX=[ΔxT, ,ΔθT] represents the moving platform’s twist displacement in the 
axis coordinate.  

By analyzing the equations above, it leads to the expression of 

 = XW KΔ  , (16) 

where, K=JχJT is defined as the 6×6 global stiffness matrix of 3-PSC/PU PM taking 
the influence of actuations and constraints into consideration, with the 6×6 diagonal 
matrix χ=diag[χa, χc]. 

Similarly, the stiffness matrix of 3-PU*R PM can be obtained by introducing a 
concept which is compliant virtual joints. 

4.2 Numerical Simulation 

By analyzing the stiffness matrix of 3-PSC/PU PM and 3-PU*R PM, eigenvalue of 
each matrix is obtained to evaluate the stiffness characteristic within workspace. 
Since each PM owns 3 DOFs, one DOF is fixed in order to express the stiffness 
characteristic in Cartesian coordinate system. Stiffness characteristic of these two 
PMs is shown in Fig. 4 through three-dimension search method. 

   

(a) The X-Y mapping of 3-PSC/PU PM   (b)The X-Y mapping of 3-PU*R PM 

Fig. 4. The X-Y mapping of stiffness 
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In Fig. 4(a), Z axis donates stiffness characteristic and X, Y axis express rotation 
degree when the moving platform of 3-PSC/PU PM stays around 200mm. As shown 
in Fig. 4(b), X, Y axis mean displacement of moving platform of 3-PU*R PM which 
stays around 220mm. Seen from Fig. 4(a), minimum stiffness value occurs in the 
border of workspace while in the center of workspace for 3-PSC/PU PM has an 
central passive chain which makes the stiffness value bigger in the center. The 
maximum stiffness appears in the border of workspace for these two PMs are close to 
their singular configuration. 

5 Optimization Study 

In order to improve the performance of machine tool, optimization analysis of the size 
of the mechanism must be studied. This section mainly discusses the relationship 
between the first order of natural frequency (FNF) of the machine tool and the radius 
of cross section of drive rod. 

5.1 Optimal Design of the Mechanism 

The optimization will be accomplished within certain working space, containing 
structural parameters as design variables, which can be classified into two groups, rod 
lengths and sectional areas. The former affects the kinematic properties while the 
latter influences the stiffness, stress and strain. Sectional area influences natural 
frequency significantly. Therefore, radius ratio will be introduced for the math model 
concerning structural parameters and the FNF. 

While keeping the total mass unchanged, aimed at the FNF, by changing the 
sectional area of drive rods, namely rod radius ra (3-PSC/PU), rb (3-PU*R), to 
optimize the machine tool’s property. Here introduces the radius ratio to convert the 
problem from area to ratio: 

 ( )1, 2, 3ai
i

bi

r
h i

r
= =  . (17) 

After the shape and length of connecting rod is determined, optimization of the 
sectional area becomes prior to increasing natural frequency. Set h(ra, rb) as the radius 
function of CPM’s connecting rod and f(t, h(ra, rb)) as the function. Consider the total 
mass of the CPM unchanged and the model of CPM’s optimization can be reached: 

( )
( )( )1

0

1 0

, ,
t

a bt
t

Max f
t t

f t h r r d
=

−

∫
 , 

 ( )2 2
. . cosa b js t r r ntπ + =  , (18) 

[ ]maxia iaσ σ≤ , [ ]maxib ibσ σ≤ ; [ ]maxa iaτ τ≤ , [ ]max ibibτ τ≤ ; [ ]maxε ε≤  , 
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where, σia max stands for the maximum normal stress of drive rod and passive rods of 
3-PSC/PU PM, σib max stands for the maximum normal stress of the drive rod of 3-
PU*R CPM. τia max stands for the maximum shear stress of motion rod and passive 
rods of 3-PSC/PU PM, τib max stands for the maximum shear stress of the motion rod 
of 3-PU*R PM. [σia], [σib], [τia] and [τib] stand for the allowable value of the stresses 
mentioned above. εmax stands for the maximum elastic error. t0, t1 stand for the 
starting/ending time. 

To keep the CPM stable and economical, set the parameters of similar chains the 
same, that is to say, the sectional radius ratio h of 3-PSC/PU and 3-PU*R are set the 
same, h1=h2=h3=h. Based on the model deliberated above, conduct parametric 
simulation in MATLAB. The results are listed in table 1. 

Table 1. Optimization results of first order natural frequency 

Parameters 
Radius of cross section of drive rod (mm) Total mass 

(kg) 
FNF (Hz) 

ra rb h= ra/rb 
1 7.434 9.292 0.8 

101.24 

30.862 
2 8.166 9.073 0.9 32.428 
3 9 9 1 34.034 
4 10.619 8.849 1.2 43.926 
5 12.106 8.647 1.4 39.729 
6 13.448 8.405 1.6 31.168 
7 16.316 8.158 2 27.546 

 
Making use of the MATLAB optimization toolbox, the optimization is 

accomplished and the curve of the FNF changing with radius ratio h is obtained as 
shown in Fig. 5. Seen from the figure, under the condition of total mass unchanged, 
the forth sectional area radius makes the FNF maximum, about 43.926Hz. Therefore, 
the optimal result occurs when ra, radius of input rod of 3-PSC/PU CPM, equals to 
10.619mm and rb, radius of input rod of 3-PU*R CPM equals to 8.849mm. 

 

Fig. 5. Relation between the average value of FNF and radius of active legs 
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To conclude, when the total mass of the machine tool remain unchanged, through 
altering the sectional area of connecting rods, the stiffness of CPM can be increased 
so that stability and carrying capacity can be improved. Processing errors can be 
reduced and better precision can be reached. 

5.2 Characteristics Analysis before and after Optimization 

Static properties include maximum stress and strain in equilibrium location, which are 
important parameters to machine tools and directly influence capacity and precision. 
Therefore static properties need to be analyzed before and after dynamic optimization, 
which will be conducted in ANSYS Workbench and the results are shown in table 2. 

Table 2. Data comparison before and after optimization 

Parameters 
Radius of cross section (mm) Maximum 

stress (Mpa) 
Maximum 

deformation (mm) ra rb 
Before 9 9 1.04 7.491×10-3 
After 10.619 8.849 0.91 8.154×10-3 

Alteration +17.99% -1.68% -12.5% +8.8% 
 
Seen from table 2, after optimization under the same load, the stress is reduced by 

12.5% while strain increases but remains within 0.008mm in the safe range. The 
result is satisfactory. 

The modal property of machine tool is one of the most important dynamic 
properties. After the optimization conducted in MATLAB, higher order frequencies 
should also be assessed. Thus modal analysis is conducted in ANSYS Workbench 
module aiming at the vibration frequency and modal of CPM. The first six  
order modal value of optimized CPM is obtained from modal analysis, as is shown in 
Fig.6. 

 

Fig. 6. Frequency of each order 
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As can be seen from Fig. 6, the first order natural frequency of CPM is about 
44.327 Hz, which is much larger than design requirement, namely 20 Hz. Moreover, 
comparison of each set of frequencies before and after the optimization is made as 
shown in Fig. 7, from which we can see that after optimization all sets of frequencies 
have grown much. 

 

Fig. 7. Mode comparison before and after optimization 

Seen from Fig. 7, frequency of each order has increased after optimization. The 
first order frequency increased from 33.534Hz to 44.327Hz by 32.2%, which proves 
the optimization result satisfactory. Therefore stiffness, capacity and precision of the 
machine tool are optimized. 

6 Conclusion 

A novel 6-DOF cooperative parallel manipulator for high precision machining is 
presented. The mechanism’s kinematic architecture, 3-PSC/PU PM and 3-PU*R PM, 
is firstly deliberated, which lay the foundation for the stiffness analysis. Then through 
the establishment of global Jacobian, the stiffness of 3-PSC/PU PM and 3-PU*R PM 
has been calculated and both have been proved to possess satisfactory mass-stiffness 
ratio. With the concept of radius ratio, the math model of the CPM’s first order of 
natural frequency optimization is established so that optimal radius of drive rod can 
be achieved. Comparing the results before and after optimization, it can be seen that 
results are obviously improved. Further research will be made into the mechanism’s 
dynamic modeling and control, which remains a tough work to finish. 
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Abstract. A kind of 3-RRR parallel robot is described. The dynamics model is 
analyzed. Experiment is performed to characterize the self-excited vibration of 
a 3-RRR parallel robot. The measured data is analyzed to describe the dynamics 
characteristics of the parallel robot system. It is found that the hysteresis is 
obviously related to the displacements and driving torques of the corresponding 
actuated joints. The hysteresis, which is caused by the friction and backlash of 
the speed reducer gear existed in the mechanism, could describe the positioning 
nonlinearity. 

Keywords: 3-RRR parallel robot, Electromechanical coupling, Self-excited 
vibration, Equivalent hysteresis nonlinear. 

1 Introduction 

Self-excited vibrations occur in numerous physical systems, such as chatter in metal 
cutting machine tools, galloping of transmission lines, bending vibrations of drill 
strings and the rotor motion. There are different reasons for the initiation of self-
excited vibrations. Some literatures hold the view that the reason is either a negative 
damping or cross-stiffness.  

The machine oscillation emerging at the tool centre point may influence the 
accuracy negatively. Brecher gives a new possible method to compensate the machine 
oscillation by using a controller-integrated compensation principle [1]. The active and 
adaptive compensation strategies are used to compensate the oscillations at the tool 
centre point of the machines with parallel kinematics. Belhaq and Mohamed study the 
interaction effect of a vertical fast harmonic parametric excitation and time-delay state 
feedback on self-excited vibration in a Van der Pol oscillator [2]. Friction-induced 
self-excited vibration is very common in mechanical and electromechanical systems 
[3]. Many active control techniques are developed to improve the control 
performances in terms of eliminating the limit cycle and the steady-state error in the 
friction-induced self-excited vibration systems [4]. Sinou investigates the effects of 
damping and nonlinearities on flutter instability and the associated limit cycles using 
a minimal two-degrees-of-freedom model [5]. The influence of nonlinear parameters 



 Experimental Characterization of Self-excited Vibration of a 3-RRR Parallel Robot 73 

 

could be analyzed by state trajectory, Poincare maps, frequency spectra and 
bifurcation diagrams for investigating the non-linear dynamic behaviors of self-
excited vibration systems [6]. Recently, many researchers have investigated time-
delay state feedback control of vibration [7]. Cai and Huang investigate instantaneous 
optimal control method for vibration control of linear sampled-data systems with 
time-delay [8]. The effects of time-delay on the self-excited oscillation of single and 
two degrees-of-freedom systems under nonlinear feedback have been studied [9]. 

However, few of researches are related to the self-excited vibration of parallel 
robots. The previous researches only focus on the field of kinematics and dynamics 
[10-12]. For 3-RRR parallel robot, the self-excited vibration is a complex and 
nonlinear physical phenomenon with some uncertain-ties. 

The controlled positioning system is an integral part of 3-RRR parallel robot. A 
large number of nonlinear factors cause high level of undesirable positioning 
inaccuracies by inducing self-excited oscillations around the desired position. Self-
excited vibrations generate additional dynamic loads degrading the system 
performances, sometimes even causing breakdown of the mechanical structure. It is 
meaningful to analyze the principle of self-excited vibration in 3-RRR parallel robot, 
which is beneficial to reducing or eliminating the vibration and improving the 
performance of the 3-RRR parallel robot. 

The rest of this paper is structured as follows: In section 2, the kinematic model 
and the dynamic model of a 3-RRR parallel robot are discussed. In section 3, the 
experimental characterization of the self-excited vibration is performed. Through 
section 3, the principle of self-excited vibration in 3-RRR parallel robot is analyzed. 
Finally, the conclusions are presented in Section 4. 

2 Model of the 3-RRR Planar Parallel Robot 

The experiment platform is a planar parallel robot, which is composed by a mobile 
platform and three RRR serial chains that join it to a fixed base. Each RRR chain is a 
serial chain composed of three rotational joints. The geometrical configuration is 
shown in Fig.1. 
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Fig. 1. Structure diagram of 3-RRR parallel robot 
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The parallel robot is actuated by three alternating current servo motors located at 
the base A1, A2, and A3. P(x, y) is the position of the mobile platform in the plane and 
θ  is the orientation. The rotational articulations of each limb are defined by Ai, Bi, 
Ci, (i=1, 2, 3). Points Ai are actuated by the actuators fixed to the base. The actuated 
joint vector is defined as qa=[qa1 qa2 qa3]

T. The unactuated joint vector is defined as 
qb=[qb1 qb2 qb3]

T, while x=[x y θ ]T defines the task coordinates vector. 
Closure loop equation is the term used in mechanics referring to the geometric 

equation associated to a kinematic loop. Based on Fig.1, the two vectorial closure 
loop equations can be expressed as follows. 

 1 1 1 1 1 1 2 2 2 2 2 2

1 1 1 1 1 1 3 3 3 3 3 3

⎧ + + − − − − =⎪
⎨

+ + − − − − =⎪⎩

OA A B B C C C C B B A A O

OA A B B C C C C B B A A O

      

      
0

0
  (1) 

Eq (1) could be divided into an x-axis component and a y-axis component, the 
closed-loop constraint equations of the parallel robot can be written as 

 ( ) =W q 0   (2) 

Differentiating the kinematic constraint equations with respect to time, the link 
Jacobian matrix can be calculated. 

 
( ) ( ) ( )d

d
= = =

t

∂
∂

 
W q W q

q S q q 0
q

  (3) 

where S(q) is constraint matrix of the joint velocity. 
The acceleration Jacobian matrix is determined by differentiating the velocity 

constraint equations with respect to time. The joint acceleration can be calculated as 

 ( )d
+

d
= =

t
  Sq Sq Sq 0   (4) 

The open chain dynamic equation can be obtained by applying the Lagrange 
Multiplier formulation, with which the dynamic model is expressed as combination of 
the model of the open-chain system with the closed-loop constrains, namely 

 Τλ+ = + Mq Cq τ S   (5) 

where M is inertia matrix in the joint space, C is Coriolis and centrifugal force matrix 
in the joint space, q  and q  are the joint velocity and acceleration, τ  are the 

actuator torque vector, ΤλS  represents the constraint force, λ  is a multiplier 
representing the magnitude of the constraint force, matrix S is constraint matrix of the 
joint velocity. Differentiating the closed-loop constraint equations of the parallel robot 
yields 

 3= = ,x x∀ ∈ R  Sq SJ 0q q   (6) 

The constraint force ΤλS  is an unknown term and can be eliminated by the 
expression for the null-space of the matrix S, Considering the constraint equation 



 Experimental Characterization of Self-excited Vibration of a 3-RRR Parallel Robot 75 

 

=x
SJ 0q , the equation =SJ 0 , or T T =J S 0  equivalently can be obtained. Thus, 

the term of ΤλS  can be eliminated, and the dynamic model in the joint space can be 
written as 

 ( )T T T
x x+ + = J MJ J MJ CJ J τq q   (7) 

Where qx=[x y θ ]T is the position coordinates of the moving platform, the 
elements of vector τ  represent the actuator torque vector of the actuated joints, 

JTMJ is the inertia matrix in the task space, and ( )T +J MJ CJ  is the Coriolis and 

centrifugal force matrix in the task space, J is the velocity Jacobian matrix between 
the moving platform and the actuated joints. 

The above-mentioned dynamics model is a common dynamics model. It is not 
including the existed nonlinear factors in the practical parallel mechanism. In the 
investigated experimental setup, three speed reducers are connected the three AC 
servomotors respectively. Thus, the nonlinear factors exist in the dynamic model of 
the practical system, including nonlinear friction torque and the backlash of each 
speed reducer’s gear transmission. The hysteresis phenomenon will be caused due to 
the mentioned nonlinear factors. In this paper, we mainly provide the experimental 
results of the caused self-excited vibration. The further theoretical analyses will be 
conducted subsequently, including building the dynamics model comprising the 
nonlinear factor and the mechanism analysis on self-excited vibration. 

3 Experimental Characterization of Self-excited Vibration 

The 3-RRR parallel robot is mainly composed of 3-RRR mechanism, AC servo 
system and Dspace1103 physical simulation platform. The overview of the 
experiment setup is shown in Fig.2.  
 

 
Fig. 2. Experimental setup of 3-RRR parallel robot 
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The host computer is an industrial computer for off-line programming. Three AC 
servomotors with rotary encoders provide the angular motion of the actuated joints. 
They have low ratio speed reducers. High-resolution encoders with 220 counts per 
revolution, give the angular displacement of the actuated joints. Three amplifiers 
drive the servomotors. The software implemented in the Dspace1103 Controller is a 
multitasking application, which includes tasks such as data acquisition from encoders 
and computation of complex algorithm for trajectory generation. The control system 
structure is shown in Fig.3. 

 

 

Fig. 3. Control system structure of 3-RRR parallel robot 

3.1 The Positioning Self-oscillation 

The phenomenon of self-excited vibration of 3-RRR parallel robot during point-to-
point motion could be validated by the experiment. The velocity and acceleration are 
programmed by law of positive rotation during the point-to-point movement. When 
the 3-RRR parallel robot arrives at the target point, its acceleration is not zero and it 
saves energy. Then, it enters into a state of self-excited vibration. 

        
(a) The signal of three encoders              (b) The signal of self-excited vibrations 

Fig. 4. The time-domain signal of self-excited vibration The joint1 is showed by the solid line, 
the joint2 is showed by the dashed line, the joint3 is showed by the chain-dotted line. 
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The target point (x, y) is (0.1m, 0.1m). The signal of three incremental rotary 
encoders could be seen in Fig.4. The whole moving process of three actuated joints 
could be seen in Fig.4 (a). The parallel robot is in a state of self-excited vibration after 
running the command signal, see Fig.4 (b). 

A set of experimental data is presented. The desired trajectory is considering the 
following time dependent functions for the Cartesian coordinate, which is expressed as 

 

( ) [0.5 0.5cos (20 )] (0 0.05 )

( ) [0.5 0.5cos (20 )] (0 0.05 )

( )=0 (0 0.05 )

d

d

x t x t t s

y t y t t s

t t s

π
π

θ

= ⋅ − ⋅ ≤ ≤⎧
⎪ = ⋅ − ⋅ ≤ ≤⎨
⎪ ≤ ≤⎩

  (8) 

The phase plane method can be used to analyze second-order autonomous systems 
with nonlinearity and is appropriate to study the self-excited vibration occurring in 
second-order systems. Fig.5-7 depicts the limit cycles of three joints. Fast Fourier 
transform (FFT) with 1024 points and a sampling rate of 1000 is applied to the time 
signal. The frequency of self-excited vibration is 12.21Hz. 

      
(a) Phase-plane diagram of joint1       (b) FFT of the vibration of joint1 

Fig. 5. Phase-plane diagram and FFT of the vibration of joint1 

The limit cycle of joint1 can be expressed as the following form.  
 2 2 2 2/ 32.21 / 0.42 1x x+ =   (9) 

      
(a) Phase-plane diagram of joint2      (b) FFT of the vibration of joint2 

Fig. 6. Phase-plane diagram and FFT of the vibration of joint2 
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The limit cycle of joint2 can be expressed as the following form.  

 2 2 2 2/ 60.58 / 0.79 1x x+ =   (10) 

The limit cycle of joint3 can be expressed as the following form.  

 2 2 2 2/ 59.81 / 0.78 1x x+ =   (11) 

      
(a) Phase-plane diagram of joint3       (b) FFT of the vibration of joint3 

Fig. 7. Phase-plane diagram and FFT of the vibration of joint3 

Many target points are chosen in the experiment, and the experiment results show 
that the frequency of the self-excited vibration is constant and the amplitude of the 
self-excited vibration has nothing to do with the initial disturbance. The self-excited 
vibration of the 3-RRR parallel robot is a sympathetic resonant vibration of 
mechanical system and AC servo motor system. 

3.2 The Characteristics of the Mechatronics Servo System 

The closed-loop position control system of servo drivers, which is as shown in Fig.8, 
allows adjustment in response to changes of displacement during self-excited 
vibration. 

 

Fig. 8. Block diagram of the servo motor control system 



 Experimental Characterization of Self-excited Vibration of a 3-RRR Parallel Robot 79 

 

For the parallel robot, the actuated joint angles can be measured directly with the 
incremental encoders, while the angular velocity and acceleration cannot be measured 
directly. Sometimes, the acceleration signals are calculated by signal differentiation 
method, in which the true acceleration signals may be submerged by large noise. In 
this paper, incremental encoders are installed to measure the actuated joint angles. 
The joint velocity can be estimated by the numerical difference algorithm with filter. 
Acceleration sensors are provided to measure the acceleration of links and the moving 
platform. 

According to the displacement, velocity and acceleration, the actual torque 
actuated by servo motor could be calculated by the dynamic model established in 
section two. The dynamic characteristic of the self-excited vibration is obtained. The 
actuated joint angle and the actual torque are plotted in one figure, the input-output 
characteristic of the electromechanical position servo system could be obtained, as 
shown in Fig.9. From the measured torque and angle position, one can know that the 
hysteretic nonlinear existed in the practical system, which may cause the self-excited 
vibration. 

 

   
(a) Joint1                (b) Joint2                 (c) Joint3 

Fig. 9. Displacement and torque of three actuated joints The torque is showed by the solid line, 
the displacement is showed by the dashed line. 

 
The friction and backlash in the planetary reducer, joint clearance and the pole 

pieces of the elastic deformation lead to the hysteresis in electromechanical position 
servo system, which may cause the self-excited vibration. 

4 Conclusion 

In this paper, laboratory experiment is performed to characterize the self-excited 
vibration of 3-RRR parallel robot. Experimental results show that the frequency of 
self-excited vibration is a constant in different configuration, and the joint driving 
torque lags behind joint displacement. Since the 3-RRR parallel robot isolated from 
the servo motor system should be classified into forced vibration category, the 
influence of nonlinear factors of the parallel mechanism could cause the self-excited 
vibration. 
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Abstract. An important concept of less-input more-output parallel mechanisms 
(Li-Mo PMs) is proposed based on the research results achieved by the authors 
on less-input three-output parallel vibrating screen and considering the status of 
increasing application of PMs and development demands of the emerging 
technology. First, the correlations between the number of input ( w ), degrees of 
freedom ( dof ) and numbers of output position and orientation ( Nout ) of this 
kind of Li-Mo PMs are further described. Secondly, the research and 
application of the single-input three-output parallel vibrating screen developed 
by the authors are illustrated. Sequentially, conceptual designs of two kind 
rehabilitation training devices for shoulder joint based on single-input three-
rotation output PMs are presented. Li-Mo PMs has important theoretical and 
extensive practical value for novel industrial equipment design and is expected 
to be an important research direction in the field of PMs. 

Keywords: Parallel Mechanisms, Less Input, More Expected Output, Parallel 
Equipment. 

1 Research Background 

1.1 The Li-Mo PMs Existing in Industrial Fields 

With the development of industrial technology, it is eager to develop more novel 
mechanisms, which possess more spatial motion under the least input, in order to 
achieve the target of simple structure, easy manufacture, effective and reliable run, 
convenient maintenance, and energy conservation, etc. Therefore, research and 
discorvery of parallel mechanisms with less input and more dimensional expected 
output (Li-Mo PMs, for short) is one of the most effective technologies to achieve this 
target. 

First, there has been a large number of such devices in industrial fields, which can 
achieve multi-output but just with one or two inputs. For example, the compound 
pendulum jaw crusher with single input is widely used in the industry of mining, 
building, road and so on. A schematic of the mechanism is shown in Figure 1. If link 
BC is selected as the output components (moving jaw), it has two planar compound 
motions (one translation and one rotation). That is , any point S on the moving jawt 
can translate along X-axis, Y-axis, and rotate around Z-axis when the crank AB is 
choosen as one input. The materials in the crushing cavity have widely range motion 
to roll from up to down, which contributes to uniform segments. The productivity is 
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increased by 20%-30% compared with that of a simple pendulum jaw crusher (single 
output, and rocker CD as a moving jaw ) with the same parameters. At the same time, 
the mechanism has the advantage of lower weight, less components, and more 
compact structure, etc. Therefore, the conventional simple pendulum jaw crushers 
have been basically replaced recently by the compound pendulum jaw crushers [1]. 

 

                   

Fig. 1. 1-dof compound pendulum jaw crusher   Fig. 2. 1-dof linkage vibrating screen  

Another example, the coupler type vibrating screen with single or double deck is 
widely used in the industry, e.g. metallurgic, coal, cereal and oil, chemical and so on. 
A schematic of the mechanism is shown in Figure 2. When the crank OA is selected 
as a one rotational input, the screen box mounted with link AB and link DE has two- 
planar compound motions (one translation and one rotation). Three output 
components of the screen box, including translate on the XY direction and rotate 
around the Z-axis, can provide the grains with larger tumbling up and down, and flow 
from the entrance to the discharge end. Therefore, it can improve the screening 
efficiency, and has the advantages of low power loss, easy operating, and small in size 
[2]. 

Further, for the multi-dof parallel mechanisms, research on the relationship 
between driving input and output motion has more important theorical and application 
value. For example, the 3-RPS parallel mechanism is a typical one with three degrees 
of freedom, where three prismatic joints(P) are actuacted. When the axes of three 
revolute joints attached to the base are parallel to a same plane, the moving platform 
will produce five output motions, including both translation and rotation, but there are 
four output motions if their axes are not parallel to a same plane. However, for both 
cases, there are just only 3-dimensional independent motion, the others are non-
independent derived or parasitic ones [3]. 

1.2 The Needs of Emerging Industries 

With the development of the strategic emerging industry technology, rehabilitation 
robot and rehabilitation exercises aids for the elderly and the disabled have received 
great attention. However, currently, the rehabilitation training equipments are made of 
whether parallel or serial structure, suffering some drawbacks such as: (a) complex 
structure, and (b) more actuators. These deficiencies make these equipments not 
suitable for some rehabilitating tasks.  
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In addition, some novel equipments, which are adapted to site disposal of nuclear 
contamination under complex dangerous enviroment, and to clean slag at high 
temperature and large sewage pool, as well as to swing for entertainment, all these are 
intended to obtain more spatial motion with the least inputs, to realize simple 
structure, convience for manufuring, green operation, energy-saving and emission-
reduction, etc[4] 

From the above, we can get the following research results: using less inputs can 
produce more spatial motion (dof+△) than the number of input(dof), meanwhile can 
achieve the desired performance. Based on this kind of research strategy, PMs can be 
classified into following two types according to the different demands in application, 
which is helpful to expand PMs applications.  

2 Classification of PMs and Definition of Li-Mo PMs 

2.1 Classification of PMs and Description of the Design Problem 

On one hand, many studies have been carried out extensively by numerous 
researchers both on theory and on application of PMs, with the focus on multi-axes 
NC machine tool, pick-and-place application and assembly automation. Each output 
motions of these equipments must be independent and controled precisly, which 
means that the number of dependent output motion equals the degrees of freedom . It 
is defined in this paper as: TypeⅠPMs, namely, “multi input - equal dimensional 
accurate output ”. There has been much research on this type of PMs at parallel 
mechanisms community for many years [5-8].  

On the other hand, some traditional equipments, such as large vibrating screen, 
crusher, slag cleaning machine and motion simulator, etc, are characterized by high 
power consumption, high wastage, noise and poor operating environment. 
Nevertheless, some emerging industrial technology, such as rehabilitation training 
machine and nuclear contamination cleaning machine, have the features of special 
service enviroment, high performance-price ratio, energy-saving and environmental 
protection, etc, which require reducing the number of components, raising efficiency, 
reducing consumption and noise, and longer serving life. From the view of output, the 
end-effector of such equipments is mostly desired to produce more output motion, 
including both independent and non-independent motions, in order to ensure the 
demands of spatial multi-operating. Among these motions, the parasitic non-
independent components is required to participate corresponding operability outside 
together with the independent motions. However, each output motion component is 
not independent necessarily. For such equipments, the requirements for the number of 
output motions is higher and more rigid than the requirement for accuracy. At the 
same time, the number of inputs should be as less as possible, which will facilitate 
simple structure and be convenient for production, processing and maintenance, in 
order to gain the desired working reliability and to achieve the purpose of energy 
consumption reduction. All these can be realized fully by utilizing the advantages of 
moving platform of PMs, which can produce spatial compound motion. Therefor, this 
kind of PMs is here defined as: TypeⅡPMs, namely, “Less input – More output 
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desired with non-independent motions ”, which is abbreviated as Li-Mo PMs. 
However, the related systematic topological structure design method in this family 
have never been reported at parallel mechanisms community so far.  

2.2 The Relationship among PMs Type and Number of Outputs and Inputs 

Assumed respectively that the number of input is w, degrees of freedom is dof, and 
the number of output position and orientation is Nout. According to the relationship 
between w with dof, there are three cases to consider:  

The first case arises when w=dof=Nout, named accurate input and accurate output. 
The first type of PMs mentioned above “multi input - equal dimensional accurate 
output ” belongs to this category, which has been widely used in actual industrial 
application. 

The second case occurs when w>dof, named redundant input. The redundant input 
is now a very effective method which is used to reduce or eliminate singularities and 
improve the performance of PMs[9]. However, the parallel redundant mechanism is 
much more complex than corresponding non-redundant PMs. Meanwhile, it is hard to 
control because of the multi input - multi output system with strong I-O coupling and 
nonlinear dynamic properties. 

The third case, named as underactuated input, occurs when w<dof, e.g. the system 
has less input than the dof. A coupling between the actuated input joint and 
underactuated joint is available, thus it is possible to control the position of robots or 
equipments via the dynamics coupling[10]. Because of the decrease of actuated input 
joint, it has the merits of compact configuration, reducing weight and costs and low 
energy consumption and soon.  

At present, almost all existing literatures on PMs show that researches have being 
done mainly on the relationship between w and dof. But few literatures have involved 
the relationship among w, dof and Nout. 

Here needs to be emphasized: The topological structure design method and 
application of TypeⅡPMs mentioned in this paper are executed under the condition 
of considering the relationship among w, dof and Nout, and satifying the relation of w
＝dof < Nout. Obviously, this type of PMs belongs to neither redundant input nor 
underactuated input PMs, but expansion of accurate input. That is to say, less 
dimensional input (dof) will be adopted to realize more output motions(dof+△), 
where, Nout=dof+△, and 2≤Nout≤6, normally 1≤w=dof≤5, and here △=1~5. These 
mechanisms work under making full use of the non-independent parasitic motions. 
Thus, because of the less number of actuating input, the device has such advantages 
as the simple structure and reliable work, easy manufacturing, usage and 
maintenance. The 3-“dimension” parallel vibrating sieve with single input, which has 
been proposed by the authors and has been industrial trial runned[11] , is the best 
proof.  

Here, it deserves to be specially noted that, 
1) The “less input” in this paper implies that the number of dof of PMs is less than 
that number of output motions of the platform (dof+△). However, the “lower-freedom 
parallel mechanisms” named by mechanism community is compared with 6-dof 
mechanisms, whose 2~5 dimensional inputs produce the same dimensional outputs. 
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2) The TypeⅡPMs mentioned above, i.e., “Li-Mo PMs” does not refer to increasing 
the additional transmission lines installed the inside of the machine. That is to say, it 
does not divide one input into multi transmission output. Actually, it means that the mechanism 
has dof inputs and (dof+△) outputs, and it satifies the relation as follows: 2≦dof+△≦6, 
dof=1~ 5 and △=1~ 5. Therefore, such PMs can produce 2~6 output motions, including the 
non-independent output components, even though it is driven by only single input. 

3 Design for 3-Output PMs with Single Input 

3.1 Study on 3D Parallel Vibration Sieve with Single Input 

We have studied several kinds of parallel vibration sieve with 1- or 2-dof input since 
we originally proposed the concept of parallel vibration sieve in 2006[12-13]. In the 
Figure 3, the single input parallel vibration sieve is illustrated, including the 
schematic representation, photo of prototype and application example. 
 

   
     (a)Schematic diagram          (b) Prototype         (c) Application example 

Fig. 3. 3D parallel vibration sieve with single input 

As shown in Figure 3(a), when the crank 1 is chosed as input link, vibrating screen 
box fixed with link 4 will produce one-translation along Z-axis and two-rotation 
respectively around X-axis and link 2. Here，for easy understanding,we still call it 
3D parallel vibration sieve even if the three motions are not all independent. All these 
three output motion components make the inner grains in the vibrating screen box 
vibrate intensely. Among these three output motion components, only one is 
independent and the other two are its parasitic motions. This device has the 
advantages of smooth operation and lower voice beause of novel design concept and 
rational topological configuration construction, and it improves the efficiency greatly. 
A lot of experiments show that the screening efficiency and the rate of pass sieves of 
this parallel vibrating screen are higher by 15% and 20% than the tradtional linear 
vibrating screen respectively, moreover with 35% power reduction[14]. It has been 
successfully applied in the sieving of sulphur for rubber products. 

3.2 Study on the 3-Rotation Parallel Rehabilitation Training Device for 
Shoulder Joint with Single Input 

Recently, we proposed several kinds of less dimensional input - more output  
PMs, including single input - three rotatation output PMs[15,16]. As depicted in  
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Figure 4(a), a parall mechanism consists of three branched chains RSS, S and RS; and 
Figure 4(b) represents another parallel mechanism composed of three branched chains 
RRS, S and SS (the underlined means the input joint). For these two parallel 
mechanisms, when the crank 1 rotates fully, the moving platform 3 has three 
rotational angles around the spherical joints S31. The rotation angles may change as 
the mechanism parameters change, while one of them may be fixed or equal zero by 
special link parameters. 
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(a)                           (b) 

Fig. 4. Two kinds of 3-rotational parallel mechanisms with single input 

These two kinds of single input 3-rotation output parallel mechanisms can be used 
as candidate mechanisms of rehabilitation training for shoulder. The design scheme of 
rehabilitation training for shoulder joint based on the type of Figure 4(b) has been put 
forward, and its installation instruction is shown in Figure 5(a). The moving platform 
3 is connected with the upper arm, and the base is directly mounted on the upper 
shoulder. As indicated in Figure 5(a), given the crank 1 fully rotation, the upper arm 
can rotate around the shoulder (spherical joints S0) with (α, β, γ) as three angles of 
rotation. Modification and optimizatoin of the mechanism parameters will control the 
output number and change the ranges of rotation angles to meet the rehabilitation 
requirements in different stage and ages. Furthermore, the mobility of the moving 
platform is analyzed and Figure 5(b) shows the variation of output angles of upper 
arm. 

 

           
(a) Installation  

 

 
(b) The curve of three output rotation angles of upper arm 

Fig. 5. A rehabilitation training device for shoulder joint based on 1-dof 3-rotate output PMs 
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4 Conclusions 

In this paper we tlak about the concept, definition, design examples of the Li-Mo 
PMs. The following conclusions have reached. 

(1) A novel concept of less input-more output parallel mechanisms (Li-Mo PMs) is 
proposed based on the authors’ previous research works. This kind of PMs has 
important theoretical and extensive practical value to the design of novel equipments 
serving for industrial development, and is expected to be an important research 
direction for expanding the design theory and application of PMs. 

(2) This type of Li-Mo PMs involves a theoretical issue about PMs, e.g, pursuing 
the relationship among type and number of output motion, number of output motion 
and input. Essentially, Li-Mo PMs is a kind of multi outputs ( dof+△ ) mechanism 
with less inputs (dof), here, Nout=dof+△, 2≦Nout≦6, generally, 1≦W=dof≦5, and △=1∼5. Because of the decrease of input joints, the device has such advantages as the 
simple structure and reliable working, easy manufacturing and maintenance and so 
on.  

(3) Based on the concept of Li-Mo PMs, two kinds of novel PMs with three-output 
and single input have been presented. The novel 3D parallel vibrating sieve based on 
1-dof 1-translation and 2-rotation output PMs has been industrial trial application. 
While a novel rehabilitation training device for shoulder joint based on 1-dof 3-rotate 
output PMs is under prototype manufacturing. They can be the best proof for the 
feasibility of Li-Mo PMs. Therefore, Li-Mo PMs is worthy to study for mechanism 
acadmic and industry community. 
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Abstract. Type synthesis of 1-translational and 1-rotational (in short, 1T1R) 
parallel mechanisms is studied using topological structure type synthesis 
method based on the POC set in this paper. Firstly, a general procedure of type 
synthesis is given and concrete operation of each step is also given by example.  
Then eleven kinds of 1T1R parallel mechanisms are obtained, and 5 kinds of 
which are proposed for the first time. Finally, these parallel mechanisms are 
classified based on the structure characteristics. This type synthesis approach 
features few calculation rules, simple mathematics operation and definite 
geometrical and physical meaning, and it is applicable for both non-over-
constrained and general over-constrained mechanisms. 

Keywords: Position and Orientation Characteristic(POC) set, Parallel 
Mechanism, Type Synthesis. 

1 Introduction 

2-DOF parallel mechanisms feature simple structure, easy kinematic and kinetic 
analysis, which can be applied to automatic devices of food processing, micro-
electronics assembly, etc, as well as robot manipulator. The current research of 2-
DOF parallel mechanisms are mainly focused on 2T0R parallel mechanisms [1-3] and 
0T2R parallel mechanisms [4-7], but fewer on 1T1R parallel mechanism. In the 
matter of type synthesis, Kong [8] made type synthesis of part-decoupling 2-DOF 
parallel mechanism with two 1T1R motor patterns based on virtual branched-chain 
method. Firstly, five kinds of part-decoupling 1T1R parallel mechanisms were 
synthesized. On this basis, five new mechanisms were synthesized by adding passive 
kinematic pair and branched-chain, and single motor pattern of each mechanism only 
needs two active joints, which is superior to the existing mechanisms. Gao[9] 
synthesized six mechanisms with two branches, which represented by symbolic 
combining form, and corresponding kinematic sketch of mechanism were given. 

Type synthesis of 1T1R parallel mechanisms is studied using topological structure 
synthesis method based on the POC set in this paper. Eleven kinds of parallel 
mechanisms are synthesized, and five kinds of which are proposed for the first time. 
These parallel mechanisms are analyzed and classified based on the structure 
characteristics. 

                                                           
* Corresponding author. 
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2 General Procedure of Type Synthesis Based on the POC Set 

The theories and methods of type synthesis of parallel mechanisms based on the POC 
set, see references [10].  To save space, here only gives the key steps.  

Step1.  Determine POC set PaM
 
(i.e., motion output type). 

Step2.  Synthesize branched chain structure. 
      POC equation of serial mechanism: 

1 i j

m

S J S
i=

= =∪ ∪M M M .                            (1) 

Where SM  is POC set of the end link, 
iJM is POC set of the i th kinematic 

joint, 
jSM is POC set of the j th sub-SOC。 

         POC equation of the parallel mechanism: 

1

1 j

v

Pa b
j

+

=
= ∩M M .                                  (2) 

Where PaM  is POC set of the moving platform of parallel mechanism, 
jbM is 

POC set of the end link of the j th branched chain. 

Based on the equation (1)、(2), topological structures of mechanisms with simple 
branches(SOC) and complex branches (HSOC) can be designed. 

Step3.  Determine combining scheme of branched chains. 
Step4.  Determine geometric condition of branch assembly between the moving 

and base platform.  
Based on the POC equation (2) and rationale of branch assembly between the 

moving and base platform, design the geometric condition of branch assembly 
between the two platform.  

Step5.  Verify DOF of the mechanism 
According to DOF formula: 

( 1)

1 1

1
dim.{( )}

j

j i j

m v

i L
i j

j

L b b
i

F f ξ

ξ
+

= =

=

⎧ = −⎪⎪
⎨
⎪ =⎪⎩

∑ ∑

∩ ∪M M

.                          (3) 

Verify whether DOF of the mechanism satisfies the design requirements.  
Step6.  Determine passive kinematic pair of the mechanism 
Determine the passive kinematic pair of mechanism based on the judging criteria of 

passive kinematic pair. 
Step7.  Determine active joints of the parallel mechanism. 
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Determine the active joints of parallel mechanism based on the judging criteria of 
active joints. 

Step8.  Determine topological structure of the parallel mechanism.  
Including: (1) Topological structure of the branched chains; (2) Topological 

structure of the moving platform; (3) Topological structure of the base platform; (4) 
Position of the active joints 

Step9. Characteristic analysis of topological structure type of parallel mechanism  
Including: (1) Type and coupling-degree of the basic kinematic chain(BKC); (2) 

DOF type; (3) I-O Decoupling; (4) Other features of topological structure. 

3 Type Synthesis for 1T1R Parallel Mechanism 

Step1. Determine POC set PaM  of the expected mechanism. 
1

1
=pa

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

M  

Where t1 is a finite translation, r1 is a finite rotation. 
 
Step2. Synthesize branched-chains structure. 
(1) POC set of branches 
According to equation(2), POC set of parallel mechanism is the intersection  

of POC sets of all branches. Hence, POC set of branches can be represented as 
follows.  

1 2 1 3 2 1 3 2 3

1 1 2 1 2 3 2 3 3
, , , , , , , ,

ib

t t t t t t t t t
M

r r r r r r r r r

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

(2) Structure type of branches 
The structure types of SOC and HSOC that satisfy the above POC set are shown in 

table 1.  
 

Step3. Determine the combining scheme of branches.  
Based on the structure types of SOC and HSOC in Table 1, synthesize the 

combining scheme of branches shown in Table 2.  
Taking the combining scheme C-1 shown in Table 2 as example, synthesize a 1T1R 

parallel mechanism. The combining scheme of branch C-1 is shown as follows. 

Branch 1: { }11 12SOC P R− ⊥ −  

Branch 2: { }21 22 23SOC P R R− ⊥ −
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Table 1. Structure type of SOC and HSOC 

ibM  SOC HSOC 

1

1

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

1 { }SOC P R− ⊥ −  
14 { }(6 )RHSOC P R− − −  

2

1

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
2 { }SOC R R R− −  15 

{ ( )( )
}

4 4 (4 4 ),R RHSOC P P

R

− −−◊

− −

 

3 { }SOC P R R− ⊥ −  16 
{ ( )( )

}

3 2 (3 2 ),R P R PHSOC P P

R

− −−◊

− −

 

1

2

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
4 { }SOC P RR− − −   

3

1

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
5 { }SOC P R R R− − −  

17 { ( )( ) }4RHSOC R R P R− − −  

2

2

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
6 { }SOC P R R R− ⊥ ⊥ −  

 

 

1

3

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 7 { }SOC P RRR− − −  

8 { }SOC P S− − −  

3

2

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
9 { }SOC P R R R R− − −  

2

3

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 

10 { }SOC P R RRR− ⊥ − −  

11 { }SOC R R R RR− ⊥ −  

12 { ( ) }SOC R P R RR− ⊥ − −  

3

3

t

r

⎡ ⎤
⎢ ⎥
⎣ ⎦

 
13 { }SOC S P S− − − −  

··· 
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Table 2. Combining scheme of branched-chains 

A. Structures of all branches are same 

—— 

B. Structures of part branches are same 

B-1 

· { }1 SOC R R− − −  

· { }2 SOC R R R− − −  

B-2 

· { }1 SOC R P− − ⊥ −  

· { }2 SOC S P S− − − − −  

··· 

C. Structures of all branches are different 

C-1 

· { }1 SOC P R− − ⊥ −  

· { }1 SOC P R R− − ⊥ −  

C-2 

· { }1 SOC P R− − ⊥ −     

· { }(4 )1 RHSOC P P R− − − − −  

C-3 

· { }1 SOC P R− − ⊥ −  

· { }1 SOC S P S− − − − −  

C-4 
· { }1 SOC P RRR− − − −  

· { }(4 )1 RHSOC P P R− − − − −  

C-5 
· { }1 SOC R P RRR− − ⊥ − −  

· { }1 SOC P R R− − ⊥ −  

C-6 

· { }(6 )1 RHSOC P R− − − −  

· { }1 SOC S P S− − − − −  

C-7 

· { }(6 )1 RHSOC P R− − − −  

· { ( )( ) }41 RHSOC R R P R− − − −  

C-8 

· { ( )( ) }4 4 (4 4 ),R RHSOC P P R− −−◊ − −  

· { }1 SOC P R− − ⊥ −  

C-9 

· { ( )( ) }3 2 (3 2 ),R P R PHSOC P P R− −−◊ − −  

· { }1 SOC P R− − ⊥ −  

··· 
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Step4. Determine the geometric condition of branches assembly between the 
moving and base platform.  

(1) Determine POC set of the end link.  

Branch 1：
( ) { }1 1

11 12

1
1

12

// ( )

(// )
b

t P t R
M

r R

⎡ ⎤⊥
= ⎢ ⎥
⎢ ⎥⎣ ⎦

∪
 

Branch 2：
( )2

23
1 1

23(// )
b

t R
M

r R

⎡ ⎤⊥
= ⎢ ⎥
⎢ ⎥⎣ ⎦

 

(2) Establish POC equation of the parallel mechanism. 

( ) { } ( )1 1 21
11 12 23

1 11
2312

( )

( )( )
Pa

t P t R t Rt
M

r r Rr R

⎡ ⎤ ⎡ ⎤⊥ ⊥⎡ ⎤
= ⇐ ⎢ ⎥ ⎢ ⎥⎢ ⎥

⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

∪
∩  

(3) Determine the geometric condition of branches assembly between the two 
platforms. 

The intersection of POC sets of the two branches should retain one independent 
rotational element and one independent translational element to achieve the one-
dimensional translation and one-dimensional rotation of the moving platform, i.e., the 

geometric condition of branches assembly is 12 22 23R R R . 

(4) Draw up the kinematic sketch of mechanism. 
Based on the topological structure feature of the branches and the geometric 

condition of branches assembly between the two platforms, draw up the kinematic 
sketch of mechanism, shown in Figure 1. 

P11

R12

P21

R23

R22

 
Fig. 1. { }11 12SOC P R− ⊥ − { }21 22 23SOC P R R⊕ − ⊥ −  

Step5. Verify DOF of the mechanism.  
(1) Determine the number 

1Lξ of independent displacement equations of the first 

independent loop.  
{ }

( ) { } ( )
1 1 2

1 1 2
11 12 23

11
2312

2

1

dim.

( )
dim.

( )( )

= dim. 3

L b bM M

t P t R t R

r Rr R

t

r

ξ =

⎧⎡ ⎤ ⎫⎡ ⎤⊥ ⊥⎪ ⎪= ⎢ ⎥ ⎢ ⎥⎨ ⎬
⎢ ⎥ ⎢ ⎥⎪⎪ ⎣ ⎦⎭⎣ ⎦⎩
⎧ ⎫⎡ ⎤⎪ ⎪ =⎨ ⎬⎢ ⎥

⎪⎣ ⎦⎪ ⎭⎩

∪

∪
∪
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(2) Determine DOF of the mechanism.  

1 1

5 3 2
j

m v

i L
i j

F f ξ
= =

= − = − =∑ ∑  

Step6. Determine passive kinematic pair of the mechanism. 
Judge whether the joint R22 is passive kinematic pair based on the judging criteria. 
(1) Suppose the joint R22 is fixed, then get a new mechanism. The topological 

structure type of branch 2 becomes { }21 23SOC P R− ⊥ − , and the POC set becomes   

( ) { }1 1
21 23

1
1

23

// ( )

(// )
b

t P t R
M

r R

⎡ ⎤⊥
= ⎢ ⎥
⎢ ⎥⎣ ⎦

∪
. 

(2) Determine DOF of the new mechanism.  
①Determine the number 

1Lξ of independent displacement equations of the first 

independent loop. 

{ }
( ) { } ( ) { }

1 1 2

1 11 1
21 2311 12

11
2312

2

1

dim.

// ( )// ( )
dim.

(// )(// )

= dim. 3

L b b

t P t Rt P t R

r Rr R

t

r

ξ =

⎫⎧ ⎡ ⎤⎡ ⎤ ⊥⊥⎪ ⎪= ⎢ ⎥⎢ ⎥⎨ ⎬
⎢ ⎥⎢ ⎥⎪ ⎪⎣ ⎦ ⎣ ⎦⎩ ⎭

⎧ ⎫⎡ ⎤⎪ ⎪ =⎨ ⎬⎢ ⎥
⎪⎣ ⎦⎪ ⎭⎩

∪

∪∪
∪

M M
 

② Determine DOF of the mechanism 

1 1

4 3 1
j

m v

i L
i j

F f ξ
= =

= − = − =∑ ∑  

(3) Judge the passive kinematic pair  
DOF of the new mechanism is 1, but DOF of the original mechanism is 2, so the 

joint R22 is not passive kinematic pair.  
 

Step7. Determine the active joints of parallel mechanism. 
Judge whether joint P11 and P21 of the mechanism in figure 1 can be active joints 

simultaneously based on the judging criteria of active joint [10].   
(1) Suppose the joint P11 and P21 are fixed, then get a new mechanism.  
The topological structure of branches become { }1 12SOC R− − , { }2 22 23//SOC R R− − , 

i.e., planar 3R mechanism, and its DOF is 0.  
(2) Judge whether joint P11 and P21 can be active joints simultaneously. 
Because DOF of the new mechanism is 0, joint P11 and P21 on the same platform of 

the mechanism in figure 1 can be active joints simultaneously based on the judging 
criteria of active joint. 
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Step8. Determine topological structure of the parallel mechanism. 
(1) Topological structure of branches 

Branch 1: { }1 SOC P R− − ⊥ −  

Branch 2: { }1 //SOC P R R− − ⊥ −   

(2) Topological structure of the two platforms 

The moving platform: 12 23R R      

The fix platform: arbitrary layout  
 

Step9 Characteristic analysis of topological structure type of parallel mechanism.  
(1) Type and coupling degree of BKC 
① Determine SOC1 

{ }11 12 23 22 21SOC P R R R P− ⊥ ⊥ −  

②  Determine constraint degree 1Δ  of SOC1  

11 1
1

= 5 2 3 0
m

i L
i

f I ξ
=

Δ − − = − − =∑  

③ Determine BKC of mechanism and its coupling degreeκ  

According to the judgment method of BKC , this mechanism includes one 

BKC , and its coupling degreeκ is 0.  

1

1
= 0

2

v

j
j

κ
=

Δ =∑  

(2) DOF type 
This mechanism has complete DOF based on the judging criteria of DOF type.  
(3) Input-output decoupling 

We can see that the mechanism has partial input-output decoupling based on the 
decoupling theory of topological structure. 

4 Classification of Structure Type 

According to the above synthetic approach, select other combining schemes in  
Table 2, and eleven mechanism types can be synthesized in the same way, shown in 
table 3. Then, according to branch type, branch complexity, decoupling and coupling 
degree, the mechanism in Table 3 are classified as follows to provide reference for 
designer.  
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Table 3. Topological structure of 1T-1R parallel mechanisms 

A. Structures of all branches are same 
—— 

B. Structures of part branches are same 

R21

R22

R23

R11

R12

R31

R32

R33

 
B1 

R11

P12

S21

P22

S23

S31

P32

S33

B2 
C. Structures of all branches are different 

P11

R12

P21

R23

R22

C1 

R22

P11

R12

P21

P
(4R)

C2 

P11

R12

P21

S22

S23

C3 

P11

R12

R13

R14

P

P22
( 4R)

R23

C4 

R11

R13

R14

R15

P12

P21

R22

R23

O'

C5 

S32

S33

R11

R12

R13

R21

R22

R23

R14

R31

C6 

R11

R12

R13

R21

R22

R23

R14

R31

R32

P33
(4R)

R34

C7 

R11

P12

P
（4R）

P
（4R）

P
（4R）

P
（4R）

R21

C8 

R11
P12

R13
R15 P14

R21 P22

 
C9 
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(1) Branch type 
① These is no parallel mechanism that structures of all branches are same.  
② These are parallel mechanisms that structures of 2 branches are same, i.e., 

mechanism B1 and B2 shown in Table 3.  
③ These are parallel mechanisms that structures of all branches are different, i.e., 

mechanism C1~C9 shown in Table 3. 
(2) Branch complexity  
Mechanism C2, C4, C8 and C9 in Table 3 all have complex branches.  
(3) I-O Decoupling  
Mechanism C1, C2 and C3 in Table 3 all have I-O decoupling. 
(4) Kinematic (dynamic) complexity  

The coupling degree of mechanism B1 and B2 are both 1. The coupling degree of 
mechanism C1~C9 are all 0. Obviously, the kinematic and dynamic analysis of 
mechanism with low coupling degree is easy.  

5 Conclusions 

(1) Type synthesis of 1T1R parallel mechanism is studied using topological structure 
synthesis method based on the POC set. Eleven kinds of parallel mechanisms are 
synthesized, and six kinds of which, i.e., B1[10]、B2[11], C1[9], C2[9], C3[12] and 
C4[9], have been reported in references, and other five kinds are synthesized for the 
first time based on the above method.  

(2) This method features few calculation rules, simple mathematics method, 
definite geometrical and physical meaning, and it is applicable for both non-over-
constrained and general over-constrained mechanisms. 
 
Acknowledgments. This research is sponsored by the NSFC(Grant No. 51075045, 
51375062, 51405039). 
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Abstract. An error model of a 2-DOF high-speed parallel manipulator is 
presented, which reveals the relationship between input geometric parameter 
errors and output pose errors. Based on this, the distribution of pose errors in 
the workspace is demonstrated and analyzed through numerical simulation. The 
influence coefficient is defined so that the effect separate geometric errors have 
on the pose errors of the end effector can be better compared. This would 
benefit guiding the manufacture and the assembly of prototypes. In addition, the 
structure of an improved manipulator combining the 2-DOF manipulator with a 
rotating mechanism is developed. 

Keywords: Error Modeling, Parallel Manipulator. 

1 Introduction 

Compared to serial robots, parallel robots have the advantages of high stiffness, high 
accuracy and good dynamic properties. Specifically, low mobility parallel robots are 
widely applied in pick-and-place industry operations. Among them, the Delta 
mechanism is a well-known example capable of spatial translational movements [1]. 
A 2-DOF translational parallel manipulator named “Diamond” for pick-and-place 
operations is presented and applied to a device for quality inspection of rechargeable 
batteries [2]. 

Another kind of novel 2-DOF translational parallel manipulator is introduced [3]. 
A serial of work around this manipulator is done as well [4-6]. As shown in Fig. 1, the 
manipulator is driven by two active limbs. Two passive limbs are used to restrict the 
orientation of the platform and to improve the stiffness of the parallel manipulator for 
convenience of the end effector. In article [6], the kinematic model of the mechanism 
is simplified into a planar five bar mechanism, ignoring the geometric parameters of 
the platform. Unfortunately, the geometric errors of the passive limbs are unavoidable 
due to manufacture error, assembly error, etc., which consequently changes the 
constraints of the platform and becomes the source of output orientation error. Under 
this condition, driving the mechanism according to the simplified kinematic model 
would further cause output position error of the end effector. Thus, error modeling is 
needed. 
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In the field of error modeling, much research has been done and applied in 
practice. For instance, the authors present the error models for a six DOF Stewart 
platform in article [7]. Researchers develop a unified error model of a three DOF 
parallel machines in article [8]. Tolerance design of “Diamond” is also presented [9]. 

The primary purpose of this paper is to develop an error model for the manipulator 
in Fig. 1 not only to evaluate the positioning accuracy but also to calibrate the 
prototype. 

 

Fig. 1. The CAD model of the novel 2-DOF translational parallel manipulator [3] 

2 Inverse Kinematic  

The analytical expression of the inverse solution for kinematics equation is listed as 
Equations (1) and (2), which are needed for calculating the pose error. When the 
geometry of the manipulator is ideal, it can be regarded as a 5R mechanism, with both 
active limbs shifting a certain distance [3].   cos ( ) cos ( )2 ( )   (1)   π cos ( ) cos ( )2 ( )   (2) 

 
Where  is the length of actuate links,  is the length of distal links and e is the 

equivalent distance: (m ) 2⁄ . 
3 Error Modeling of the Manipulator 

The schematic of the kinematic model is shown in Fig. 2 after simplifying the 
platform as axial force links.  
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Fig. 2. the schematic of the active 
limbs 

 

Fig. 3. The schematic of 
the passive limb 

 

Fig. 4. The schematic of 
the platform 

Each of the two active limbs consists of an actuate link, a distal link, an input 
revolution joint at the base, and a revolution joint at the platform. , , ,  
denote the lengths of each actuate links and distal links respectively. , , ,  
represent the orientations of each link relative to the x-axis of the coordinate. The 
distance between the two input revolute joints is m. This segment is collinear with the 
x-axis and its middle point coincides with the coordinate origin of the mechanism. 
The distance between the two revolute joints at the platform is . The output point of 
the mechanism ( , ) i.e. the end effector, coincides with the middle point of .  
expresses the orientation of the end effector platform relative to the x-axis. 

Note that we only discuss the configuration in which the manipulator operates. In 
this configuration,  increases while  decreases as  decreases (  0 and , 0). 

From the geometry of the mechanism, we will obtain:   m cos(π ) cos cos   (3)   sin(π ) sin sin   (4)  m cos cos(π ) cos   (5)  sin sin(π ) sin   (6) 
 is assumed to be a given quantity and the positions of the two input revolute 

joints at the base are assumed to be ideal, i.e. the length error of m is not considered. 
Differentiating the two sides of Equations (3) to (6) yields:    (7) 

Where ,  are the error mapping matrixes,  is the given error vector,  
is the unknown error vector. 
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T T 

The passive limbs are next taken into account. The orientation of the platform is 
actually constrained by the passive limbs, whose principle is applying a four-bar 
parallelogram linkage. The orientation is no longer kept unchanged when the length 
errors exist, preventing the passive limbs from being an ideal parallelogram. 
Therefore, the modeling of the passive limbs should be considered. 

As shown in Fig. 3, each passive limb consists of two connecting bars, two slide 
bars, two revolute joints at the base, two revolution joint at the platform and a 
restricting bar connecting ends of the two connecting bars. , , ,  
respectively denote the lengths of each connecting bar and slide bar.  denotes the 
lengths of the restricting bar. , , , separately represent the orientations of each 
bar relative to the x-axis.  

The distance between the two revolute joints grounded at the base is n. The middle 
point of this segment coincides the coordinate origin of the mechanism. The 
orientation of n relative to the x-axis is α. The distance between the two revolute 
joints at the platform is , of which the middle point is ( , ).  expresses the 
orientation of  relative to the x-axis. 

The geometrical relationship can be written as:  n cos α ( ) cos cos   (8)  n sin α ( ) sin sin   (9)  n cos α ( ) cos cos   (10)  n sin α ( ) sin sin   (11)  cos cos cos cos   (12)  sin sin sin sin   (13) 
According to Fig. 4, the distance between  and  is H. β represents its angle 

relative to a. Then we have:  α   (14)  H cos( β)   (15)  H sin( β)   (16) 
The parameters of the platform and the position parameters of all the revolute 

joints at the base are assumed to be ideal, i.e. the errors of the parameters m n α β H do 
not exist. Differentiating simultaneous Equations (3) to (6), Equations (8) to (16) 
leads to an error model of the mechanism as follows 
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   (17) 
Where T T 

4 Simulation 

In the simulation, the values of the parameters for the mechanism are selected as 
shown in Table 1. The workspace is set to a rectangular area symmetric about the y-
axis, with a size of 540mm×385mm. The center point of the workspace is 572.5mm 
from the origin. 

Table 1. The values of parameters for the simulation  

Name Value Name Value Name Value 
 390 mm 0° m 260 mm 
 390 mm 360 mm n 40 mm 
 420 mm 360 mm α 45° 
 420 mm 40 mm β 90° 

 80 mm 40 mm H 10 mm 

 
Since analytic expressions of the kinematics of the five bar mechanism exist, every 

output point in the workspace and the corresponding input actuating angle is regarded 
as accurate. 

Using Equations (1) (2) (7), an estimation of separate effect that each error of the 
parameters has on the end effector is available. As an example, the results of the 
errors at point P(-150,450) are shown in Fig. 5 to Fig. 7.  

4.1 Influence Coefficient 

Notice that connecting lines of errors of parameters have good linearity and pass 
thorough the origin compared with position errors. Take the slopes  as indexes to 
reflect the effect levels of the errors of parameters.  ∑ ∑ ∑∑ (∑ )  (18) 

In Fig. 6 and Fig. 7, the actual value of the length error is adopted as the unit of the 
x-axis, which is available for estimating the effect of the assembly errors. Meanwhile 
in real-world engineering production, the dimensional accuracy of parts is usually 
reflected by the dimensional tolerance. When parts are produced to the same grade of 
tolerance, the larger the dimension is, the greater the error allowed. Therefore, it is 
better to use the Length Error of Part/ Length of Part ratio as the unit of the x-axis to 
estimate the effect of the length errors. Then, in Equation (18) : 
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⁄ ⁄ ⁄ ⁄ ⁄   

 

The influence coefficient (IFC) is defined as:  ∑  (19) 
All the IFCs add up to one. The larger the IFC is, the greater the effect that the 

corresponding length error has on the position error. Fig. 8 and Fig. 9 show the IFC of 
 distribution on position errors in the workspace. 

 

Fig. 5. The input angle errors and the orientation error of the platform versus the position errors 

 

Fig. 6. The length errors of the active limb 
versus the position error along the x-axis 

 

Fig. 7. The length errors of the active limb 
versus the position error along the y-axis 

Similarly, the IFCs of other length errors are calculated. The results are shown as 
the 3D surface diagrams in Fig. 10 and Fig. 11. 

Because of the symmetry of the mechanism, the IFC distributions of the length 
errors of the two actuate links ,  and the length errors of the two distal links ,  mirror each other along the y-axis. Meanwhile the IFC distribution of  is 
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also axial symmetric. In most area of the workspace, the position errors are primarily 
affected by the length errors of the distal links. The one closer to the y-axis has more 
influence on , the one on the opposite side has more effect on . The position 
errors are relatively insensitive to the other length errors. 

Using Equation (17), the IFCs of the length errors of the passive limbs is calculated 
as well. From Fig. 12, it can be seen that in the workspace the effects on the 
orientation error is dominated by the length errors of the two connecting bars. Also as 
the value of x increases, the IFC grows at a slow pace. The IFCs of ,  
overlapped in the figure because the signs are eliminated by absolute calculation.  
has the least effect on the orientation error while the effect of  is greater on the left 
side of the workspace. 

 

 

Fig. 8. The IFC ( ) distribution on the 
position error along the x-axis in the 
workspace 

 

Fig. 9. The IFC ( ) distribution on the 
position error along the y-axis in the 
workspace 

 

 

Fig. 10. The IFCs distribution on the position 
error along the x-axis in the workspace 

 

Fig. 11. The IFCs distribution on the position 
error along the y-axis in the workspace 
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Fig. 12. The IFCs distribution on the orientation error in the workspace 

4.2 Pose Error Distribution in the Workspace 

According to the error model in Equation (17), the values of error were set as shown 
in Table 2. We obtained the distribution of the pose error in the workspace, which is 
shown in Fig. 12 to Fig. 14. 

It can be seen that the pose error in the workspace changes smoothly. Except for a 
small area on the right side of the workspace, the position error  is within -1mm, 

 is within ±0.5mm and the orientation error is within -1°. The accuracy on the 
left side of the workspace is higher than the right side.  

The orientation error distribution in the workspace is asymmetrical because the 
passive limb is rotated angle α ( 0<α <90°). Under these conditions, the orientation 
errors on the left and right sides of the workspace are larger since the passive limb is 
closer to the singular configurations (when the angle   is 0°or 90°). Although 
the length errors of the active limbs contribute to the position errors, the influence of 
the orientation error should not be neglected. The trends of the position errors follow 
the trend of the orientation error while the values of the length errors are of the same 
order of magnitude in the simulation. 

In summary, the manipulator still meets the requirement pick-and-place operations 
when errors as above exist. However, the dimensional accuracy of the passive limbs 
needs to be paid attention to. The workspace of the manipulator has a favorable 
operation area dependent on the parameters especially the angle α, which should be 
considered in motion control.  

Table 2. The values of parameters’ errors for the simulation 

Name Value Name Value Name Value  0.05 mm -0.10 mm -0.02 mm  0.06 mm 0.05 mm 0.03 mm  0.08 mm 0.05 mm -0.06 mm 
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Fig. 13. The distribution of the orientation error in the workspace 

 

Fig. 14. The distribution of the position error 
along the x-axis in the workspace 

 

Fig. 15. The distribution of the position error 
along the y-axis in the workspace 

5 Improvement of the Manipulator 

As the distance between the two revolute joints at the platform, i.e.  is decreased, 
the position error of the end effector decreases proportionally. When  is decreased 
to 0, the position error and orientation error is decoupled. In this case, there are no 
interferences between the position errors and the orientation error. The former is 
directly affected by the actuate limbs and the latter by the passive limbs, which would 
help simplify the kinematic model and benefits the assembly adjustment and the 
mechanism calibration. 

Based on this, a simple hybrid manipulator combining the 2-DOF manipulator with 
a revolute joint is developed as shown in Fig. 15. Generally speaking, mass of the 
parts is one of the factors that limit the dynamic property of the manipulator. 
Overweight components may undermine the acceleration ability of the manipulator. 
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Among the components, the mass of the actuate motors and reducers usually occupies 
large proportion. Therefore, the hybrid manipulator is designed to reduce the mass of 
the rotational base. The actuate motors are fixed (the frame fixing the motors is not 
illustrated here) along the rotating axle of the revolute joint in order to reduce the 
rotational inertia of the manipulator. The synchronous belt drive and the bevel gear 
drive are adopted to actuate the active limbs. 

Bevel 
Gear

2-DOF 
Manipulator

Fixed
 Motor

Rotational 
Base

Synchronous 
pulley

Passive 
Limb

End 
Effector

Active 
Limb

Platform

 

Fig. 16. The geometry of the improved manipulator and two details of CAD prototype 

6 Conclusion 

In this paper, an error model of a 2-DOF high-speed parallel manipulator is presented 
and simulated numerically.  

The influence coefficient is defined so that the effect separate geometric errors 
have on the pose errors of the end effector can be better compared. This helps guide 
the manufacture and assembly of prototypes. Among the parameter errors, the length 
errors of the distal links and the length errors of the connecting bars have the greatest 
effect on the pose error. 

Based on the error model developed, the distribution of pose errors in the 
workspace reveals the relationship between input parameter errors and output pose 
errors and provides theoretical support for calibration of the manipulator. 

In addition, the structure of an improved manipulator combining the 2-DOF 
manipulator with a rotating mechanism is developed. The dynamic character of the 
manipulator is yet unknown and needs further research to demonstrate the potential 
application value of the improved manipulator. 
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Fuzzy PD Compliance Control of 6-DOF Robot  
Using Disturbed Force Sense 
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Abstract. The article deals with force control when the force sense is disturbed, 
using a lowpass filter and a fuzzy PD controller. The force sense is installed on 
the endpoint of the robot having six degrees-of-freedom (6-DOF), with a probe 
mounted on it. The robot is equipped with position servos and uses velocity 
command to control the force. From the experimental result, the lowpass filter is 
proved to be necessary and the performance of the fuzzy PD controller is much 
better than the traditional PD controller. 

Keywords: 6-DOF Robot, Position Servos, Fuzzy PD, Force Control. 

1 Introduction 

There are great demands on force control applications in the manufacturing such as 
grinding, polishing and precision assembly. To apply these functions to the industrial 
robots, it is necessary to use a force sense with well performance. Nowadays, the force 
sense can reach the precision of 0.5% or less, but it is a very sensitive component, and 
easily disturbed in the electromagnetism environment. Effective methods to avoid the 
disturbance have been taken action such as shielding the actuators, but sometimes we 
may not meet such condition. 

In the early years, many researches are focus on robots with torque servos, and ac-
tually there are some advantages in using torque to control the servos in force control. 
First, the desired force can be easily changed to actuators’ desired torques through 
Jacobian equations. And then, it can prevent the servos from overload when collision 
happened to some extent, as it controls the currents directly. However, in the industrial 
area, most of the commercialized industrial robot manipulators are equipped with only 
position servos, it is necessary to do some force control researches on the close-loop of 
the servos. 

Richard Volpe and Pradeep Khosla[1] had theoretical analyzed the force control in 
the force-base and position-base respectively. I.H.SUH[2] who noted the importance of 
applying force control in the industrial robots, proposed the fuzzy adaptive control 
method, and succeeded to let the endpoint be able to adapt the soft, medium, and hard 3 
different kinds of surface. And then, many applications using compliance control 
arithmetic had been proposed [3-5]. But the articles above are established in one robot. 
Recently, J. Kruger[6] was successful of using dual arm robot to achieve assembly. 
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With an excellent capability of the force sense, we can apply nearly all kinds of 
arithmetic which used in tradition robot control. But there are some reasons that restrict 
the force control in large-scale applications. The large gain between desired position 
and desired force is the major problem in the force control. As a small disturb from the 
force sense may cause a large force change after it goes through the controller. Ac-
tually, the force sense would be disturbed by electromagnetic when the powerful servos 
are running nearby. In this situation, sometimes it is hard to distinguish whether the 
received signal is disturbed. Hence, it is worth considering of designing a commercial, 
efficient and stable force controller which can decrease the problems above. 

This paper proposes a solution which requires only a fuzzy PD control action on the 
force error, and a lowpass filter action on the force measurement. It can be easily 
implemented for real time force control because it only needs to measure the force 
signals, without knowing any detailed mathematical models when compared with other 
intelligent arithmetic. 

2 System Schematic (Plus Physical Model) 

The block diagram of the robot manipulator’s control system is shown in Fig.1. The 
system is comprised of the electrical part and the mechanical part. The electrical part 
contains a computer and a motion controller. The computer collects the inputs from the 
motion controller and feedbacks the outputs after calculating through specific arith-
metic. The mechanical part includes a 3-dimension force sense, and a 6-DOF robot 
manipulator. The force sense is fixed on the endpoint of the robot, and a probe is at-
tached to the force sense to serve as an end effecter, with it the applying forces on the 
environment can be transmitted to the force sense directly. 

 

Fig. 1. Schematic diagram of the control system 

A block diagram of the control process is shown in Fig.2. Once set the desired force 
value on the computer, the computer will generate an error force signal through reading 
the present force by communicating with the motion controller. Note that, because of 
the noise, the present force is not the present value of the force sense. The computer 
would filter the noises in the signals using the method below to generate the real present 
force. Then, according to the force errors, the controller recognizes an output, which 
means the linear velocity of the endpoint on the force direction in the operating space. 
With the combination of the linear velocities of the other directions and angular ve-
locities, we can gain the velocities of the operating space. Then, it would be trans-
formed to the velocities in the joint space using the equation below: 
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 ( ) ( )( ) ( )11 1q n J q n x n−+ = +  . (1) 

where ( )1q n +  refers the velocities of the joint space, which is a 1×6 matrix, 

represents the 6 axis’s velocity respectively, and ( )1x n +  is velocities of the operating 

space at the time n+1, which is also a 1×6 matrix, but the upper 1×3 matrix is the linear 
velocities and the lower 1×3 matrix is the angular velocities, ( )( )1J q n−  is the inverse 

Jacobian matrix according to the joint angles in the time n, and it is a 6×6 matrix. 
The motion controller will serve the actuators on the robot according to ( )1q n + . At 

the time n+1, we can get a new force value and repeat the process above. 

x q

 

Fig. 2. Schematic diagram of the control process 

3 Controller Design 

3.1 Character of Lowpass Filter 

The force sense is a very sensitive component. It can be accurate if there are no elec-
tromagnetic devices such as actuators nearby, but we cannot always avoid this situa-
tion. If the sense is disturbed, though it will not be disturbed all the time, the signals will 
mix many noises, some of them can be distinguished, such as the value exceeds the 
range of the measurement, or the value generates a peak at a very short time. However, 
the worst situation which we are unwilling to deal with is that we cannot judge whether 
the signals are disturbed, and what extent they are disturbed. 

To decrease the influence of the noises, we can complement an effective filter ac-
cording to the characteristic of noise. There are many researches on the filters, and most 
of them require plenty of calculation. Actually, we need to know about the type of the 
noise, so that we can select a useful and effective filter. 

After observing amount of the signal information, we conclude that most of the 
noises are high frequency noises, and their frequency is different from the sample 
frequency obviously. Thus, we propose to choose a lowpass filter in the end, which 
with an expression shown in eq.(2): 

 ( ) a
L s

s a
=

+
 . (2) 

where a  represents the cutoff frequency. 



114 Z. Tie, W. Bo, and L. Junjian 

 

3.2 Using PD Control 

There are plenty of research works on force control using fuzzy theory, but mostly of 
them are focused on the torque servos, the rests discussed on the position servos, which 
are combined fuzzy with adaptive, neutral network, and so on. However, in the indus-
trial area, PID is still the most wide-spread method. Single PID control may be em-
barrassed in some complex situations, but it can be ameliorated through integrating 
other advanced arithmetic. The combination of fuzzy and PID has been proved of its 
advantages in many succeed progresses. So we propose a fuzzy PID controller on the 
force control. 

As we use Jacobian matrix to transfer the joint space velocity to the operating space 
velocity above. Assuming the force control model as a spring-damper model, we must 
integrate the operating space velocity to acquire the force on the end effecter, which 
will turn the system to a Type I system. One of the advantages is we can achieve the 
zero steady-state error to a constant force input without using integral control theoret-
ically, moreover, knowing about the type of the system will instruct us to design a 
proper controller. 

To avoid turning the system to Type 0 or Type II, we suggest using P/PD controller 
instead of other PID combinations. It seems P controller is a better choice, because of 
the derivation of the PD controller will amplify the noise of the sense, which will 
reduce the stable of the system. Considering passing through a sudden large noise, 
though the use of the lowpass filter will smooth the noise. Compared with the same 
parameters, PD controller will export a larger control signal than P controller. How-
ever, no matter what noises pass through, errors must be generated. Though PD con-
troller presents worse in this aspect, that PD controller provides the excellent capability 
of correct error would compensate its disadvantage, and such ability is more important 
when the probe is moving on the constrain or the outside force is influencing the end 
effecter. 

3.3 Fuzzy PD Control 

According to Section 3.2, PD controller can improve the ability of correcting errors 
dynamically, but it presents worse on dealing with the noise. To fix such a disadvan-
tage, we consider importing fuzzy rules for the parameters of the PD controller in such 
a way that the controller can improve the stability when it is close to the zero error, and 
improve the dynamic performance when the error is increased. 

To design such a Fuzzy PD controller, we focus on connecting the controller’s pa-

rameters to the errors. Assuming that e r aF F F= − , and ( )et r aF d F F dt= − , which 

represent the present error and the derivative of the error respectively. Treat Fe and Fet 
as the input variables of the fuzzy rules, Kp and Kd as the outputs. All of them are 
established in five linguistic values: PL (Positive Large), PS (Positive Small), ZE 
(Zero), NS (Negative Small), NL (Negative Large), where Fe and Fet use the Gauss 
fuzzy membership functions. To make a general use controller, we set their range is -1 

to 1, that we can use multipliers
eFk and

etFk to adjust the actually range. Kp and Kd use 

the triangle fuzzy membership functions, the range is 0 to 1. Also, adjusted by 
eFk and

etFk . The rules are described in Table.1 and Table.2. 
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Table 1. The fuzzy rules for Kp 

  Fet 

  NL NS Z PS PL 
 NL VL VL L VL VL 
 NS L L M L L 

Fe Z M S VS S M 
 PS L L M L L 
 PL VL VL L VL VL 

Table 2. The fuzzy rules for Kd 

  Fet 

  NL NS Z PS PL 
 NL VL L M L VL 
 NS L M S M L 

Fe Z S VS VS VS S 
 PS L M S M L 
 PL VL L M L VL 

 
With the use of the fuzzy PD controller above, we can predict the force control 

process below: at the beginning, assuming the initial force is zero, as the force error is 
large, Kp and Kd is large, so the endpoint will gain an excellent dynamic characteristic 
to close to the reference force. As the force error growing smaller, Kp and Kd will also 
become smaller. If there is a noise at this time, when it passes through the lowpass 
filter, with the time-delay character, the filter will prevent the filtered force signal and 
error growing too fast, neither as Kp and Kd. In this way, the controller will generate a 
much smaller response than traditional PD controller that ensures the smooth of the 
endpoint. As the peak noise passed, the signals return to normal, and the error will stop 
growing, neither as Kp and Kd, the controller will gain a better response to make the 
control force return to the desired force. 

3.4 Evaluate the Controller 

In order to evaluate the fuzzy PD controller, define J as the performance function, and 
it can be described as: 

 ( ) ( )( )2

0

1 n

r a
k

J F k F k
n =

= −∑  . 

where n represents the continuous number of the samples after the rising time, J is 
called the performance value. Considering the noises of the signals, we can apply this 
function to the signals which come out of the lowpass filter. This function can clearly 
express the fluctuation of the signals in the control process. A smaller J means a better 
effectiveness of the controller. Note that, the function can only reflect the performance 
parameter among the controllers with the same n in the same control environment. 
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4 Experimental Results 

The effectiveness of the combination of the fuzzy PD controller and the lowpass filter 
will be tested on a real 6-DOF industrial robot, whose actuators are worked in position 
mode. The experimental set-up is shown in Fig.3. The force sense is installed on the 
endpoint of the manipulator, with the measurement range of 30N. The probe which is 
made of aluminum is installed on force sense. The force sampling rate is 20ms, and the 
motor served period is 2ms. The experiment is set in a serious electromagnetic envi-
ronment, with several AC actuators working around without insulation. 

 

Fig. 3. Whole view of the robot use in the system 

Fig.4 shows the effect of the traditional PD controller, with the parameters Kp = 1 
and Kd = 0.5, which are decided after several experiments. The red line represents the 
original samples while the blue line represents the filtered samples. Although the 
lowpass filter can clean up most of the noise, the peak noise is still the main unstable 
reason. There must be some oscillations when a peak noise passes through. At this 
experiment, n is given as 564, and the J is 0.2169. 
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Fig. 4. Force control using tradition PD controller 

To adjust the fuzzy PD controller parameters, we set multipliers 0.1
eFk =  and 

0.05
etFk = , and with the multipliers, Fe and Fet can satisfy the range of the fuzzy 

inputs. In the other hand, we choose 0.1
eFk =  and 0.05

etFk = , in order to correspond 

to the traditional PD controller above. Run the robot with this controller, the effec-
tiveness of the fuzzy PD controller is shown in Fig.5, as well as the Kp and Kd’s varie-
ties can be referred to Fig.6. Also set n = 564, and J is 0.0110. 

 

Fig. 5. Force control using fuzzy PD controller 

 

Fig. 6. Change of Kp and Kd in the fuzzy PD control 
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Compared with the results of the two trials, as analyzed in Section 3.2 and Section 
3.3, the traditional PD controller has larger oscillations than fuzzy PD controller, ac-
cording to the comparison of the performance value and the figures. The former fluc-
tuates between 4.5N and 5.5N in the experiment which has a larger J, while the latter 
can keep the precision below 0.2N in this experiment, with a much smaller J. 

5 Conclusions 

PD controller has an excellent dynamic characteristic, but it would become the weak-
ness while the signal is noisy. A fuzzy PD controller is proposed to obtain good force 
output responses regardless of the noises. The arithmetic is tested by using a 6-DOF 
commercialized industrial robot equipped with the position servos. From the experi-
mental result, fuzzy PD controller shows better responds than traditional PD control in 
the disturbed signals. 
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Abstract. To solve the job-shop scheduling problem of robotic manufacturing 
cell with multiple robots, population initialization method and neighborhood 
search mechanism of its solution genetic algorithm are studied. The objective is 
to determine a schedule of machine and transport operations as well as 
assignment of robots to transport operation with minimize the maximum 
completion time. To improve the quality of the initial population, heuristic 
initialization method based on 3 vectors scheduling combining dispatching rules 
is proposed. Neighborhood structure is constructed based on the critical path. 
Experimental results show that the algorithm is effective.  

Keywords: Job-shop, Disjunctive graph model, Genetic algorithm, 
Neighborhood search. 

1 Introduction 

In order to reduce lead time and labor costs for industry, many advanced material 
handling techniques have been used in intelligent manufacturing environment. As a 
part of advanced technology, robot is widely found in logistics, semiconductor 
manufacturing, human intelligence, and etc. The development of effective and 
efficient robotic manufacture cell schedules is an important study area. Robotic 
scheduling problem has been received much attention in the literature in recent years, 
however most of models belongs to flow-shop scheduling problem [1-2]. In actual 
manufacturing environments is so complex that research the job-shop scheduling 
problem with transportation time is more theoretical significance and application 
value.1 

2 Problem Formulation 

In this section we give a formal definition of scheduling problem in a job-shop 
environment as follow: a set of n jobs },...,1{

nJJJ =  process on a set of m 
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machines },...,1{
2MMM = , transported by a set of r transport robots },...,1{ rRRR = . And the 

following additional constraints are taken into account: 
Each job iJ  is ordered set of in  operations denoted 

inOiOiO ,......,2,1 for which 

machine orders are dedicated; 

1. each machine can process(without preemption) only one job at one 
time; 

2. each machine can process(without preemption) only one job at one 
time; 

3. Transportation operation  r
iu

i

R
kku

t
1,, +

must be considered for robot 

rR  when machine operation ikO  is processed on machine iku  and 
machine operation 1, +kiO  is processed on machine 1, +kiu , these 

transportation times are depend on the jobs(robots) and the 
machines between which the transport takes place; 

4. Each transportation operation is assumed to be processed by only 
one transport robot which can handle at most one job at one time; 

5. To avoid deadlock, we assume that the input/output buffer capacity 
is unlimited in the system. 

6. No additional time is required to transfer job from machine to the 
unlimited output buffer and the same for transfer job from the input 
buffer to machine. 

The objective is to determine starting times for each operation, in order to 
minimize the makespan )}(

,1
max{max iC

ni
MinC

=
=  while satisfying all the constraints and 

precedence, where iC  denotes the completion time of the last operation niO ,  of  job 

iJ . 

3 Disjunctive Graph 

In this section the well-know disjunctive graph model for the job-shop problem 
proposed by Phlippe[3] is extended to the job-shop problem with several robots. The 
disjunctive graph of job shop problem with several robots can be defined 
as ),( RDmDCtVMVG ∪∪∪= . In disjunctive graph of this problem, a set of vertices mV  
containing all machine operations and a set of vertices tV  is the set of transport 
operations obtained by an assignment of robot to each transport operation and two 
dummy nodes 0 and *.the graph consists  of a set of conjunctions c representing 
procedure constraints. Disjunction for the machine mD  and assignment of robots to 
transport operation RD . 

1) Selection MS represents the repeat vector of  machine operations. In this vector, 
the first j appeared in MS repersents the first operation of task, and the second appears 
indicate the task second operation of task, and so on. 

(2) Selection TS represents the repeat vector of transportation operation.  
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(3) Selection RA represents the robot task allocation vector. 

Example. We consider an instance of a 44 ×  job-shop problem, 4=m machines, 
4=n jobs, 16 machine operations and 12 transport operations transport by r  robots. 

MS,TS ,RA are given in figure 3-1.  

  

Fig. 1. Instance of MS,TS,Ra 
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Fig. 2. Disjunctive graph model and Gantt chart 

There is a no idle feasible schedule (empty trip is not idle) in fig 3-2, which 
constitute a longest path from 0 to * in the acyclic graph, such a uninterrupted path is 
called a critical path and the operations on critical path are called critical operations. 
The makespan maxC

 
is entirely depended on the length of the longest path, so that 

slight alter of the critical operations may change the value maxC . In order to improve 
the value of

 maxC  , a appropriate neighborhood structures need to be built based on 
critical path. In order to improve the value of maxC  , a appropriate neighborhood 
structures need to be built based on critical path. Such an approach had been 
presented for the single machine problem [6] and adapted to job shop scheduling 
problems [5]. The same principle is used in this scheduling problem, machine block、
robot block find in critical path and Corresponding neighborhood structures is 
established. 

4 Improved Genetic Algorithm 

In order to improve the quality of the initial population, heuristic initialization method 
based on 3 vectors scheduling combining dispatching rules is proposed. It is possible 
to use a representation similar to the Bierwirt’s [4] representation : a chromosome is a 
sequence of operations. According to the traditional job shop scheduling problem, the 
first vector is to scheduling the machine operations.  Then, the second vector 
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considers transportation operations by inserting to the former chromosome. The last is 
dispatching the transportation to robots based on heuristic rule. As instance of a 44 ×  
job-shop problem mention above, the first vector regard as MS: 1 2 3 4 3 4 2 1 4 3 1 2 
2 1 4 3 ;the second vector regard as TS:3 4 2 1 4 3 1 2 2 1 4 3;If the number of robot is 
3, the third vector regard as RA:1 1 1 1 2 2 2 2 3 3 3 3.

 

4.1 Local Search 

As the traditional genetic algorithm to solve scheduling problems is a global search 
capability, but is easy to fall into premature convergence. However, Local search can 
avoid an excessive and premature convergence rate by a progress invasion .In order to 
make full use of each of their characteristic, a improved Genetic algorithm is 
proposed. Local search approach is good at adjust the chromosome to improve the 
quality of solution and accelerate the convergence speed which had been crossover 
and mutation by the genetic algorithm. In this paper, the local search neighborhood is 
based one block and dispatching transportation operation to each robot on critical 
path.  

5 Computational Results 

Numerical experiments are based on instances first introduced by Philippe [3]. In all 
instances, empty trip and loaded trip duration are differences for the robot and the 
buffer size of machine is unlimited. In the following, Robot 2 transportation times are 
2 times greater than transportation time of robot 1; Robot 3 transportation times are 4 
times greater than transportation time of robot 1，Robot 4 transportation times are 8 
times greater than transportation time of robot 1.  

Table 1. Comparison with Philippe 

 Philippe improved genetic algorithm 

Robot num initial Optimal initial Optimal 

1 85 54 85 40 

2 141 45 75 45 

3 183 45 65 40 

4 225 45 65 40 

 
As we can seen from table5-1, the initial solution performance of genetic algorithm 

with local search strategy is better than Philippe’ when  the number of robots is 2,3,4. 
The reason of this result is that the proposed algorithm in this paper mainly used 
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heuristic rules which transportation operations are average assigned to each robot. For 
optimal solution, the improved genetic algorithm is performance excellent than 
Philippe’ algorithm when the number of robot is 1、3、4.By comparison with 
Philippe algorithm experimental results on changes in the number of robot and 
transportation time, the genetic algorithm shows its effectiveness. 

6 Concluding Remarks 

This paper presented different genetic algorithm with local search approaches for a 
generalization of job shop scheduling problem which several robot transportation 
times are taken into account. Corresponding mathematical optimization model and 
disjunctive graph model was established and heuristic dispatching rules is proposed to 
solve this scheduling problem. By comparison with Philippe algorithm experimental 
results on changes in the number of robot and transportation time, the genetic 
algorithm shows its effectiveness. Some future work will direct to efficient algorithms 
and search strategy. 

Acknowledgements. This project was supported by National Natural Science 
Foundation of China (Grant NO.51105082), National Key Technologies R&D 
Program of China (Grant NO.2012BAF12B10) and the key technologies of 
Guangdong Province strategic emerging industries (Grant NO.2011A091101003). 

References 

1. Dawande, M.W., Geismar, H.N., Sethi, S.P., et al.: Sequencing and scheduling in robotic 
cells: Recent developments. Journal of Scheduling 8(5), 387–426 (2005) 

2. Dawande, M.W., Geismar, H.N., Sethi, S.P., et al.: Throughput Optimization in Robotic 
Cells, pp. 1–413. Springer, Germany (2007) 

3. Philippe, L., Mohand, L.: A Disjunctive Graph for the job-shop with several robots. In: 
MISTA Conference, pp. 285–292 (2007) 

4. Bierwith, C.: A generalized permutation approach to job-shop scheduling with genetic 
algorithms. OR Spektrum 17, 87–92 (1995) 

5. Hurink, J., Knust, S.: A fast tabu search algorithm for the job shop problem. Management 
Science 42(6), 797–813 (1996) 

6. Caumond, A., Lacomme, P., Moukrim, A., Tchernev, N.: An MILP for scheduling problem 
in an FMS with one vehicle. European Journal of Operational Research 199(3), 706–772 
(2009) 
 
 



 

X. Zhang et al. (Eds.): ICIRA 2014, Part II, LNAI 8918, pp. 124–135, 2014. 
© Springer International Publishing Switzerland 2014 

Research on Robotic Trajectory Automatic Generation 
Method for Complex Surface Grinding and Polishing 

Shengqian Li, Xiaopeng Xie*, and Litian Yin  

School of Mechanical & Automobile Engineering,  
South China University of Technology, Guangzhou 510640, China 

xiexp@scut.edu.cn 

Abstract. To solve the problem of high intensity, long time-consuming and low 
efficiency by on-line programming in robot for free-form surface grinding and 
polishing, in addition, it isn’t programmed by on-line programming in robot for 
more complex surface. A method of robotic machining trajectory automatic 
generation for complex surface grinding and polishing is presented, the Non-
Uniform Rational B-splines(NURBS) curve fitting and adaptive sampling 
algorithm are taken as core of the method, which could realize trajectory 
planning of robot with off-line programming, Finally, the result of the computer 
simulations show that the method is simple, effective, practical and reliable. 
Meanwhile, which could not only generate grinding and polishing trajectory for 
arbitrary complex surface, but also can improve the quality, precision and 
efficiency of machining. 

Keywords: Complex Surface, Robot, Motion Trajectory, Non-Uniform 
Rational B-Splines (NURBS) Curve, Adaptive Sampling. 

1 Introduction  

With the more improvement of people's living standards, the more important the 
visual aesthetic effect of product surface for people. In the during of manufacturing of 
complex surface, grinding and polishing is a very important process, surface polishing 
machining well or bad which has a direct influence on the appearance and quality of 
products. Then the manual working is a main method in tradition grinding and 
polishing, which is high intensity, long time-consuming and low efficiency, 
moreover, machining quality is kept up well very hardly. With the CNC and 
CAD/CAM technology developing constantly[1-3], as well as robots are widely used 
in recent year,  that make industrial robot be indispensable in the field of automatic 
production, so researching and application are important directions to use industrial 
robot[4 5]. Because of robot own character of flexibility, openness and so on, that just 
as  human wrist, however, robot is very fit to polish surface instead of manual, 
especially the more complex surface is grinded and polished, the more robotic 
advantages are shown [5 6]. When robot is finished grinding and polishing for the 
complex surface, the motion trajectory must be planning, so it is very important to 
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research a method of trajectory generation, which is one of hot topics of the robotic 
key technology. So that the method of trajectory generation have been an 
internationally researched in present. To have been adopted the offset section method 
in the CAD model by Kiswanto G and et al., they used a group of parallel planes to 
cut the curve surface to get a line section as motion trajectory of robot[7 8]. A 
adaptive sampling strategy have been adopted for free-form surface is based on CAD 
model by He Gaiyun et al., while according to curvature character, sampling points 
are adaptive distributed in curve, that is better approach geometrical characteristic of 
curve or surface[9].  

To be get motion trajectory in the on-line programming for the traditional grinding 
and polishing robot, this method have many disadvantages, that not only with high 
intensity, long time-consuming, low efficiency and inflexible, but also can’t  
teaching programs for the complex surface. On the contrary, the motion trajectory is  
generated in off-line programming for the CAD modeling, that not only have high 
precision trajectory, low time-consuming and easy to program, but also can teaching 
programs for the complex surface[10]. Therefore this is obviously improving the 
grinding and polishing efficiency in trajectory planning process, as well as to reduce 
work intensity.  In order to address all above problems, the factors of complex 
surface curvature is considered, moreover, advantage and disadvantage of the 
predecessors are summarized[11], so that a method of robotic machining trajectory 
automatic generation for grinding and polishing complex surface is presented in this 
paper, this method is combined CAD technology,  and taken Non-Uniform Rational 
B-Splines(NURBS) curve fitting method and adaptive sampling algorithm as the core. 
that is applied to automatic generate the motion trajectory in off-line programming for 
robot. Finally, the trajectory generation algorithm is completed in programming, and 
is taken computer simulation experiment in this paper. 

2 Researching of the Trajectory Generation Problem of Robot 
for Complex Surface Grinding and Polishing  

The trajectory planning is basic of robotic trajectory tracking and controlling, and it is 
also basic of performing tasks of robot. Robotic trajectory is displacement, velocity 
and acceleration of manipulator end in motion process. However, the path is a 
sequence of robotic position and posture which isn’t considered to along with time 
changing. In order to complete the booking tasks, the trajectory must be planed firstly, 
however, how to generate motion trajectory? At present generation motion trajectory 
methods which include parametric method, cross-section method, guiding surface 
method and so on[12].  However, the robot manipulator end don’t along with the ideal 
trajectory, namely that is only along with tangential path which approximate the ideal 
trajectory to motion. In other words, the generating trajectory must be discretized to 
approximate at last. 

In the past, robotic polishing trajectory is simple for simple surface machining, 
which can not give play to the superiority of robot, In order to give play to the 
advantage of robot, then robot must be polished for more complex surface. But the 
complex surface is neither expressed to it’s mathematical model by the simple 
nonparametric mathematical, nor is expressed by parameter mathematical, but that are 
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grouped together for these surfaces, Therefore, the mathematical model of complex 
surfaces is difficult to express on mathematical expression. With CAD/CAM 
technology advancing, it is providing lots of capabilities for complex surface model 
designing. According to analysis of trajectory generation problems, A method of 
robotic machining trajectory automatic generation for complex surface grinding and 
polishing is presented, this method is combined CAD technology, and taken NURBS 
curve fitting and adaptive sampling algorithm as the core. The process of this method 
as follows: First, the complex surface CAD model is designed in the UG software, to 
be used discrete points to express the line-section which is generated by the cross-
section method. According to machining precision, number of discrete points could 
increase or reduce. Secondly, to be fitted discrete points by the NURBS curve, it make 
the fitting curve more approach to the ideal curve. Finally, to be got discrete points set 
by the adaption sampling, it is achieving to automatic generate trajectory for off-line 
programming. and improving polishing quality and precision for complex  surface. 

3 Algorithm of Grinding and Polishing Trajectory Generation 
for Complex Surface 

The offset-section method is grinding tool along line-section which is generated by 
the surface and offset-section plane in the machining, as shown in figure3.1. This 
method can quickly generate grinding and polishing trajectory for robot. but it only 
suit to grind and polish the minor curvature surface. and its advantage is easy to 
generate the machining trajectory. However, its disadvantage is hard to control the 
distance in between section planes, and polishing feeding step, with that more cutter 
location discrete points must be distributed in the minor curvature surface but less in 
the greater curvature surface, resulting in poor of quality and precision of polishing 
for surface. Therefore, in order to generate more reasonable grinding and polishing 
trajectory, so line-sections which are generated by the cross-section method must be 
dealt again. 

 

 
Fig. 1. Offset-section Method Generate Trajectory 

Grinding and polishing  
trajectory 

Section plane 

Complex  surface   
S(V,U) 
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3.1 Extracting Data Points from Complex Surface 

To be extract data points, that is basic of curve fitting and curvature calculation when 
complex surface is completed CAD modeling. In this paper, to be modeled complex 
surface by CAD/CAM technology, then the cross-section method is adopted to get 
lots of line-sections, and to be taken a sequence of discrete data points to express each 
of the line-sections, which is getting ready for fitting the NURBS curve as fallow. 

3.2 Mathematical Model of Line-Section 

According to data points which are extracted from the series of line-sections in 
previous chapter, to be got NURBS curves of line-sections from discrete data points 
by the NURBS  fitting  method.  

3.2.1   The NURBS Curve 
To be extracted data points from each of the line-section, after that to be got the pitch-
point vector U  by the cumulative chord length parameterization, and to be got the 
matrix equation group from data points and  pitch-point vector U which were put 
into the formula of NURBS,then the matrix equation group is solved to get 
controlling points. Finally, to be got the NURBS curve from the pitch-point vector  
U , data points,  and controlling points.        

(1) Definition of a p
 
Times  NURBS  Curve[13]
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Where id  is the controlling point, which is formed the controlling polygon of the 

fitting curve. 0iω >  is the weight factor of id . the 0
i

ω >  size can impact the curve 

shape, but the iω  is assigned 1 in this paper, namely, 1iω = . It show that every 

controlling points impact the curve shape in the same effect.  i, ( )pN u is the thi  base 

function of the p times B-Spline in the U .  it is defined as fallow: 
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(2) Pitch-Point Vector Calculation  

After a series of discrete points set { }(k 0,1......, n)KP =  were got from every line-

sections, when every discrete points set were fitted the NURBS curve, the every  
{ }(k 0,1......, n)KP = was assigned a parameter value which was ordered assembled the 

U ,  the U  is the pitch-point vector. At present, there are such parameters of the 
common methods, which are uniform parameterization method, accumulated chord 
length parameterization method,  centripetal parameterization method and so on. 

 
1 The Uniform Parameterization Method 
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so that  

{ }4 20 ,0,0,0, ,...... ,1,1,1,1nU u u +=
 

2 The Accumulated Chord Length Parameterization Method 

A chord is the ligature which is one point between adjacent one in the discrete 
point set of every line-section, the chord length L is sum of every chords of every 
line-sections. and then below. 
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3 The Centripetal Parameterization Method 
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so that              { }4 20,0,0,0, ,...... ,1,1,1,1nU u u +=
 

By the character of NURBS curve fitting, in order to make the curve which is fitted 
by line-section discrete points more approximate the ideal contour line, with that the 
more points must be distributed along the line-section with greater curvature, and less 
points along minor curvature. So the accumulated chord length parameterization 
method is adopted to calculate the pitch-point vector in this paper. 

(3) Definition and Reverse Calculation of Controlling Points  

When{ }(k 0,1......, n)KP =  were got from the line-section, every { }(k 0,1......, n)KP =  

was  assigned  a parameter value which was ordered assembled the U . To put the 
parameter value U  into formula3.1, then the matrix equation group is got as fallow. 

0, 0 1, 0 n, 0 0 0

0, 1 1, 1 n, 1 1 1

0, 1, n,
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       …………(3.3) 

It is observed that the elements all of the B-spline’s basic function, and which are 
only related to the node value. so all of controlling points nd of fitting curve were 

solved  from  these  equations. 
In conclusion, to be got a p times NURBS curve by with the controlling points  

nd , the fitting curve times p and the node vector U  which were put into the 

formula3.1. 

3.3 Self-adaptive Sampling Base on Curvature for The Curve  

In order to improve the precision and efficiency of grinding and polishing for the 
complex surface, the grinding and polishing trajectory which was generated by the 
fitting curve must be discretized into the abrasive belt polishing contactors at last, 
then to be got the motion path from connecting every contactors to the others, the 
motion path is impacted by distribution of contact points, so a method base on the  
curvature characteristic is presented, this method make that more points must be 
reasonable distributed along the line-section with greater curvature, and less points 
along minor curvature. As shown in figure3.2, in order to balance the system, with 
that mass point must be more closed to the pivot with heavier quality,  and mass 
point must be more farther away from the pivot with lighter quality. To be got 
inspirations from this, and being taken the curvature function ( )K u  as the each mass 

points, in this way, discrete points of adaptive sampling is generated by the theory of  
leverage balancing .  
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Fig. 2. Schematic diagram of leverage balancing system 

(1) When the lever system is balancing, that have the relationship as fallow 
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This above formula could  be written more simply as fallow: 
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(2) Calculation formula of curvature for NURBS curve  
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Then the characteristic function is shown that the curvature degree of the curve: 

( ) min ( )
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−
              ………..(3.7) 

Where 0α ≥  is expressed the level that adaptive points distribution is impacted 
by the curvature, the more α , the less adaptive points distribution is impacted by the 
curvature,  and  tend to the uniform parameterization distribution with α  
increasing at last. 

(3) Balancing Formula of NURBS Curvature  
Because of being taken the curvature function ( )K u  as the each mass points, so 

that the balancing formula of NURBS curvature is got from the formula3.5: 
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− =∑                     ………..(3.8) 

Where K  is adaptive sampling points number, ( )ijC u is curvature at position 

iju . iu is  balancing  pivot, namely, that  is  sampling  points. 
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(4) Iterative Solution 
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In the formula of iterative solution process, whose convergence condition is  
( 1)| |s s
i iu u ε+ − <  

Where ε  is the  error of  the  curve  fitting,  s  is  the  iteration  number. 
According to the generation process, in NURBS curve’s parametric space, a series 

of adaptive sampling points iu  are got by the convergence condition. Finally, there is 

one-to-one correspondence between a series of the adaptive sampling points iu  and a 

series of the adaptive sampling points kP  which were generated by the NURBS 

curvilinear equation formula3.1. 

4 Implementation of Algorithm and Instance Simulation 

4.1 Description of Algorithm for Trajectory Automatic Generation  

According to above of conclusion demonstrated that robot is used grinding and 
polishing complex surface, the algorithm flow of motion path automatic generation 
for robot as fallow: 

4.2 Instance Simulation 

4.2.1   Being Generated Grinding and Polishing Trajectory of Complex Surface  
The master system is developed which was adopted secondary development of UG 
software to combine Visual C++6.0, then this algorithm is programmed and realized 
to generated grinding and polishing trajectory in this system. As shown in fig.4.1, 
which is a motion trajectory was automatic generated for one of any complex surfaces  
in  the  system.   

4.2.2   Adaptive Sampling Method Compare with Common Others 
The powerful function of MATLAB is used in this paper, that can more clearly 
explain the effect of  various common sampling algorithm. 

The NURBS curve is robotic motion trajectory, which is got from fitting discrete 
points of line-section. Then NURBS curve is sampled into cutter location discrete 
points set by adaptive sampling method, uniform parameterization method, and equal 
arc-length parameterization method. Meanwhile the effect of this methods sampling 
are simulated and compared by using the MATLBA. 
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Fig. 3.  The Principle Diagram of Trajectory Generation 

 
Fig. 4. Robotic grinding and polishing trajectory  
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Fig. 5. Adaptive sampling method sample  Fig. 6. Uniform parameterization method sample 

  

Fig. 7. Equal arc-length parameterization 
method sample 

Fig. 8. Fitting and theoretical curves between 
different sampling methods 

 

To be analyzed from above diagrams, By means of the self-adaptation sampling 
method, the distribution of sampling points accords with that the more sampling 
points are distributed along the surface with greater curvature, and less points along 
minor curvature. So that these sampling points are realized self-adaptive distribution 
along with change of curvature, and also the grinding and polishing trajectory is 
optimized.  Therefore the effect of grinding and polishing is improved. 

In addition comparing with three sampling method from above diagrams,  
sampling interval of self-adaptation sampling method is the shortest than other in the 
greatest curvature, it indicate that these sampling points could more highlight the 
curve characteristic, which are got by self-adaptive sampling method. Meanwhile it 
indicate that sampling points are got by self-adaptive sampling method which is better 
than others methods. Therefore, these sampling points could more highlight the curve 
characteristic and more reflect the machining trajectory information to improve  
grinding  and  polishing  effect. 
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In order to explain which method is more approach to theoretical curve,  however,  
each ten data points which are sampled from theoretical curve by adaptive sampling 
method, uniform parameterization method and equal arc-length parameterization 
method, as well as to fit each of them for NURBS curve. That as shown in figure4.5. 

We known that fitting curve of adaptive sample method is the most approach to the 
theoretical curve from figure4.5. it illustrate that precision of adaptive sample method 
is more better than others, so that it can improve precision of grinding and polishing. 

5 Conclusion  

It is focused on the problem of high intensity, long time-consuming and low 
efficiency by on-line programming of robot in free-form surface grinding and 
polishing in this paper, In which, the complex surface CAD model is designed in the 
UG software, to be used discrete points to express the line-section which is generated 
by the cross-section method, according to machining precision, the number of discrete 
points could increase or reduce. Secondly, to be fitted discrete points by the NURBS 
curve, it make the fitting curve more approach to the ideal curve. Finally, to be got 
discrete points set by the adaption sampling, it is achieving to automatic generate the 
trajectory for off-line programming. and improving the polishing quality and 
precision for the complex surface. and overcoming many of shortcomings for 
adopting on-line programming.  

Finally, the result of the computer simulations show that self-adaptive sample 
method is simple, effective, universal, practical and reliable. and which could not only 
automatic generate grinding and polishing trajectory for arbitrary complex surfaces, 
as well as can improve the quality,  precision and efficiency of machining. 
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Abstract. According to the SCARA robot’s control requirements in term of 
reliability and accuracy, AC servo motors are chose as the end effect and a 
double-CPU control system is built, which is consist of an industry control 
computer (IPC) as the host machine and a motion control card as the lower 
machine. With the Denavit-Hartenberg (D-H) modeling method of the robot, 
the kinematics and inverse kinematics analysis are implemented based on a 
Robotics Object Oriented Package in C++, ROBOOP. The interface of the 
control system is designed applying Microsoft Foundation Classes (MFC) and 
the hardware communication and control task is realized relying on the dynamic 
link library (DLL). Based on the double-CPU control system, the algorithm of 
the motion interpolation is designed. The trajectory optimization of the end 
effecter is added to the robot control strategy applying the Bezier curve. The 
robot accuracy is tested using a laser tracker. 

Keywords: Industry robot, control system, motion interpolation, trajectory 
optimization. 

1 Introduction 

As electromechanical equipment, industry robot plays a key role in the domestic 
Industrial upgrading process, which not only can help forming a new intelligence 
industry, but also can be used to reform the backward production line so as to 
promote the automation level. The data from international federation of robotics (IFR) 
[1] shows that the installation number of industry robot in china in 2011 has increased 
by 51% (22577) compared to 2010, which is the highest increasing rate of short term 
industry robot installation during the past 50 years. IFR believes it’s just a matter of 
time that china became the greatest robot demanded market. The SCARA robot is a 
kind of selective compliance assembly robot arm [2] and is highly used as assembly 
robot. 

The major performance index of robot is repeat positioning accuracy and dynamic 
performance. As the first robot generation[3], series manipulator developed quickly 
and mature structures had been formed already, the joint of which is mostly consist of 
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servo motor and reducers with high speed ratio and good accuracy, such as harmonic 
reducer[4] and RV reducer[5]. However, the control system still plays a very 
important role in maintaining the accuracy requirement since the mechanical 
clearance cannot be ignored. In recent years, many researchers are devoted to building 
a so call open control system [6~8], which is convenient for function expansion 
compared to the closed control system developed by robot companies like 
YASKAWA and ABB. Some researchers [9, 10] carry out motion simulation 
applying Robotics tool box in Matlab [11]. In this case, the kinematics and dynamics 
code programmed in Matlab can be put in a DLL file, which is ready for calling by 
other programming language. It complicates the control system design and limits the 
function expansion. 

The Robotics Object Oriented Package in C++, ROBOOP [12], can be applied to 
avoid the problem of programming. ROBOOP is an open source tool box based in a 
matrix calculation library in C++, NEWMAT. ROBOOP is perfectly compatible with 
MFC, which makes it very convenient to design the interface of the control system. In 
the aspect of hardware, the control system is consist of an industry control computer 
(IPC) as the host machine and a motion control card as the lower machine, so as to 
build a double-CPU system. Those functions such as human computer interaction, 
motion calculation and real time management are realized in the IPC, while the 
transmission of pulse signal (pulse and direction) and IO management in the lower 
machine. It makes it an easy task to add future functions to the control system, such as 
machine vision and multi robot cooperation, etc. A fairly good dynamic performance 
and a rapid response can be realized because of the use of AC servo motor as the end 
effecter. To attain the accurate trajectory of the robot, the position control mode is set 
in the system. The motion interpolation consists of linear interpolation and circle 
interpolation. A new linear interpolation is developed to meet the demand of constant 
speed of the robot joint. Bezier curve is a smooth curve with explicit formulas, which 
can be used to link the different trajectory in Cartesian space so as to improve the 
robot dynamic performance. 

2 The Mechanism and Kinematics of the SCARA Robot 

There are three rotational joints and one translational joint to form the serial 
mechanism. The reduction mechanism in the rotational joints is harmonic reducer 
except the third axis, which make it achievable to get a high reduction ratio in a small 
space. The translational joint consists of a ball screw and a ball spline. Synchronous 
belts are used for the link between AC servo motors and the following mechanism. 
Figure 1 shows the robot’s link schematic.  

The key point of robot kinematic is the transformation of position and orientation 
between joint space and Cartesian space, which is the so-call kinematic and inverse 
kinematic. To solve the kinematic problem, the structure of the robot is simplified into  
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Fig. 1. The links schematic diagram of the robot. The base coordinate system is built on the 
base of the robot, while other coordinate systems are built on each corresponding joints. 

a few linkages which are under specific mathematical description. A robot linkage can 
be described with four mathematical parameters, which are the link length, the link 
twist, the link offset and the joint angle. The link length is the length of the common 
perpendicular between the two axes. The link twist is the intersection angle between 
the two axes in the plane which is perpendicular to the common perpendicular. The 
link offset is the distance along the common axis’s direction of the two adjacent 
linkages. The joint angle is the angle which is between the two adjacent linkages 
around their common axis. The link length and the link offset are used to describe the 
relation between the two joint axes, while the other parameters between the adjacent 
linkages. This is the so called Denavit-Hartenberg (D-H) modeling method of the 
robot. [13]The parameters of the SCARA robot are showed in the table 1. 

Table 1. DH parameters of SCARA robot 

Axis αi-1 ai-1 di θi 

1 0 0 200mm θ1 

2 0 225mm 41.3mm θ2 

3 0 125mm d3 0 

4 0 0 0 θ4 

The model of the robot can be built through the robot D-H parameters, which is the 
base of robot calculation, such as robot kinematics and the inverse kinematics. The 
deduction of the related formulas can be found in papper14 [14]. 
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3 The Framework of the Control System 

IPC is kind of special computer designed to industrial environment with a good 
performance in the aspect of anti electromagnetic interference and stability. Hence 
IPC is chosen as the host machine to complete the kinematics, trajectory planning and 
upper management, etc. The lower machine is a motion control card based on a DSP 
chip, which is used to accomplish servo control. Four AC servo motors with absolute 
encoders are used in the robot body as the control targets of the control system. A 
teach pendant and cameras can be added into the system to improve the control 
system. The double-CPU control system integrates the flexible of IPC and the 
stability of motion control card, which can not only realize the basic functions of the 
industrial robot, but also make it convenient to expansion of other related functions. 
The host machine, IPC, mostly manages the non-real-time tasks such as system 
initialization, parameter setting, off-line programming and interface interaction. The 
motion control card as the lower position machine output pulse of each axis and 
receives the IO signal and feedback signal. 

Figure 2 shows the basic principle of the robot control system. The host machine is 
at the top of the control system which is base on the C++ programming language. As 
a matter of fact, the user commands the control system. IPC help the user to 
accomplish the commands. The motion commands are transfer into the motion control 
card through PCI bus. Then the respective pulse signals are sent into each servo drive. 

 

Fig. 2. SCARA robot’s control principle 

The mode of signal input is pulse and direction input, namely the so-called single 
pulse input. The basic principle of the single pulse input is to control the motor’s 
direction by verifying the electrical level of the direction signal, while keeping the 
input pulse. Servo drive is playing the role of a signal amplification tool, which can 
transfer the pulse signal into the three-phase electrical signal to the servo motor, so as 
to drive the servo motor rotation. Meanwhile, the encoder of the servo motor returns 
position information to the control system, making a semi closed loop control. 

The software framework of the SCARA robot’s control system is showed in Figure 
3, which can be divided into two parts: the user level and the system level. The user 
level includes the operating system and the user interface providing for users. The 
system level is accomplished inside the control system, transferring the operating 
command to the motor, completing the control tasks and accepting the feedback. 
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Fig. 3. SCARA robot’s software layer architecture 

The overall architecture of SCARA robot control system is showed in Figure 4, 
which can be divided into two parts: software layer and hardware layer. The software 
layer is implemented under the MFC environment. All functions including the motion 
parameters, motion operation, off-line programming, simulation and robot vision are 
developed in MFC. During the actual operation, the MFC and the hardware layer are 
connected by dynamic link library. 

 

Fig. 4. The map of the control system 
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4 The Design of Motion Interpolation 

The simplest case of robot motion is a trajectory from point to point in Cartesian 
space. The corresponding joint coordinates of starting point and end point can be 
calculated through inverse kinematics. The rotation angles of each joint are exactly 
the coordinates’ subtraction of the two points in joint space, which is needed to 
convert into quantitative pulse to drive the servo motors through motion control card 
within the same time. The specific way is drawn in the diagram shown in figure 5. 
The point-to-point motion in Cartesian space is the basis of other complex robot 
movements. 

The motion interpolation of robot’s tip is a combination of many point-to-point 
motions in Cartesian space. The discrete points chosen in the interpolation are exactly 
located within the required trajectory before interpolation. Substantially, the interpolation 
is accomplished after continuously point-to-point motions. However, the actual situation 
is not quite simple. The issues needed to be considered include the distance between the 
two nearby points in different part of the required trajectory, the link up of velocity 
between discrete points or different trajectory, the acceleration and deceleration of the 
different trajectory parts and the appropriate adjustment of the trajectory, etc. 

Linear interpolation and circular interpolation is the two common motion of robot. 
Any trajectory in Cartesian space can be fitted by using these two basic motions. One 
of the most important indexes is the possible minimum distance between two 
neighbor points in continuous motion interpolation, namely, the minimum time cell of 
two discrete points, which is deeply affected the motion interpolation precision. 
Different velocity in Cartesian space can have great impact on the index, which 
means an adaptive step size algorithm is the key to the next step work. 

 

Fig. 5. The Point-To-Point program block diagram 
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5 The Trajectory Planning Using Bezier Curve 

The required trajectory is defined by the user through off-line programming or online 
programming. However, the preliminary trajectory cannot be used directly to reproduce, 
which is because that there will be a sharp point between different trajectories leading to 
velocity mutation and robot vibration. To improve the motion performance, specific 
control program is designed to modify the preliminary trajectory in the backstage so as to 
attaining smooth transition between different trajectories. 

Bezier curve is a smooth curve controlling by a few specific point, which can be 
easily obtained with stable numerical method. Whatever a straight line or a curve can 
be described in mathematics. Formula 1 is the two time formula of Bezier curve, 
where P  is the starting point and P  the end point, while P  is the control point. 

 B(t)=(1-t) 2 P0+2t(1-t) P1+t2 P2, t∈[0,1] (1) 

The sharp point between different trajectories can be eliminated by replacing the 
nearby part of trajectory around the sharp point with a specific Bezier curve. The four 
different situations are shown in the Figure 6. The transition parts are replaced by 
specific Bezier curves in dash form. 

The control point (P_1) is the intersection point of the two trajectories and the 
other two points are chosen along the preliminary trajectories. The exact expression of 
the intermediate Bezier curve can be obtained, from which we get the new discrete 
interpolation point. 

 

Fig. 6. The transition between two trajectories 

The two time formula of Bezier curve can also be used to deal with the spatial 
transition between spatial line and circle. 

6 Experiment Using Laser Tracker 

In the experiment, we try to realize a simple motion with the online teaching method. 
The motion includes four key points taught by user.  
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1. Jog to point (338.02, 52.77, 110, 0) from the current position. 
2. Go straight to (200, 52.90, 110, 0) in linear motion. 
3. Move along an arc through the point (291.56, 135.79, 110, 0) and (338.02, 52.77, 

110, 0). 

The robot and its control cabinet are shown in figure 7. In the experiment, we use 
Leica AT901B laser tracker to measure the robot tip’s motion, which is shown in 
Figure 8. The motion is in 3 dimensions (XYZ), including two lines, an arc and a 
Bezier curve transition part. 

  

Fig. 7.  The robot and its control cabinet        Fig.8. The trajectories of the robot tip 

In Figure 9, the robot trajectory is shown in X-Y plane, included two curves: one is 
command trajectory wanted and the other is the actual position measured by laser 
tracker. The robot joints’ position curve, speed curve and acceleration curve are 
shown in Figure 10, 11 and 12 respectively. 

 

     Fig. 9. the instructed and actual trajectories           Fig. 10. Joint position curve 
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              Fig.11. Joint speed curve           Fig.12. Joint acceleration curve 

7 Conclusions 

A double-CPU control system is designed based on the C++. Both the programming 
efficiency and running speed of the system are enhanced using the ROBOOP toolbox. 
The multi language compatibility problem is avoided at the same time. 

Motion interpolation program in Cartesian space is successfully designed, 
including linear and circular interpolation. A better dynamic performance of the robot 
is obtained by the application of Bezier curve in trajectory planning so as to realizing 
the smooth connection between different trajectory, which can avoid the intersected 
sharp point and the varying degrees of vibration.  

With the help of laser tracker, motion curves are obtained from experiments. The 
robot is stable and reliable. 
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Abstract. This paper deals with the trajectory planning problem of a 6-DOF 
gluing robot to achieve a smooth and controllable tracking performance during 
the transition path between two basic paths, which mean straight lines and 
circular arcs, in Cartesian space. First, Bezier curve, which is intuitive and easy 
to control, is employed in the trajectory planning to generate the interpolation 
points, which need good accuracy and stability of velocity in Cartesian space. 
Then, the velocity controlling plan for the end-effector during transition path 
would be discussed, and it offers great controllability and stability of velocity 
on the transition paths. Finally, a comparison of the performance both in joint 
space and Cartesian space between trajectory planning with cubic spline in joint 
space and that with Bezier curve in Cartesian space is presented to show the 
advantages of Bezier curve. 

Keywords: gluing robot, trajectory planning, Bezier curve, cubic spline, 
Cartesian space,  joint space. 

1 Introduction 

Many studies have been done on the trajectory planning of 6-DOF industrial robot. 
However most of them focus on the global optimization of trajectory planning in joint 
space or in Cartesian space to improve the efficiency, smoothness and accuracy of the 
robot, having little concern about the accuracy and stability of velocity of the end-
effector during transition path in Cartesian space [1]. Moreover most of the 
applications of the robot, such as wielding and transferring, have no requirement on 
the robot performance during the transition path between two basic paths [2] which 
are straight lines and circular arcs, other than the smoothness and continuity of the 
joint angle positions [3]. 

While in gluing process, the paths in Cartesian space are required to be smooth and 
continuous and the velocity of end-effector is required to be stable and controllable in 
order to make the flow line of the glue continuous and spread evenly during the 
transition path. Continuity and uniform distribution of the flow line, the two most 
important factors to evaluate the quality of gluing process, are affected by many 
                                                           
* Corresponding author. 
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factors, such as the thickness of the flow line, the viscosity of the glue and the 
performance of the robot [4]. Furthermore, concerning the quality of the flow line, the 
path and velocity of the end-effector in Cartesian space should be intuitive and easy to 
operate to adjust the flow line with different thickness and viscosity.  

In order to fit the requirement mentioned above, Bezier curve is employed in 
trajectory planning in Cartesian space during the transition path, whose characteristics 
bring great benefits to control the accuracy and curvature of the transition path, and 
control the velocity of the end-effector during the transition path by changing the 
parameters mentioned in chapter 2 of this paper. 

In the first part of this paper, a trajectory planning method with Bezier curve and a 
velocity controlling method for it would be introduced. In the second part, the 
trajectory planning with cubic spline is presented. A comparison between the 
performance of trajectory planning with Bezier curve in Cartesian space and that with 
cubic spline in joint space, transition paths, velocity of the end-effector and joint 
angle position, is made in the last part of the paper. 

2 Trajectory Planning with Bezier Curve in Cartesian Space 

In order to improve the controllability and stability of the gluing robot during 
transition path, trajectory planning with Bezier curve, which is intuitive and easy to 
observe the path and attitude of the end-effector of the robot, is employed in this case. 

2.1 Generating the Path 

In this part, Bezier curve is employed to generate the transition path between two 
basic paths. To improve the smoothness of the transition path, we involve Bezier 
curve, so that the jerk of the resulting trajectory is continuous [5]. 

The function expressions of Bezier curve can be obtained as: 
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where: 

0 , np p : starting point and finishing point of Bezier curve, 

1 1np p −… : controlling points of Bezier curve, 

t : the parameter that influence the distribution of the interpolation points [6]. 
In our case, cubic Bezier curve which has two controlling points to control the 

curvature would be suitable. And its function expressions would be: 
 

( ) ( ) ( ) [ ]3 2 2 3
0 1 2 3( ) 1 3 1 3 1 , 0,1 .B t P t Pt t P t t Pt t= − + − + − + ∈           (2) 
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As fig.1 shows, line1 and line2 are the basic paths, and the small circles on 
transition path indicate the interpolation points. 1P , 2P  and 3P  indicate the starting 

point, controlling point and finishing point respectively. 
One of the advantages of Bezier curve in Cartesian space is the convenience of 

controlling the transition path in Cartesian space by changing the parameters of 
Bezier curve function [7].  

In fig.2, 1P  and 2P  are the starting point and finishing point of 3 Bezier curves 

whose controlling points were also indicated in the figure in 3 cases. 

 

Fig. 1. Transition path generated with Bezier curve in Cartesian space 

In fig.3, 1P  is the controlling point of 3 Bezier curves, whose starting points and 

finishing points were also indicated in the figure in 3 pairs. 

           
    Fig. 2. Bezier curves with different       Fig. 3. Bezier curves with different length  
    controlling points                         of transition part 

According to fig.2, when the starting point and finishing point stay the same, the 
longer distance between the starting point and controlling point, the higher curvature 
of the Bezier curve would be. According to fig.3, when the controlling point stay the 
same, the shorter distance between the starting point and controlling point, the higher 
curvature of the Bezier curve would be. 
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By changing the two parameters mentioned above, it is really convenient for the 
user to choose the accuracy class of the transition path, which plays an important role 
in gluing procedure[8,9]. 

2.2 Speed Controlling 

Mostly, the end-effector velocity (magnitude and direction) would change during the 
transition path between two basic paths. Take fig.1 for an example, when the 
transition angle is around 90°, the end-effector velocity along former basic path would 
decrease from 1V  (former speed) to 0, and the speed along later basic path would 

increase from 0 to 2V  (later speed). While in fig.4, it’s a different situation, the 

transition angle is around 180°, and only the speed would change from c to 2V . 

While in fig.5, the transition angle is around 0°. The speed would slow down from 1V  

at 1P  to 0 at the controlling point 2P , and then it would change the direction and 

increase from 0 at 2P  to 2V  at the finishing point 3P . 

 

       Fig. 4. Transition path when transition    Fig. 5. Transition path when the transition  
       angle is 180°                              angle is 0° 

We can draw a conclusion that, the speed changing during the transition path 
would be influenced by the highest curvature along the path, which would be 
influenced by transition angel and the length of the transition part, the former speed 
( 1V ) and the later speed ( 2V ). The transition velocity can be expressed as follows: 

Despite the transition angle or the transition angle is 180°, the speed would be: 

2 1( )i i iV V V V t= + − ∗                                 (3) 

 = /it i n                                          (4) 

where: 
 n : the number of the interpolation points during transition path, 
 1V : the starting speed of transition, 

 2 :V the ending speed of transition. 
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Concerning the transition angle and the length of transition part, the velocity 
during transition path would be: 

 ' /i i iV V slowscale=                                (5) 

where: 

2 1( )i i iV V V V t= + − ∗                                (6) 

max
2 2 1

2
i

n ni
slowscale slowscale

n

− −
= ∗ +                    (7) 

max

180-
1

180
slowscale scale

θ= ∗ +                           (8) 

θ  and n  indicate the transition angle and the number of the interpolation points 
during transition path. And scale  is determined by the length of the transition part, 
which will affect the slowest speed of the motion during transition path. 

3 Trajectory Planning with Cubic Spline in Joint Space 

In order to reduce the soft impact caused by exporting torques, we involve the cubic 
spline in the interpolations in joint space, which exerts an up to third-order continuous 
differentiation feature on the joint angle Position ( iθ ) – Time ( it ) curves [10]. 

Take fig.6 for an example, to finish the trajectory planning of the path in fig.6, the 
joint angle Position ( iθ ) – Time ( it ) curves would be like the curves in fig.7. 

Obviously, there are two sudden changes both in Cartesian space and joint space, 
which need to be avoided in the gluing procedure. 

 

    Fig. 6. The paths before trajectory planning   Fig. 7. Joint angle Position –Time  
                                                          curvesbefore trajectory planning 
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Trajectory planning in joint space with cubic spline was employed in this case, in 
which the path of the end-effector would be like the one in fig.8. And the joint angle 
Position ( iθ ) – Time ( it ) curves would be like the ones in fig.9. 

After trajectory planning with cubic spline in joint space, as fig.9 shows, joint 
angle positions have good smoothness to reduce the soft impact on the actuators, and 
the path in Cartesian space would have good smoothness and the interpolating points 
distribute evenly, which are good features for the interpolation. But the transition part 
would be difficult to control in detail, because the interpolation would be done in joint 
space and it needs forward kinematic calculation, which is not intuitive, to transform 
into Cartesian space[11].  

    

    Fig. 8. Transition path after trajectory      Fig. 9. Joint angle Position – Time curves  
     planning with cubic spline                   after trajectory planning with cubic spline 

4 Performance of the Trajectory Generated by Bezier Curve 
and Cubic Spline 

Take fig.6 for an example, Bezier curve is employed. The path after trajectory 
planning would be like fig.10. And the joint angle Position ( iθ ) – Time ( it ) curves 

are shown in fig.11. 

      
Fig. 10. Transition path after trajectory planning   Fig. 11. Joint angle Position –Time curves 
with Bezier curve in Cartesian space                after trajectory planning with Bezier curve 
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Moreover, in Cartesian space, the Velocity of the end-effector (V ) – Time ( t ) 
curves would be like the curves in fig.12. The velocity of the path generated with 
cubic spline has less stability than the one with Bezier curve. And the velocity of the 
path generated with Bezier curve could be easily controlled through the maxslowscale  

( S ) which is a parameter in (8) mentioned in chapter 2 of this paper. 

 

Fig. 12. Velocity of the end-effector after trajectory planning  

Concerning the joint angle Position ( iθ ) – Time ( it ) curves in fig.9 and that in 

fig.11, obviously, the curves have similar shapes which have good smoothness at the 
transition part to reduce the soft impact on the actuators. 

  

Fig. 13. Angular Velocity – Time curves after   Fig. 14. Angular Velocity – Time curves  
trajectory planning with cubic spline                after trajectory planning with Bezier curve 
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Although the joint angle Position ( iθ ) – Time ( it ) curves are similar in shape, the 

Angular Velocity of the joints ( iω ) – Time ( it ) curves of them are different as it is 

shown in fig.13 and fig.14. And the curves in fig.13, which is of the path generated 
with cubic spline in joint space, have better smoothness than that in fig.14, which is of 
the path generated with Bezier curve in Cartesian space. Although the curve of 4ω  in 

fig.13 has worse performance than that in fig.14, the changes of 4ω  are really small, 

which is about - 45 10 /rad s∗  and it makes small impact on the result. 
We can draw a conclusion that in the joint space trajectory planning with cubic 

spline has better performance than that with Bezier curve. 

5 Conclusion 

This paper introduces a method of trajectory planning with Bezier curve in Cartesian 
space for the gluing industrial robot. In order to make the flow line spread evenly and 
continuous, this kind of trajectory planning with Bezier curve would be suitable for 
the gluing work. It is convenient to control the path and the orientation of the end-
effector, as the accuracy class and curvature of the path could be easily controlled by 
changing the positions of controlling points, starting and finishing points of the Bezier 
curves. Also, the velocity of the end-effector with interpolation of Bezier curve in 
Cartesian space has better performance than the one with interpolation of cubic spline 
in joint space in controllability and stability. Moreover, in the joint space, the joint 
angle position-time curves of these two kinds of trajectory planning are similar in 
shape, which have good smoothness to reduce the impact. Last but not least, the 
angular velocity – time curves of trajectory planning with Bezier curve have worst 
performance than that of trajectory planning with cubic spline, even though the 
difference is not so significant. 

Next step of the research should employ Bezier curve and cubic spline in one 
trajectory planning task to make the path in Cartesian space smooth and controllable 
by the use of Bezier curve, and at the same time make the position, angular velocity 
and angular acceleration of the joints continuous by the use of cubic spline. 
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Abstract. Robot simulator is highly necessary and useful because it could 
provide flexibility and repeatability in robotic research, and the user is able to 
freely exert his imagination to design robot environment and algorithms. This 
paper presents CogRSim, a robot simulator which offers four features that 
differentiate it from most existing ones: (1) 3-dimensional scene could be 
viewed synchronously in 2-dimensional panel, which makes the user easy to 
observe the interaction process between the robots and environment; (2) user-
defined experimental result might be displayed in appropriate style similar to 
Matlab; (3) the user can adjust the simulation speed, pause, restart, slower or 
faster; (4) some objects can be assembled into a complex one in arbitrary shape 
and unified physical attribute. CogRSim's architecture and subsystems are 
described in detail, and then a navigation experiment is carried out to verify its 
usability.   

Keywords: Robot simulator, Open Dynamics Engine, Irrlicht. 

1 Introduction 

The final aim of robotics research is to make the real robots work correctly and 
effectively following the algorithms. However, some characteristics of robot 
hardware, such as low abrasion resistance, high price, difficult to produce and modify, 
etc, prevent the researchers from freely carrying out experiments. Simulations are 
easier to setup, less expensive, faster and more convenient to use, as a result, they are 
often prior to investigations with real robots. A good robot simulator has at least three 
advantages: decrease the abrade on the real hardware; the researcher could not only 
change the design of the robot and environment at any time, but also test any new 
algorithms or even unimaginable ideas; being a good communication media among 
people from different locations and research fields. 

A central principle of cognitive robotics is that effective systems could be designed 
by eliminating complex internal representations and focusing instead on the direct 
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relation between environmental stimulus and behavior generation. From this 
perspective, a good simulation experiment must simultaneously provide three kinds of 
accurate models: the robot's own geometry, kinematics and sensors; the environment; 
the physics interaction between the robot and environment. Furthermore, the 
computational power of computers now has been significantly promoted which makes 
it possible to run computationally intensive algorithms on personal computers instead 
of special purpose hardware. 

Since 1980s, robot simulator has gained more and more attention and a growing 
number of commercial and open-source software-simulation tools have been designed 
both at home and abroad. Existing simulators are either expensive or inflexible in task 
design, many of them do not contain study material for new users and researchers, 
and all of these are the motivation to develop CogRSim which is designed to be a 
free, robust and easy-to-use simulation software for robot research and education. 

Besides the traditional functionalities, the main contribution of CogRSim contains 
four aspects, (i) the two-dimensional (2D) display of the three-dimensional (3D) 
scene in real time, (ii) flexible display of run-time analysis, (iii) liberal control of 
simulation speed, such as pause, stop, faster, slower and restart, (iv) assemble some 
objects into a complex one which has unified physical attribute. 

The rest of this paper is organized as follows: section 2 discusses the related work 
of robot simulators especially the most recent and popular ones, section 3 and 4 
present the architecture and subsystems of CogRSim respectively, section 5 gives an 
example to illustrate the usability of CogRSim, section 6 concludes the whole paper 
and points out the future trend.  

2 Related Work 

The robotics community has started to devote increasing interest to simulation tools 
and their applicability, for example, a workshop at the 2009 IEEE International 
Conference on Robotics and Automation (ICRA) is about the need for open-source 
robotic simulation software. Moreover, there are also some papers published talking 
about simulators [1], [2], [3], [4]. 

Webots is a commercial development environment used to model, program and 
simulate mobile robots [5], [6]. With Webots the user can design complex robotic 
setups with any number of similar or different robots in a shared environment, and the 
user can choose or set the properties of each object. The robot controllers can be 
programmed with the built-in IDE (Integrated Development Environment) or with 
third party development environments. Furthermore, the provided robot libraries 
enable the user to transfer the control programs to several commercially available real 
mobile robots. Now, Webots is used by over 1137 universities and research institutes 
worldwide.  

Gazebo is a multi-robot simulator for outdoor environment [7]. With Stage, the 
user is able to simulate a population of robots, sensors and objects, but does so in 3D 
world. Because it includes an accurate simulation of rigid-body physics, it could 
generate both realistic sensor feedback and physically interactions between objects. 
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Gazebo is developed in cooperation with the Player and Stage projects, and it is 
compatible with Player. The Player and Stage projects have been in development 
since 2001, during which time they have experienced wide spread usage in both 
academic and industry fields. Player provides network-transparent robot control, and 
Stage is a simulator for large populations of mobile robots in complex 2D domain and 
is quite capable of simulating the interactions between robots in indoor environments.    

Microsoft Robotics Developer Studio (MRDS) is a Windows-based 3D simulator, 
and it can be used by both professional and non-professional developers as well as 
hobbyists [8]. MRDS is freely available but not open source, its programming 
environment is .NET-based and the user could build robotic applications across a 
variety of hardware equipment. The Visual Simulation Environment, a key part of 
MRDS, uses Microsoft XNA Framework to render the virtual world and NVIDIA 
PhysX to approximate interactions between objects within the world. MRDS's current 
version includes support for both real and simulated Kinect sensor which can be used 
for navigation and interaction with people.  

In fact, some tools that are not dedicated for robot simulation could also provide 
similar functionalities. For example, Robotics Toolbox encapsulated in Matlab could 
simulate the kinematics, dynamics and planning for robotic application [9], Robot 
Operating System (ROS) which is a software framework for robot software 
development might also offer simulation tools [10]. Furthermore, some simulators are 
even specific for a particular kind of robot such as Webots for NAO [11] and 
simulator of iRobot [12], the stages to develop such a robot application include 
model, program, simulate and finally transfer to a real robot.  

3 Architecture of CogRSim 

To develop a robot simulator, two basic tools are always elaborately selected. The 
first is physics engine to simulate rigid body dynamics and features such as joints, 
collision detection, mass and rotational functions, the other is rendering engine to 
render the robotic models, objects and environment in 3D scene. In our development 
tools, these two engines are Open Dynamics Engine (ODE) [13] and Irrlicht [14] 
respectively which are both free and open source, the operation system is win7, the 
IDE is Visual Studio 2010, the GUI (Graphical User Interface) is developed by Qt 
Creator [15] , and Matlab version is 2010b. Fig. 1 shows the relationship between 
these tools, and the arrows represent control flow.    

 

Matlab 

Qt Creator 

Visual Studio 

3D Scene 

Rendering 
GUI 

Irrlicht 

ODE Physical Model 

 

Fig. 1. The relationship between the tools to develop CogRSim 
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3.1 General Architecture 

CogRSim consists of a number of essential modules (subsystems) to make it both 
easy-to-use and powerful, its general architecture is shown in Fig. 2. Module "World 
Model" provides the model for robots, objects and other elements in 3D scene, and it 
is the basis of "Scene Editor" to construct appropriate scene. In 3D scene, an element 
represents a robot, object, or any other individual thing. 
 

Program 

3D Scene Data Analysis and Output  

Camera 

Infrared Sensor 

Sensory Module 

World Model 

Scene Editor 

MenuBar 

ToolBar 

 

Fig. 2. The general architecture of CogRSim, and the arrows represent data flow 

3.2 Module Management  

The modules in CogRSim need to communicate with each other, and class 
"MainManager" is used to manage the communication among them. For each module, 
there is a pointer inside MainManager to control this module. 
  Take camera as an example to explain the work flow of MainManager: When 
method "createCameraAction" sends the signal of creating a camera, MainManager 
will receive this signal and call method "createCamera" to create a camera, then some 
parameters will be sent to 3D scene. MainManager has the pointers of 3D scene's 
display and edit, thus all the work could be finished in MainManager and the 
consistency could be guaranteed. This work flow can also be described as (1): 
 

         createCameraAction→MainManager→createCamera          (1) 

4 Detailed Implementation  

4.1 Main Window 

CogRSim's main window is shown in Fig. 3, the user can edit the 3D scene and 
program to test his idea. Now, the "Code Window" depends on Visual Studio to write 
code for the user. By dragging the mouse or set the corresponding attributes, the users 
can also change the viewpoint's position, orientation and zoom as shown in Fig. 4, and  
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this functionality is realized by the main camera in 3D scene. On the other hand, the 
layout of modules would not be deformed when be dragged, and floating window 
could be activated, scaled or reopened at any time. 

Through ODE, the time flow could be controlled and the simulation speed might 
be adjusted, for example, if the user needs faster speed instead of higher precision he 
only needs to decrease the time step. This functionality is illustrated through 
ControlBar in Fig. 3. 

 

 

Scene Editor 

3D Scene 

Control Bar 

Tool Bar 

Image of camera 

Menu 

 

Fig. 3. Main Window and its modules 

 

    
             (a)            (b)             (c)           (d) 

Fig. 4. Observe the whole scene in different angles. (a) the buttons are used to change visual 
angles; (b), (c) and (d) are different angles of the main camera. 

4.2 Scene Editor 

This part is used to edit for and get current information from the 3D scene. In 
CogRSim, the user could use the classes TreeView, ToolBar, MenuBar to edit 3D 
scene, and their relationship is shown in Table 1.   

Table 1. The core classes related with Scene Editor 

Class Name Introduction of the class  

TreeView A base class for constructing the tree structure in scene editor 

ToolBar A quick way to add certain kinds of elements for 3D scene 

MenuBar Similar to ToolBar, but could define the attribute values in advance 
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The result of any operation in ToolBar or MenuBar will display in the tree 
structure, ToolBar is shown in Fig. 3 and MenuBar is shown in Fig. 5. 

 

Fig. 5. MenuBar embedded in the menu 

To edit 3D scene, the Editor module only sends signals without caring how the 
signals will be processed, and MainManager will revoke the corresponding modules 
for further process. This work flow can be described as (2): 

 
                Editor module→MainManager→3D scene              (2) 

 
In TreeView, when the user sends the signal of being selected of a node, the 

method "refreshNode" will receive this signal and refresh the node information, and 
the method "itemSelectedSlot" will also receive this signal and then highlight the 
object or robot in 3D scene. The user can also assemble objects easily, install cameras 
for objects or robots, as shown in Fig. 6. When deleting the parent node, the children 
nodes will be deleted together. Furthermore, Light as a shining source could be 
created in a user-defined position in the 3D scene to send bright.   

 

                   
(a) Assemble three objects in TreeView     (b) The assembled object as a whole 

Fig. 6. Assemble some objects into a complex one which has unified physical attribute 

4.3 2D Display in Real-Time 

When many robots and objects are interacting, the user needs to observe them in a 
simple form in real time. In this module, all the robots, objects, as well as the 
trajectory of the robot, are drawn in predefined shape, size, color and name. All the 
original information are gained from ODE and Irrlicht, and are drawn through Widget 
of Qt Creator. Class "QPainter" could draw any kind of shape with Qpen or QBrush, 
and it has various methods such as setBrush(), setPen() and drawRect().  

To draw the trajectory of the robot, we use an object called "robot_path" to store its 
historical coordinates and an integer variable to control the repaint time interval, the  
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initial position of the robot could also be gained and stored in "robot_path". To make 
the 2D display correctly, we use some "Managers" to manage the robots and objects, 
as shown in Table 2. 

Table 2. Managers to manage the elements in 3D scene 

Class name Function 

RobotManager Gain and store the coordinates of the robot 

ObjectManager Read and store the categories and positions of objects 

WallManager Store the walls in 3D scene 

 
For data obtain, each kind of object has a link list, for example, object list, robot 

list, obstacle list, etc. From the link list, the system could get the coordinate directly in 
real time no matter how large or complex the 3D scene is. With data in the link list, 
the run time information could be re-displayed again and again. Furthermore, the 
management of all the elements in 3D scene is through the same source, and the 
information could be gained in real time and in high precision. Fig. 7 shows the 3D 
scene and its corresponding 2D display, the dark broken line represents the robot's 
trajectory and the objects are also drawn in predefined style. 

 

     
    (a) 3D scene                (b) 2D display 

Trajectory 

Objects 

Objects 

Robot 

 

Fig. 7. 2D display of 3D scene. The objects in (a) are shown in (b), and the robot’s trajectory is 
also drawn.  

4.4 Camera   

Camera is an important sensory for a robot to gain outside information, just like the 
eyes of human beings. In order to view the world in multi-angle, there should be 
many cameras in different locations and angles. In CogRSim, the user could fix a 
camera in any position of the robot or object, and the camera will move together with 
it and could gather dynamic information. The image captured by the camera is 
displayed in real time, but the user can choose whether to be shown, as well as select 
and drag any image in the 3D scene. 

To realize the above functionalities, three classes, Camera, CameraItem and 
CameraManager, are used, and they are described in Table 3 in brief. 
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Table 3. Three classes for camera subsystem 

Class name Introduction of the class 
Camera Attributes and basic methods of a camera, for example, id, 

position, whether being chosen, whether to be shown, 
information save. 

CameraItem Store the pointer of each camera, and could get the pointer of 
each camera object through its id. 

CameraManager Manage all the cameras, the construction and deletion of each 
camera, the render of the camera information by priority when 
overlapped. 

 
One example of multi-camera is shown in Fig. 8. There are three cameras in 

different locations, and the top left picture is from the camera under the robot which 
could capture the floor and wheels.  

 

 

Three images of the cameras 

 

Fig. 8. Three cameras in different position and direction 

4.5 Infrared Sensor 

Infrared sensor is usually set in front of the robot to detect obstacles, and then the 
robot could decide whether to avoid. Based on irrode which is the combination of 
Irrlicht and ODE, the infrared sensor in CogRSim is realized to detect the distance of 
an obstacle in a given direction. There are three classes, RayListener, 
RayListenerItem and RayListenerManager, to implement that functionality, and they 
are described in Table 4 in brief.  

Table 4. Three classes to realize Infrared Sensor 

Class name Introduction of the class 

RayListener Inherits from IIrrodeEventLsitener of Irrlicht, could 
handle the event of object detection. 

RayListenerItem Could store the infrared sensor 

RayListenerManager Could manage the infrared sensor 
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The infrared sensor and its monitor have a one-to-one relationship, as a result, one 
monitor for a certain infrared sensor will not monitor others. Fig. 9 shows the infrared 
sensor of a robot, there are two rays emitted from the robot to detect obstacles.  

 

 

Fig. 9. Robot's infrared sensor and the two rays in red 

4.6 Data Analysis and Display 

Many kinds of data will be created during experiment, for example, robot speed, 
object location, images of cameras. The user needs to write code to gather and analyse 
specific data according to his purpose, and show the result in the right form. In 
CogRSim, this module provides interfaces to draw different kinds of figures such as 
curve, box plot and curved surface. 

To realize this module is by mixing the programming of C++ and Matlab: first 
program the script to realize the draw of these figures, then compile the script to DLL 
(Dynamic Link Library) which could be invoked and further encapsulated by C++. 
This module is independent and transplantable, and the programmer only needs to 
invoke these interfaces to draw figures. Fig. 10 shows a typical example of robot 
speed.  
 

  

Fig. 10. Curve of robot speed from CogRSim 

4.7 World Model 

The interaction among robots and objects should meet the principles of kinematics, 
dynamics and Collision detection, and ODE is chosen to make accurate physical 
effect. The rigid bodies are generated by composing primitive shapes such as cubes, 
spheres and cylinders, and each one has been assigned mass, friction, color and 
texture. In ODE, motor and servo could provide the motivation power, joints could 
connect bodies together and form complex static ones. There are several types of 



164 Y. Shi et al. 

 

joints such as universal joints, ball and socket joints, and hinge joints, the users are 
able to create robots or complex objects via these components.  

To build a simple wheeled robot as shown in Fig. 11, it only needs one box as the 
main body, two cylinders as wheels where each cylinder is associated with the box by 
a joint, then motor is added to the joint to provide power. However, to build a table 
which is a static object without any motor ability, it only needs several boxes to glue 
with joints.   

 

Fig. 11. A two-wheel robot which has power to move and rotate 

5 Experimental Validation 

In order to illustrate the applicability of CogRSim, a navigation task is carried out on 
a mobile robot. The task is shown in Fig. 12(a), the thick black lines represent walls 
and they divide the 8-by-8 maze into two rooms (A, B). Each two neighboring grids 
are reachable if there is no wall between them. There are four candidate trigger grids 
(T1, T2, T3, T4) in room A and four candidate goal grids (G1, G2, G3, G4) in room B, 
the start place is a random grid in room A. "trigger" means that when the robot arrives 
that grid, the two doors will both open immediately as shown in Fig. 12(b). Obstacles 
will appear dynamically and randomly during the whole task execution, some could 
be rolled away while the others could not. The robot’s task is to first navigate from 
the start grid to a trigger to make the doors open, then pass a door, and finally to the 
goal, all following the shortest routine.  

 

                 

Fig. 12. The robot's task in a maze environment. When the robot navigates to a trigger, the two 
doors will both open immediately as shown in (b).  
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According to the task, we set up experimental environment in Fig. 13. The two-
wheel robot has four primitive actions, North, South, West and East, and they are 
always executable.  

 

             
           (a) the doors are closed             (b) the doors are open                  

Fig. 13. 3D Scene. In (b), the robot has passed the door 

The robot's task has been executed for many times, and one test's result is shown in 
Fig. 14.   

 

      (a) without obstacle               (b) with obstacles 

Start 

Cube 

Trigger Trajectory 

Sphere 

Goal 

Doors 

Trajectory 

 

Fig. 14. Robot's trajectory is displayed through the module of "2D display synchronously with 
3D scene". (a) the robot finishes its task without obstacle, (b) is the final snapshot of the 
environment, the spheres could be rolled away by the robot while the cubes should be avoided. 

6 Conclusions and Future Work 

Simulation is well established in robotics and nearly every researcher benefits from it. 
This paper presents the overview of CogRSim, a software developed for the 
simulation of robotic models, sensors, and control in virtual environment. The 
existing functionalities include world model, scene edit, camera and infrared sensor 
management, user-defined information analysis, and the control of experiment 
rhythm. CogRSim has been used to carry out some experiments such as navigation 
and transportation, and they prove to work well.  

In the future, at least three problems will be considered. The first is the cloud 
storage and sharing, through which the users could store, fetch and run 3D scenes in 
different hardware, and this is the exploration to study cloud robot in reality [ ]. The 
second is algorithm library, which could be used and updated by users. The last one is 
code editor, which integrates the functions of edit and debug.  
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Abstract. This paper studies about the developed measuring instrument’s 
degree of precision. Through this research, we could convert archer’s paradox 
phenomenon to numerical data and make it use as a performance evaluation 
element. The instrument uses three frames which composed of line-laser and 
photodiode sensors for reconstructing full-shape of a flying arrow. Moreover, in 
order to measure arrows’ position precisely which flies about 300km/h, 
Artificial Neural Network is used for calibration of the measuring instrument. 
Two grid-plates for calibrating the measuring instrument are installed in first 
and third frames among three frames. After that, calibration process is 
performed using converted coordinate data from arrow’s position by placing an 
arrow at holes in the grid-plate. From the suggested arrow position 
measurement system and the experiment data using the instrument, the 
automated system for quality control of arrows or performance experiment 
could be established. 

Keywords: Arrow, Measurement, Calibration, Artificial neural network. 

1 Introduction 

Despite of the research related to analyze performance of arrow is ongoing with 
complex manufacturing process, both the methodical system for evaluate arrow’s 
performance and the intuitive numerical data are insufficient. For evaluating 
performance of bows and arrows, there are some currently used methods depending 
on product reviews and opinions; hunters who have used the specific products for a 
long time; technicians who produces leisure sports equipment; customers who 
comments in product reviews. Moreover, the existed research results are only focused 
on the manufacturing process and the physical properties of arrow [1][2]. Figure 1 
shows a flowchart of manufacturing process of arrow. The impact points group of 
arrow can be obtained from repeated shooting experiments. The experiment steps as 
follow: First, place shooting paper on the target. Second, change nock angle in 
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specified amount. Third, shoot the arrow. Fourth, go to second step if the stopping 
criterion is not achieved. However, there are many drawbacks using the shooting 
paper method, for example, low accuracy; periodically change the shooting paper; 
hard to represent the relation between impact points in numerical way; and so on. 
Also, in order to observe archer’s paradox while the arrow is flying, a high-speed 
camera is used for measurement. But there are some problems using the high-speed 
camera that the device is exceedingly expensive, and only could observe in fixed 
angle. The research about flying arrow is not enough though there are preceding 
researches which focused on the escaping moment of the arrow from the bow [3]. 

This paper studies about the developed measuring instrument’s degree of precision 
which could detect high speed projectile. Through this research, we could solve the 
problem not only in the impact point group measurement using the shooting paper but 
also in the archer’s paradox phenomenon measurement using the high-speed camera. 
Furthermore, we could convert archer’s paradox phenomenon to numerical data and 
make it use as a performance evaluation element. In order to convert arrow’s position 
while flying, the square-shaped frame with line-laser [4] and photodiode [5][6] 
sensors is suggested. Also, for reconstructing and representing the entire shape of 
flying arrow, the number of frame is decided three. There are errors in initially 
represented impact points because of the fabrication error of the square-shaped frame, 
and the effect of line-laser angle. Thus, for more precise measurement of arrow 
position, the calibration process is performed with Artificial Neural Network. Two 
grid-plates for calibrating the measuring instrument are installed in first and third 
frames among three frames. After that, calibration process is performed using 
converted coordinate data from arrow’s position by placing an arrow at holes that 
have distance between them in one centimeter in the grid-plate which exceedingly and 
precisely manufactured. The automated system for either quality control of arrow or 
performance experiments using performance data of arrow is established. 

Cut out process

Pattern composition process 

Resin application process

Mandrel adhesion process

Rolling process

Cellophane process

Manufacturing process

Shape forming process

Cut out process

Molting process

Insert process

Grinding process

Automatic sorting process

Polishing process

Printing process

Spine process 

Nock assembly process

Weight process

Fletch adhesion process

Packaging process

Assembly process

 

Fig. 1. Manufacturing process flowcharts of arrow manufacturers 
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2 The Problems of Experimental Environment 

The technologies about measuring and analyzing of impact point and trajectory is 
staying in early stage. And the measurement platform is the shooting paper and the 
high-speed camera. For analyzing impact point density of arrow, the shooting paper is 
placed, and the shooting is repeated by changing nock angle. Using the shooting 
paper, the repeated experiment results, is used for determining performance of arrow. 
However, there are many drawbacks using the shooting paper method, for example, 
low accuracy periodically change the shooting paper hard to represent the relation 
between impact points in numerical way; and so on. 

 

 
 

Fig. 2. Analysis of impact point’s integration by hand 

 

 
 

 

(a) (b) 

Fig. 3. Arrow shooting test (a) Arrow launch pad (b) Arrow shooting distance 
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Fig. 4. High-speed camera experimental environment (a) High–speed camera (b) Arrow image 
by shoot high-speed camera 

Figure 2 shows the actual shooting paper which uses the data of the arrow’s impact 
point group in the manufacturing company. According to the company, following the 
experiments that nock angle changes 120 degrees and shooting, the more dense result 
of impact point group, the arrow has the better quality and performance. Also in case 
of the high-speed camera, the manufacturing companies generally owned the device 
for measuring arrow’s trajectory. The obtained images or videos are used for 
comparing arrow’s shape while flying. The drawbacks of images and videos are only 
obtained shape of the object in limited angle. Therefore, it is immensely hard to 
analyze quality and performance of arrow because there are no data which could 
convert intuitive and numerical representation, same as the shooting paper method. 

Figure 3 (a) shows the launch pad used at the shooting experiment, designed for 
shooting the arrow using the same strength. Figure 3 (b) shows actual experimental 
environments from the launch pad to the target: the distance between the launch pad 
to the parget is about 39 m. Also, Figure 4 (a) represents the high-speed camera, 
which is cost about one hundred million won. Figure 4 (b) describes the obtained 
actual image of arrow while flying using high-speed camera. 

3 Moving Arrow Position Measurement System 

In order to measure the position of flying arrow, they use the shooting paper method 
for obtaining impact point group and the high-speed camera method for obtaining 
arrow’s shape at video and image form in manufacturing company. However, there 
are many drawbacks using the shooting paper method, for example, low accuracy and 
hard to represent in numerical way. In this paper, using the line-laser module and the 
photodiode sensors, the single frame is implemented for obtaining density of arrow’s 
impact point group. Moreover, the three frame system is implemented for obtaining 
high speed arrow’s shape without using expensive high-speed camera. [7] As shown 
in Figure 5, the line-laser is placed in L1, L2 position, and the photodiode array  
 

   
                     (a)                                       (b) 
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    (a) 
 

  (b) 
 

Fig. 5. Diagram of flying arrow position measurement system (a) One-frame (b) Three-frame 

  
 

Fig. 6. Arrow position measurement system 

sensor is attached at the opposite position of line-laser. The photodiode sensor can 
convert light energy to electric energy. Thus, the intensity of the light of the line-laser 
module is converted to voltage level in the photodiode sensor. When the arrow passes 
through the center of the frame, it can be converted into the coordinates by the 
position of photodiode sensor and voltage level. But the single frame cannot measure 
the trajectory of the arrow even if it can derive the impact point group of the arrow. 
Thus, it is not appropriate to the entire measuring instrument. Therefore, as shown in 
Figure 6, the problem is solved that add the two more frames in same measuring line. 
The distance between the frames is changed depending on the length of the measured 
arrow. And when the arrow reached all three frames’ sensing area, the processor 
which could data and signal processing represents three coordinates. The results could  
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Fig. 7. Data acquisition pictures for calibration using grid plate 

make the full shape of arrow as data, and represents as coordinate form: (x1, y1); (x2, 
y2); (x3, y3). However, there are errors in initially represented impact points because 
of the fabrication error of the square-shaped frame, and the effect of line-laser angle. 
Figure 7 shows that the two grid-plates for calibrating the measuring instrument are 
installed in first and third frames among three frames. In this process, calibration is 
performed using converted coordinate data from arrow’s position by placing an arrow 
at holes that have distance between them in one centimeter in the grid-plate which 
exceedingly and precisely manufactured. 

4 Calibration Data Configuration and Precision Result 

It includes errors that the attached photodiode structure for detecting high speed 
object, the projection light of line-laser, and the fabrication precision of the frame. 
Therefore, in order to improve precision of the arrow impact point measurement 
instrument, a calibration algorithm is applied using the grid-plate.  

The grid-plate which has many holes that have distance between them in one 
centimeter is attached at the frame. Two grid-plates for calibrating the measuring 
instrument are installed in first and third frames among three frames. After that, 
calibration process is performed using converted coordinate data from arrow’s 
position by placing an arrow at holes that have distance between them in one 
centimeter in the grid-plate which exceedingly and precisely manufactured. The 
calibration algorithm is Artificial Neural Network: the coordinate data is 361 at each 
frame and the ratio of training data and test data is half and half. Table 1 and Figure 8 
show the result that the average error between the coordinate of grid-plate and 
measured coordinates is improved: 2mm before calibration: 0.4mm after calibration. 
Figure 9 shows a reconstructed 3D graph of curved arrow shape using three calibrated 
data. 
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Table 1. Experimental results before and after calibration  

Frame sequence Before calibration 
After calibration 

Training error Test error 
1st 2.08mm 0.42mm 0.43mm 
2nd 2.16mm 0.45mm 0.47mm 
3rd 2.24mm 0.41mm 0.44mm 

 
 

 

Fig. 8. Representation of before and after calibration data 

 

 

Fig. 9. Represented arrow data obtained from three frame 
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5 Result 

This paper revealed a problem that analyzing a manufactured arrows' performance by 
lack of systems and technologies which can evaluate the performance of arrow 
objectively; the analyzing results of arrow depend on an experts’ or hunters’ 
subjective opinion currently. Also, it revealed that the technologies that owned by the 
arrow manufacturing companies are focused on optimizing the manufacturing process 
using the existed researches which deals with only manufacturing variables and 
announced via patents. For solving the revealed problems, this paper selected the line-
laser module and the photodiode array sensor for exceedingly and precisely 
measuring impact point and position of more than 300km/h speed object. And using 
the three frame system, the shape of arrow was reconstructed. When the system could 
convert the measurement result into the coordinates as output, the properties of the 
arrow is changed as numerical form, such as archer’s paradox which is one of 
important factor for determining arrow’s trajectory. In order to increase reliability of 
the coordinated form results, the calibration using Artificial Neural Network was 
applied. The results show that the average error between the coordinate of grid-plate 
and measured coordinates is improved: 2mm before calibration: 0.4mm after 
calibration. By the numerical form results, it is possible to compare the quality and 
the performance of the arrow between other arrows objectively. Also, the automated 
system could be implemented to arrow manufacturing system which is able to classify 
exact properties of the produced arrow and purchase recommend system. 
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Abstract. With the aging population increasing, the Osteoporosis (OP) in aging 
people is rising, and it has an important significance to take the prevention and 
treatment of osteoporosis as a way to improve the health quality of the elderly. 
The research presents an osteoporosis calcaneus bone test device, which designs 
two ultrasonic probes for test the bone mineral density (BMD), one transmitting 
probe for sending the ultrasonic signal and the other, received probe, for 
collecting the ultrasonic attenuates detecting signal pass through bone, also the 
both probes are designed as a same kind probe for ultrasonic transmitting and 
receiving selection. 

Keywords: Bone mineral density, Osteoporosis Detecting, Ultrasonic Probe, 
Ultrasonic transmission circuit, Ultrasonic receiving circuit. 

1 Introduction 

BMD is an important indicator of the strength of human bone. There are more 
researches showing the accurate rate is about 70-75% for BMD to reflect of bone 
strength. The measurement of bone density can be reflected the lost bone degrees of 
osteoporosis patients, it can significantly predict the risk of osteoporotic fractures. For 
the BMD testing to earlier diagnosis of osteoporosis subjects as an important 
technology it has been recognized by WHO. By detecting the bone density, it 
determines whether patients with osteoporosis, which gives the effective guidance to 
patients for preventing or treatment osteoporosis. Therefore, the BMD measurements 
to subjects can provide an important reference value in the prevention and treatment 
of osteoporosis.  

There are a variety of detection methods of BMD, including X-ray photographic 
method, quantitative CT method (QCT) and Quantitative ultrasound (QUS)[1, 2, 3]. 
QUS method is become more popular in bone density detect comparing to others, 
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which has more advantages comparing to others for promotion, such as higher 
accuracy in bone density measurement results, the measurement with repeatable, and 
non-radioactive.  

The research design bone density detecting device with BMD method.  

2 Method 

In clinical application for avoiding the soft tissue absorbing the ultrasonic signal to 
effect the BMD test accuracy, in the design it choose calcaneus and tibia bone as test 
object for they have less soft tissue, it show in Fig 1 [4]. Also some researches choose 
the bone in forearm for BMD test [5]. 

 
                        a) Calcaneus        b) Tibia        

Fig. 1. Bone for detecting Osteoporosis  

With the calcaneus bone as the detection object, the test device has more 
advantages. 

(1) Of the calcaneus in cancellous bone content of 90% and the calcaneus bone losses 
at a faster speed. In the design choosing the calcaneus it can diagnose earlier 
osteoporosis, for earlier prevention and treatment of osteoporosis patients. Also when 
ultrasonic wave passes from the cancellous bone, it attenuates highly, which helps to 
improve the BMD detection accuracy. 
(2) Because of the heterogeneity of bone, it needs to select a big volume bone for 
bone repetitive scanning, the calcaneus able to meet this condition.  
(3) For the calcaneus bone surface smooth, it is easy to position of the ultrasound 
probe for test. Also for the ultrasonic propagation direction is perpendicular to the 
bone plane, it is easy to receive the wave by the received probe. 
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(4) For the soft tissue content of the calcaneus is relatively thin, the noise on the 
absorption and scattering of ultrasonic waves is relatively small, which can significant 
decrease the measurement error. 

By ultrasonic transmission technology, detecting the calcaneus uses two ultrasound 
probes, one for emitting an ultrasonic wave, the other for receiving ultrasonic waves. 
The two probes are place on the both sides of the Calcaneus, which can make the 
transmitter sent ultrasound signal to the detecting bone and along a straight line pass 
to the received probe.  

For the coupling agent using, in the past, it usually uses a water bath as the 
coupling agent [6]. And now for the convenience and health, it uses solid coupling 
agent as the coupling agent. During the BMD test, the transmitting probe emits 
ultrasonic signal with frequency range between 200 kHz ~ 600kHz. On the other side, 
the ultrasonic reception signal is received by received probe. And both transmit and 
receive signals for processing to get the relationship between the frequency and 
attenuation results. This technique is mainly used in the detection of calcaneal BMD. 
In Fig 2, it shows the detecting principle. It process the calculatines ultrasonic signal 
attenuation for detect the bone loss.  

 

Fig. 2. Calcaneal ultrasonic detecting block  
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3 The Design of Ultrasonic Probe  

With the crystal probe, it tests the calcaneus bone by ultrasonic transmitting and 
receiving technique, where the two probes placed in the coaxial opposite sides of the 
calcaneus. In the research, the ultrasonic probe designs into a crystal straight probe 
which shows in Fig.3, where the probe mechanism designs by Solidworks.  

The crystal probe is a piezoelectric ceramic probe which can be used both as 
transmitted probe and received probe. For transmitting probe, it uses as transfer from 
electronic voltage signal into mechanic vibration signal. And in verse, for receiving 
probe, it receives the acoustic sound and transfers it into electronic signal for data 
analysis. 
 

 
1. Piezoelectric ceramic  2. Copper sleeve 3. Cable connect 4. Plastic shell  
5. electrical conductivity screw 6. absorbing block  7. Protective film 

Fig. 3. Crystal straight probe  

4 Circuit Design of Crystal Straight Probe Detection System 

In the ultrasound bone density detection system, the transmitting and receiving 
circuits are key components, which have directly impact on the device performance, 
accuracy and detection range of the system. In the research, the maximum energy 
conversion efficiency and the resistance matching are essentially for the circuits 
design.  
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The Calcaneus BMD detecting circuit uses 200-600 kHz ultrasonic sound, and the 
probe frequency design to 250 kHz for making the ultrasound probe with high 
sensitivity. 

The processing for the calcaneus bone BMD detecting: 

(1) Transmitting probe sends ultrasonic pulse wave into the calcaneus bone 

(2) The received piezoelectric wafer from the receiving probe detects the 
attenuation electrical pulse signal 

(3) Signal amplifiers, filterers and data acquisition circuit for further data 
processing.  

(4) By data processing, generating the BMD data  

4.1 Ultrasonic Transmission Circuit Design 

Ultrasonic transmitter requires relatively high performance penetration in bone and 
high resolution. This is related to the transmission of ultrasonic energy, as well as the 
ultrasonic pulse width. A transmitting circuit needs to meet these requirements with 
the following:  

1) With a certain amplitude,  

2) Steep enough to the signal waveform edge.  

The transmitting circuit shows in Fig 4, where the input is internal system 
ultrasound signal, with 250KHZ frequency, which is generated by system internal 
ultrasonic generator. 

In Fig 4, the amplifier circuit by power MOSFet, Q1, Q2, Q3, and MOSFet Q4. 
For the MOSFET Q4, IRFP450, a switching power chip, it triggers by the high 

voltage pulse from pre-amplifier. 
The transmitting circuit is designed by Altium Designer software.  

 

Fig. 4. Crystal straight probe transmitter circuit  
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The circled part in Fig 4, it is LC oscillator circuit, where the inductor L and 
capacitor C for frequency selection. According to the oscillation circuit LC formula，
the frequency is: 

                                                      
(1) 

 

For 250kHz ultrasonic signal output, the system select the parameter as: 

                  L = 2mH  
                  C = 200pF  
                  And F=250KHZ  

4.2 Ultrasonic Receiving Circuit Design 

The ultrasonic waves sending from the ultrasonic transmit probe, it is quickly 
attenuate after it pass human soft tissue and bone, and the collected voltage signal 
from received probe is very weak to less than 1 mV volt level. For subsequent 
analysis, it needs pre-amplifier circuit, a filter circuit and amplifier circuit. In Fig 5, it 
shows the received circuit architecture. 

 

Fig. 5. Ultrasonic receiver circuit block 

For signal analysis, acoustic signal received from the ultrasonic probe converts into 
the electrical signals, after that it process by the pre-amplifying, filtering, and the 
conversion data for subsequent data processing analysis. The receiving circuit is 
shown in Fig 6.  

The received circuit is designed by Altium Designer software.  
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Fig. 6. Straight probe receiving circuit 

  

Fig. 7. Mechanic design 
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5 Mechanical Design  

The BMD test rig mechanic design shows in Fig 7, it includes foot positioning 
module, control module, display module and printing module, where the mechanic 
design by Solidworks, a CAD software. In Fig 7, the mechanical part A, B, and C 
descript as followings.  

In Fig 7, part A is a heel positioning stop, which is designed to simulate the human 
heel shape, with a certain elasticity, and moveable for accommodate different sizes of 
the heel.  

Part B is the fixed module for left heel to position on the test rig, and in the ankle-
side with a circular opening for placing the ultrasonic probe.    

Part C is an elastic and moveable module, and it can be moveable respect to part B 
and to fit different wideness sizes of feet. Also in the ankle position it opens a hole for 
placing the ultrasound probe. 

6 Conclusion 

The research presents an osteoporosis BMD test device, in the device it designs two 
probes for detecting the calcaneus bone density, one for transmitting the ultrasound 
signal, the other for receiving the ultrasonic attenuating signal passing from the bone, 
and the two probes are a same kind probe for ultrasonic transmitting and receiving 
using. By designing ultrasonic probes, ultrasonic transmit and receive circuit, and the 
device mechanics parts, it shows this design can be used in bone density 
measurement.  
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Abstract. The singular configurations of contemporary industrial robot 
manipulators of such renowned companies as ABB, Fanuc, Mitsubishi, Adept, 
Kawasaki, COMAU and KUKA, cause undesired stopping. It is the basic defect 
of these robots. The paper presents simple method of avoiding these 
singularities. To determine the singular configurations of these manipulators a 
global form of description of the end-effector kinematics was prepared, relative 
to the other links. On the base of this description , the formula for the Jacobian 
was defined, in the end-effector coordinates. Next, a closed form of the 
determinant of Jacobian was derived. From the formula, singular 
configurations, where the determinant’s value equals zero, were determined. 
Additionally, geometric interpretations of these configurations were given and 
they were illustrated. For the exemplary manipulator, small corrections of joint 
variables preventing the reduction of the Jacobian order were suggested. An 
analysis of positional errors, caused by these corrections, was presented.  

Keywords: kinematics, manipulators, mechanical system, robot kinematics. 

1 Introduction 

The movement programming in joint space or Cartesian space allow the controllers of 
such renowned contemporary companies as ABB, Fanuc, Mitsubishi, Adept, 
Kawasaki, COMAU and KUKA. The following commands PTP, LIN, and CIRC can 
be applied to programming in Cartesian space. The mentioned commands require start 
point and end point. For programming in Cartesian space these points must be 
described in Cartesian coordinates, relative to the base frame, connected to the base of 
a manipulator. These coordinates can be obtained by the vision system. During the 
realization of such programmed movement robot happens to stop before reaching the 
border area, and before reaching the start or the end point. The entrapment takes place 
when the manipulator reaches the singular configurations. It is without doubt the 
major problem of modern industrial robots, which makes it impossible for the robots 
with vision system to properly cooperate with the cameras. 

The linear system of ordinary differential equations that describes the kinematics 
can be applied to programming the robots in Cartesian space. In this system a 
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manipulator Jacobian is present. For succesive via points interpolating trajectory 
programmed in Cartesian space, joint variables of these points can be computed. To 
these calculations, the standard algorithm for solving the system of linear equations 
which is one of the elements of a computer software library, can be applied. The lack 
of protection in software against the reduction of the Jacobian rank in this algorithm, 
can cause the interruption of the calculations and can cause the robot to stop 
performing its operations. This rank decreases in singular configuration.  

The problem of the inverse kinematics solutions in differential form for singular 
configuration is presented in [1-6]. In [1-4] for the singular configuration is proposed 
to use: singular value decomposition techniques SVD of Jacobian, the damped least-
squares inverse of the Jacobian DLS or singularity robust inverse of the Jacobian. In 
the work [6] is presented a method of avoiding singularities by using of dynamical 
systems of the own motion. The same work presents a solution of the inverse 
kinematics in singular configurations, obtained using: the method a normal form, 
Jacobian attached, the zero and the Jacobian space. A common feature of kinematic 
singularity avoidance methods presented in [1-4,6] is their high computational 
complexity.  

A very simple approach to the problem of determining the kinematic singularities 
based on the differential description presents the work [5], on the examples 
manipulators with three degrees of freedom. Simple, because based on closed forms 
of the determinants of manipulators Jacobian, allowing very simple to determine the 
joint variables, describing the singular configurations. To solve the inverse kinematics 
in the field of speed is recommended in [5] simple rules of linear algebra. 

Only the methods which do not require a large number of calculations can be of 
practical use. 

This paper presents a very simple method of correction, allowing to avoid the 
singular configuration of modern industrial robots. In this method, the values of third 
and fifth joint variables are corrected. These values were determined from the closed 
form of Jacobian determinant of modern industrial robots, like the work [5]. It was 
determined the closed form of formulas describing the third and fifth joint variables 
for the singular configurations of manipulators. On the base of these formulas, one is 
able to determine whether in the next step of the numerical calculations the freezing 
of the program, caused by a reduction of the Jacobian rank, will take place. These 
corrections prevent the reduction of the of Jacobian rank and allow the use of any 
method of solving the inverse kinematics, including the methods described in the 
aforementioned works [1,3,4,6]. 

In the second chapter the kinematic structure and the description of the end-
effector kinematics in relation to the other links, including the base of the manipulator 
was presented. The formulas constituting the differential description of the kinematics 
were presented in the third chapter. General description of the singular configurations 
including their illustration and the examples of the calculations of joint variables 
corrections, preventing the reduction of the Jacobian rank, were presented in the 
fourth chapter. The fifth chapter summarizes the paper. 
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2 The Global Description of the Kinematics  

Figure 1 illustrates the kinematic scheme of robot manipulators of the majority of 
modern robots, with numbered links. The link 0 is attached to the ground, other links 
1-6 are movable. The link 0 will be called a base link, the last link with number 6 will 
be called an end-effector. The gripper, or another tool, is attached to this link. A 
neighboring links are connected by revolute joints. In this scheme were illustrated the 
co-ordinate systems (frames) associated with links according to a Denavit-Hartenberg 
notation [2,7,8]. The x7y7z7 frame is associated with the gripper. The position and 
orientation of the links and tool are described by homogenous transform matrices. 
Matrix Ai describes the position and orientation of the i-th link frame in relation to i-
1-st. T6 is a matrix that describes the position and the orientation of the end-effector 
frame in relation to the base link. Matrix E describes the gripper frame in relation to 
the end-effector frame. Matrix X describes the position and the orientation of the 
gripper frame in relation to the base link. Parameters iΘ , iλ , il , iα  are used in the 

Denavit-Hartenberg notation. For further description of the kinematics joint  
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Fig. 1. Kinematic scheme of the manipulator, Denavit-Hartenberg parameters, joint variables 
and joint frames 
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variables ,
iΘ  will be used. Variables ii ΘΘ =,  for i=1, 3, 4, 5, 6 and 902

,
2 −= ΘΘ . 

Matrices Ai are described by equation (1a).  
 
 ),()0,0,(),0,0(),( iiiii xRotlTransTranszRot αλΘ=A . (1a) 

 
Matrix E is described by equation (1b). 
 
 ),0,0( 7λTrans=E . (1b) 

 
Matrix i-1T6 describes the end-effector frame kinematics in relation to i-1-st frame. 

Equation (2a) [9] describes these matrices. 
 

 61,
6

6
1 ≤≤= ∏

=

− i
ij

j
i AT .  (2a) 

 
These matrices are necessary to the differential description of the end-effector 

kinematics, in relation to the base frame. The description is presented in the next 
chapter. 

3 The Differential Description of the Kinematics 

To make the description of the manipulator kinematics independent of the shape of 
the gripper, the required position and orientation of the gripper frame x7y7z7 
(described by the matrix reqX ) are converted to the end-effector frame x6y6z6. 

Correlation 1EXT −= reqreq6  makes possible the conversion. Therefore, in further 

considerations, we will focus on the end-effector kinematics. 
The movement of the x7y7z7 frame in relation to the x0y0z0 frame will be described 

by using displacement differentials 7
7dx , 7

7dy , 7
7dz  of origin O7, and x-y-z current 

angle differentials xd 7
7 ϕ , yd 7

7 ϕ , zd 7
7 ϕ  [8,10]. These differentials are described in 

the x7y7z7 frame. Similarly, the movement of the x6y6z6 frame in relation to the x0y0z0 

frame will be described by using the displacement differentials 6
6dx , 6

6dy , 6
6dz  of 

the origin O6, and x-y-z current angle differentials xd 6
6 ϕ , yd 6

6 ϕ , zd 6
6 ϕ . These 

differentials are described in the x6y6z6 frame. Further, we will focus on the 
movement description of the end-effector and therefore one needs to convert the 
gripper differentials to end-effector differentials. Differential equation 

7
7

6
6

6 ΔXEΔT = , which connects end-effector and gripper differentials, results from 

the work [8]. In this equation 6
6Δ  and 7

7Δ  are differential transformation matrices, 

respectively, of the end-effector and gripper frame. These matrices have the following 
forms:  
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From the above results the equations (3)  
 

 1
7

71
7

71
66

6 −−− == EΔEEΔXTΔ .  (3) 

 
From equation (3) and (1b) results equations (4), which makes it possible to 

compute the end-effector differentials from gripper differentials.  
 

xx dd 7
7

6
6 ϕϕ = , yy dd 7

76 ϕϕ = , zz dd 7
7

6
6 ϕϕ = , 

 yddxdx 7
7

77
7

6
6 ϕλ−= , xddydy 7

7
77

7
6

6 ϕλ+= , 7
7

6
6 dxdz = . (4) 

 
To describe the end-effector kinematics one will apply Cartesian differential matrix 

[6
6 =D 6

6dx  6
6dy  6

6dz  xd 6
6 ϕ  yd 6

6 ϕ  T
zd ]6

6 ϕ  and joint differential matrix 

[=qd ,
1Θd  ,

2Θd  ,
3Θd  ,

4Θd  ,
5Θd  Td ],

6Θ  [10]. Equation (5) connecting these 

matrices is a differential description of the end-effector kinematics.  
 

 qJD d6
6

6
6 = .  (5) 

 

In this equation, an end-effector Jacobian 6
6 J  is present, described in x6y6z6 

frame, which has the form (6). 

 qYJ ∂=∂ /6
6

6
6 , (6) 

where  
 

T
zyxzyx ][ 6

6
6

6
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6
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6
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6

6 ϕϕϕ=Y , T][ ,
6

,
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,
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,
3

,
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,
1 ΘΘΘΘΘΘ=q . 

 
The Fig.2 illustrates the differential displacement and the rotation of the end-

effector, caused by the differential displacement and the rotation of xiyizi frame. The 

vectors i
i rd1−  and i

i dϕ1− , respectively, describe the displacement and rotation of the 

x’y’z’ frame in relation to xi-1yi-1zi-1 frame, caused by differential increase of  joint 

variable ,
idΘ . The x’y’z’ frame is connected with the i-th link, and coincides with  
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Fig. 2. Differential displacements and rotations of i-th and 6-th frames 

xi-1yi-1zi-1 frame for 0, =idΘ . The displacement of i
i rd ,6

1−  of x6y6z6 frame is caused 

by the displacement of i
i rd1−  and rotation of vector 6

1di−  by an angle i
i dϕ1− . 

Therefore 

 6

111
,6

1 ddrdrd
i

i
i

i
i

i
i −−−− ×+= ϕ . (7) 

 
This movement will be recalculated in relation to the x6y6z6 frame, using equations 

(8). 

 i
ii

i rdadx ,6
1

6

1

,6
6 −−

⋅= , i
ii

i rdbdy ,6
1

6

1

,6
6 −−

⋅= , i
ii

i rdcdz ,6
1

6

1

,6
6 −−

⋅= . (8) 

 

The vectors 6

1
a

i−
, 6

1
b

i−
, 6

1
c

i−
 are the versors of the x6y6z6 frame described in  

xi-1yi-1zi-1 frame. The rotation of the x6y6z6 frame is the same as the rotation of xiyizi 

frame in relation to xi-1yi-1zi-1 frame, which is a vector i
i dϕ1− . This vector can be 

recalculated in relation to the x6y6z6 frame by the following equation (9): 
 

 i
i

i

ix dad ϕϕ 1
6

1

,6
6 −−

⋅= , i
i

i

iy dbd ϕϕ 1
6

1

,6
6 −−

⋅= , i
i

i

iz dcd ϕϕ 1
6

1

,6
6 −−

⋅= .  (9) 

 
In Fig.2 one can see that all links are connected by revolute joints. Therefore, the 

angles i
i dϕ1−  are vectors directed along the zi-1 axis, having a length equal to the 

differential ,
idΘ . Therefore 

 

 ,
1

11
ii

i
i

i dkd Θϕ −
−− = . (10) 

1
1

−
−

i
i k  is the versor of the zi-1 axis, described in xi-1yi-1zi-1 frame. For such joints, no 

displacement of the coordinate system x’y’z’ in relation to xi-1yi-1zi-1 frame takes 

place, therefore 01 =−
i

i rd . Thus, from equations (7) and (10) one obtains the 

following: 
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The vectors 1
1

−
−

i
i i  and 1

1
−

−
i

i j  are versors of the xi-1 and yi-1 axes, respectively, 

described in xi-1yi-1zi-1 frame. x
i d6

1−  and y
i d6

1−  are the x and y - coordinates of the 

vector 6
1di−  in xi-1yi-1zi-1 frame. After taking into account equations (11) and (8) one 

obtains the following: 
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x
i a6

1− , y
i a6

1−  are the x and y - coordinates of the versor 6

1
a

i−
 in xi-1yi-1zi-1 frame. 

The coordinates of the versors 6

1
b

i−
 and 6

1
c

i−
 were marked in a similar way. 

From equations (9) and (10) one obtains the following correlations: 
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The differential of each coordinate in Cartesian matrix 6
6 D  is the sum of the 

corresponding coordinate differentials caused by differential changes in joint 

variables ,
idΘ . For example ∑

=
=

6

1
,6

6
6

6

i
idxdx . In the Jacobian matrix 6

6 J  the 

derivatives of Cartesian coordinates of the x6y6z6 end-effector frame with respect to 

the joint variables are present. Derivative 
,
,6

,
6

6
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i

i

xx

ΘΘ ∂

∂
=

∂
∂

 only because the differential 

idx ,6
6  depends on the value of ,

idΘ . The situation is similar with other derivatives in 

this matrix. Therefore, the elements of matrix 6
6 J  can be presented in the form of 

equations (14) and (15), taking into account the relations (12) and (13).  
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Matrices i-1T6, described by equations (2b) can be presented in the form (16). 
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Quantities appearing in formulas (14) and (15) can be replaced by the 

corresponding elements of matrix i-1T6, resulting from the form (2b) and 
corresponding to the form (16). It is easy to notice that index i in equations (14) - (16) 

is the number of column in matrix 6
6 J . After using equations (2b), (14) - (16) and 

simplifications, we may obtain elements of the end-effector jacobian 6
6 J . 

4 The Singular Configurations 

For the singular configurations of manipulators 6
6 J  determinant equals zero. Thus, to 

determine such configurations one needs to calculate the determinant. The closed 
form of the determinant was obtained by Symbolic Math Toolbox library of Matlab, it 
is described by equation (17). 
 

 
                            

Fig. 3. Configuration at which 0,
5 =Θ . 
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 det 6J6=−l2S5(λ4C3−l3S3)(−l2S2−l3S23+λ4C23+l1). (17) 
 
In the equation (17) are used following denotations: ,sin iiS Θ= , ,cos iiC Θ= , 

,sin ijijS Θ= , ,cos ijijC Θ= , ,,,
jiij ΘΘΘ += . 

The singular configurations appear in zero values of the factors on the right side of 
equation (17). The joint variables at which it will take place, are described by the 
equations (18). 
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Fig. 5. Configuration at which 0123423322 =++−− lCSlSl λ . Point O4 is placed on the line 

passing through the z0 axis. 

Figures 3, 4 and 5 illustrate these configurations. 
For example, let’s analyze kinematic singularities of the manipulator IRB-1400. 

The manipulator has the following parameters [11] mml 1501 = , mml 6002 = , 

mml 1203 = , mm4751 =λ , mm7204 =λ , mm856 =λ . A ranges of the angle’s 

changes ,
3Θ  and ,

5Θ  are the following: 6570 ,
3 ≤≤− Θ , 115115 ,

5 ≤≤− Θ . The 

calculations below were done in Matlab on a PC from an Intel Pentium processor with 
a frequency of 2 GHz. 
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Let’s assume that 0, ,
6

,
4

,
1 =÷ ΘΘΘ  for the configuration from Fig. 3. For this 

configuration 0,*
5 =Θ . In this case the det6J6=0 and the rank6J6=5. The rank of the 

Jacobian 6J6 is less than 6 and therefore, a standard numerical solution algorithm of 
the equation (5) will interrupt the calculations. One can avoid zeroing the determinant 

by increasing or decreasing the angle ,
5Θ  by a minimum increment ,

min5ΔΘ , resulting 

from the resolution of the encoder and the gear ratio. Let’s assume that a typical 

resolution encoders is the following .105.14096/2 3 rad−⋅=π , and the value of the 

gear ratio equals 100. For such data .105340.1 5,
min5 rad−⋅=ΔΘ  After the corrections 

,
min5

,
5 ΔΘΘ ±= , one obtains =6

6det J 3107653.5 ⋅∓  and rank6J6=6. Let’s estimate the 

gripper position error caused by this correction. The kinematic scheme in Fig. 1 

results in the error not greater than )( 76
,
min5 λλΔΘ +⋅ . Let’s assume that a typical 

value of the parameter gripper is the following .1507 mm=λ  For such the gripper , 

the ,
min5ΔΘ  causes the change of the gripper position not greater than .106.3 3 mm−⋅   

For the configuration from Fig. 4 the joint variable =,*
3Θ 5376778.80 . The 

manipulator IRB-1400 can’t reach this variable, because it is outside the range of its 
changes.  

Let’s assume that 0,
1 =Θ , 45,

2 =Θ , 0,
4 =Θ , 90,

5 =Θ , 0,
6 =Θ  for a 

configuration from Fig.5. For these joint variables one obtains 4676545.13*,*
)1(3 =Θ , 

3922989.122*,*
)2(3 −=Θ . The joint variable *,*

)2(3Θ  is outside the range of its changes. 

For joint variable *,*
)1(3Θ  det6J6

8102918.2 −⋅=  and rank6J6=5. The rank of the Jacobian 
6J6 is less than 6 and therefore, a standard numerical solution algorithm of equation 
(5) will interrupt the calculations. In order to prevent a decrease in the rank of the 

Jacobian 6J6 one will increase and reduce the joint variable *,*
)1(3Θ  by a minimum 

increment ,
min3ΔΘ , equal to ,

min5ΔΘ . After corrections ,
min3ΔΘ±  of joint variable 

*,*
)1(3Θ , one obtains =6

6det J 3101854.4 ⋅±  and rank6J6=6. The change in ,
min3ΔΘ  

causes an error of the gripper position, which equals max. .107.14 3 mm−⋅  

5 Summary 

Differential description of the manipulator kinematics, presented in this paper, is the 
base for design of the contemporary software drivers of industrial robots, independent 
of the software manufacturers robots. 

This description can be applied in IRB manipulators series 1000, 2000, 3000, 
4000, 6000; in Fanuc manipulators M6, M16, M710, M10, M900; in a KUKA 
manipulators KR5, KR6, KR15, KR16; in a Mitsubishi manipulators RV-1A, RV-2A, 
RV-3S, RV-6S, RV12S; in Adept manipulators s300, s650, s850, s1700; in Kawasaki 
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manipulators series M, FS300N, ZHE100U, KF121. 
For KUKA KRC3, Adept s300 and Mitsubishi RV-2AJ manipulators the origin of 

second and third link frame is at the same point O2=O3 (see Fig. 1). Therefore for 
these manipulators one has to assume that 03 =l .  

In the controllers of contemporary industrial robots one can write own his/her own 
applications. These applications can be written using equation (5) derived from this 

work. In this equation, differentials ,
idΘ  should be replaced by the increments ,

iΔΘ , 

and differentials 6
6dx , 6

6dy , 6
6dz , xd 6

6 ϕ , yd 6
6 ϕ  and zd 6

6 ϕ  by corresponding 

increments 6
6 xΔ , 6

6 yΔ , 6
6 zΔ , x6

6 ϕΔ , y6
6 ϕΔ  and z6

6 ϕΔ . Such discretized equation (5) 

is the basis for the second stage of the calculation at master level of control [8,10]. 
During this stage the joint variables of the via-pints are iteratively calculated from the 
discretized equation (5). At this level of control in the first stage the Cartesian 
coordinates of the via-points are calculated.  

Assume that the joint variables of the previous via-point of trajectory were 

calculated iteratively and denote them by )(, −
iΘ . For the calculation of the joint 

variables of the current via-point, also we will apply iterative calculation algorithm. In 
the next, example the k-th iteration of calculations, the initial values of the link 

variables )(,
)(

−
kstartiΘ  are equal to the end values )(,

)1(
−

−kendiΘ  from the previous iteration. 

We calculate the Jacobian )( )(,
)(6

6 −
kstartiΘJ  and increases )(,

)(
−
kiΔΘ  from the discretized 

equation (5). The end values of the joint variables in the k-th iteration )(,
)(

−
kendiΘ  is the 

sum )(,
)(

−
kstartiΘ + )(,

)(
−
kiΔΘ . Subsequent iterative calculations cause the approach of the 

end values )(,
)(

−
kendiΘ  of iteration  to a values ,

iΘ  representing the solution of  

the inverse kinematics of the current via-point. If the current via-point is singular, the 

approaching to its gives rise to the risk of a reduction of the Jacobian )( )(,
)(6

6 −
kstartiΘJ  

rank. These protection’s measures are presented in the fourth chapter by using the 

example of manipulator IRB-1400. They consist in the correction of the angles ,
3Θ  

and ,
5Θ  by the minimum increments ,

min3ΔΘ  and ,
min5ΔΘ , seen by the servos.  

If during the iterative calculations )(,
)(3

−
kstartΘ  satisfy inequality 

,
min3

,*
3

)(,
)(3 ΔΘΘΘ <−−

kstart , we assume: )(,
)( 3

−
kendΘ = ,*

3Θ ,
min3

)(,
)1(3 )( ΔΘ⋅ΔΘ− −

−ksign . If 

*,*
)2,1(3

)(,
)(3 ΘΘ −−

kstart  ,
min3ΔΘ< , we substitute )(,

)( 3
−

kendΘ = *,*
)2,1(3Θ ⋅ΔΘ− −

− )( )(,
)1(3 ksign  

,
min3ΔΘ . Also, for the angle )(,

)(5
−

kstartΘ  satisfying the inequality 

,
min5

)(,
)(5

,*
5

)(,
)(5 ΔΘΘΘΘ <=− −−

kstartkstart , we assume: )(,
)( 5

−
kendΘ = )( )(,

)1(5
−

−ΔΘ− kstartsign  

,
min5ΔΘ⋅ . For other joint variables )(,

)( 
−Θ kendi = )(,

)( 
−

kstartiΘ . 
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Using such protection measures one should check the range of the changes in the 
gripper position caused by above angles’ corrections. For the sample manipulator 
IRB-1400 suggested corrections can at most result in changes of the position which is 

the sum of errors, i.e. .106.3 3 mm−⋅ + .107.14 3 mm−⋅ .103.18 3 mm−⋅=  The typical 

positioning accuracy of industrial robots are of the order .10 1 mm−  Thus, the errors 

caused by such corrections are acceptable.  
If the gripper position errors caused by such corrections were equal to or greater 

than the required positioning accuracy, inverse kinematics equations in a global form, 
presented in [12] would need to be used. For these equations, we can apply simple 
criteria for selecting solutions at the joint variables. Such criteria are much simpler 
and faster to implement than the criteria proposed in the Jacobian methods [1,3,4,6].  

Differential description of the kinematics, including corrections to prevent the loss 
Jacobian rank, presented in this paper, constitutes the base for the creation of own 
software, free from basic defect, namely, undesired stopping in singular positions. 
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Abstract. Reconstructing the three-dimensional (3-D) shape of an object is 
always a significant study in machine vision. Since it was first proposed by Marr 
in 1970s，3-D reconstruction has developed a lot but is still limited in many 
applications. In this paper, various kinds of theories, algorithms and methods to 
reconstruct 3-D shape are introduced, classified and analyzed. Then, image 
acquisition methods, computing methods and their achievements and limits are 
summarized. In the end, some conclusions and advices for machine vision based 
3-D reconstruction are presented.  

Keywords: Machine Vision, 3-D Reconstruction, 3-D Shape. 

1 Introduction 

Machine vision (MV), which was token as a procedure of image process by Marr [1], is 
an integrated multi-discipline subject, developed from optics, electronics, mechanics, 
image processing, mold cognition, and computer science etc. MV based 3-D 
reconstruction is to acknowledge or measure the 3-D shape of the target through 2-D 
images, in which a lot of research has been done. Thus more devices with vision are 
applied in different fields, such as intelligent control, industrial inspection, quality 
control, mobile robot, 3-D animation production etc. Especially in industrial 
inspection, precise 3-D data is urgently demanded.  

A MV system acquires the geometric information of the target, including its shape, 
gesture, position, and movement, to recognize and understand the obtained 
information, to reconstruct the target. The general process of how a MV system works 
is presented. Firstly, illuminated by the specific illuminant or light source. Secondly, 
acquiring 2-D images of the target using proper image sensors and acquiring methods. 
Thirdly, computing its 3-D data and reconstructing the target by using advanced tools, 
technology and algorithms.  

According to different methods of image acquisition and processing, the theories 
about 3-D reconstruction based on MV can be divided into three classes: methods 
based on stereo vision, methods using shape from shading, and methods of monocular 
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vision. This paper provides a review of these methods which are compared and 
analyzed. Finally, future research trends are presented.  

2 Stereo Vision 

Creatures with vision can acquire depth or distance information of their environment 
through their multiple eyes. Stereo vision is a kind of method which imitates them. It uses 
multiple cameras to acquire images in different directions, then inspects and matches the 
image points of the same point in the target based on the stereo parallax theory (see Fig.1) 
and triangulation theory. Using proper advanced tools and algorithms, a 3-D model can 
be constructed from the depth information of the target’s surface [2]. 

A complete process of stereo vision is generally divided into six stages: image 
acquisition, camera calibration, feature extraction, stereo matching, 3-D reconstruction 
and post processing [3] [4].  

Image Acquisition. To reconstruct a 3-D model by stereo vision, multiple images are 
needed by playing cameras in different positions [5] or using a single camera through a 
concave lens and a convex mirror to produce a stereo pair of images [6]. It can also be 
realized by rotating or moving the target with a camera and moving the camera while 
rotating or moving the target [7]. Methods with a single camera decrease the cost, make 
it easier to lay out cameras and simplify the calculating process compared with the 
former one. 

Camera Calibration. In stereo vision, camera calibration is to build correspondence 
between image points [8], more than what a camera calibration generally does.  

Camera calibration is a classic study and much research has been done. Zhang [9] 
[10] proposed methods based on known scenes. For changeable scenes, self-calibration 
methods, based on Kruppa function, calibration by layers [11], and changeable 
parameters camera calibration [12], improve the accuracy and efficient of camera 
calibration in a sense, but still not perfect enough. 

 

Fig. 1. Stereo parallax theory model [26]  
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Stereo Matching. Matching the corresponding points in different images and 
calculating their depth based on parallax theory, are the key technologies [13].  

According to matching principles, theories of stereo matching can be divided into 
three classes [8]: correlation methods, methods based on feature points and global 
matching of polar lines. They all perform well in specific simulation. 

3-D Reconstruction. Referring to the matching points’ data, depths of the other points 
can be calculated using numerical methods. Then a 3-D model can be constructed from 
depth data using compute techniques.  

3 Monocular Vision 

The theory that depth information hides in a single 2-D image was first proposed in 
1980s and has developed a lot [14] [15] since then. It promotes the development of 
monocular vision in MV based 3-D reconstruction. 

3.1 Camera Parameters 

The relationship among the focal length, the position of its focused image point and the 

corresponding point in the scene is given by the lens formula (1). 

 
           

                                                   (1) 

In the equation, f represents the focal length of the camera lens, u is the distance of 
the target point, and v is the distance of the image point to the lens (see Fig.2). But only 
points in a certain distance can be shot well enough referring to the image resolution, or 
the images will too fuzzy to recognize. Based on this, the theories are divided into two 
parts: depth from focus and depth from defocus. 

 

Fig. 2. the camera geometry 

 P1: first principle plane; P2: second principle plane; P: object point; p: image point; 

 D: diameter of the lens; d: diameter of blur circle; 

 G1, G2: first and second principle points of the lens.   
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3.2 Depth from Focus 

When the target is in focus, the algorithms perform well using formula (1). However, 
the positions of camera and target must be very accurate, and the result precision is 
always limited by the depth of the field and sensors applied [16]. 

Many researchers applied optimization algorithms in depth from focus such as Faye 
Bo Laky method [17], pyramid structure method [18], laplacian method [19] and 
dynamic search method [20], which all achieved good estimation of the surface with 
high speed and efficiency in a sense.  

This method is simple, but limited and not accurate in applications, many 
researchers are developing a more universal method which is depth from defocus.   

3.3 Depth from Defocus 

Depth from defocus decreases errors caused by the offset of the camera or the target, 
and improves efficiency [3].  

In blurred edges, a lot of depth information can be acquired. Pentland [21] [14] 
roughly solved the problem. Grossman proved it in 1987 [22]. To address the problem 
easily and efficiently, Subbarao [23] developed Pentland’s method into a simpler one 
assuming that the point spread function of the camera is rotationally symmetric. Sahay 
[24] proposed a method of harnessing defocus blur to recover high-resolution 
information. Swain [25] combined fuzzy logic with depth from defocus to improve the 
accuracy in depth estimation. 

In a sense, the defocus methods can obtain accurate data, but it performs badly in 
texture of complex objects. 

4 Shape from Shading 

SFS (shape from shading) is an important branch of MV based 3-D reconstruction. 
Horn [26] [27] first proposed SFS in 1970s. Since then, a great number of papers and 
approaches have been proposed, but a universal method under realistic assumptions is 
still lacking. SFS simulates human’s eyes mechanisms which use shape information in 
the image to reconstruct the 3-D shape. According to geometrical optics and physical 
optics, the intensity of the reflection light reflects the properties of the surface and 
geometrical structure of the target. 

4.1 Methods and Algorithms  

The most representative methods and algorithms are classified and compared by Zhang 
and Jean. Zhang divided them into 4 classes [28]: minimization, propagation, local, and 
linear based on conceptual differences. The representative methods are displayed and 
compared in terms of accuracy and time of these methods performing on 4 specific 
images. Jean classified them into 3 classes based on the mathematical and numerical 
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techniques [29]: methods of resolution of partial differential equations, methods using 
minimization and methods approximating the image irradiance equation. Their 
performances are compared and evaluated considering convergence properties, 
boundary conditions, accuracy, stability and the CPU time of reconstruction. They both 
drew a conclusion that all SFS algorithms produce generally poor results.  

4.2 Reflection Models  

Building a proper reflection model is the key part of SFS process, and impacts the 
image properties directly and difficult to be covered. Many sophisticated models have 
been proposed, but the basic models are Lambertian Model and Specular Reflection 
Model.  

Lambertian surface reflects light in all directions [28]. The result doesn’t have any 
business with the position of the viewer or the illuminant. It is simple and widely used, 
but performs badly in terms of rough surface.  

Specular Reflection’s key property is that the illuminant’s incident angle equals to 
the reflected one. The reflected light in reality is comprised by specular spike and 
specular lobe, as shown in the Figure 3.  

Torrance-Sparrow [30] proposed a refined model, assuming the surface as micro 
surface where mirror-like small facets are randomly oriented. Nayar [31] developed a 
reflection model for hybrid reflection which has a diffuse lobe compared with pure 
specularity, see figure 3. Xiao Dong He [32] proposed a complex physical reflection 
model which can be used for most of the surface properties and it promotes the 
development of SFS a lot.  

 

 

Fig. 3. Reflection Model 

5 Conclusions 

3-D reconstruction is an important technology in engineering and industry, and the 
reconstruction result directly affects subsequent design and manufacture [33].  
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5.1 Performance Comparison of 3-D Methods Based on MV 

Table 1 is a brief overview of the advantages and defects of these 3-D reconstruction 
classes. As shown in Table 1, stereo vision method can be applicable in most of the 
occasions, but it needs complex devices and algorithms and takes more time to 
compute. Stereo algorithms suffer from lack of local surface information, but SFS’s 
produce better estimates of local areas. Compared with stereo vision, monocular vision 
costs less, needs less space and simpler algorithms, but it doesn’t perform as good as 
stereo vision in other aspects. Every method can reconstruct the 3-D shape well in 
specific situations, but not for all the cases. There is no universal solution. It’s better to 
combine them together. Cryer and his co-workers proposed an algorithm by combining 
stereo and shape from shading [34]. So some researchers combine monocular and 
stereo vision to reconstruct the 3-D scenes of the environment [35] and achieve a good 
result. To obtain accurate data from the images, structured lights are always used to 
help sharp the details of the target object [36] [37].  

5.2 Development Trends 

Based on the analysis above, in the near future, the research of 3-D reconstruction 
based on machine vision can be laid out in the following factors. 

1) Refine the algorithms and models. Based on the application in reality, refine every 
model so that it can perform in applications as well as in simulation. 

2) Combine different methods. To make the most use of the information in an image, 
combine these methods to reach a good result. 

3) More sophisticated computing methods. To improve the computing speed, the 
computer cluster computing, network cloud computing and GPU computing 
method can be applied to shorten the time of reconstruction.  

Table 1. A brief overview of these methods 

Methods Complexity Automation 
Perform

ance 
Cost 

Stereo 

vision 

Higher complexity;  

Longer time 

Full automation 

Can be achieved 
Better  High 

Monocular 

vision 

Lower complexity;  

Short time  

A certain  

degree 
Fine Lower  

SFS 

Low complexity for the 

methods with complex 

algorithms   

Full automation 

Can be achieved 
Poor  Low 
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3-D reconstruction is still in development, there are many problems and difficulties 
to overcome to a good performance in reality, but the demands for perfect 3-D 
reconstruction is demanded urgently. With the development and maturation of the 
techniques, 3-D reconstruction based on machine vision will change the style we 
produce, inspect products, and the way we live. 
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Abstract. According to the in-line inspection requirements of the surface 
mounted IC (integrated circuit) devices on the printed circuit board (PCB), an 
inspection algorithm based on the lead’s features was presented. Firstly, the 
features of the IC devices with different mounted quality under three colors (red, 
greed, blue) structure light source were analyzed. Secondly, the lead edge points 
were extracted with the first color derivative. Then the points were projected to 
avoid the difficulty of right thresholding. Based on the projections of the edges, 
the horizontal and vertical borders of the IC leads were obtained by the sliding 
location window algorithm. After location the leads, the defects such as missing 
devices, wrong devices, shifts and skews were inspected. Experiments results, 
from comparing with three existing method, show that our method possesses 
better performances both on efficiency and speed. 

Keywords: automatic optical inspection (AOI), IC devices, leads, color 
derivative, integral projection. 

1 Introduction 

Recently, with the developments of surface mounting technology (SMT), the current 
trends toward miniaturization of devices, denser packing of boards and highly automated 
assembly equipment make the task of detecting these defects on the PCBs more critical 
and difficult. Since human inspectors result in low speed and efficiency, as a replacement, 
several visual inspection systems have been reported with different classification 
techniques [1-10]. Nevertheless, most attention were paid to the solder joints inspection 
after reflow [1-3]. However, the later a defect is detected, the more expensive it is to be 
repaired, thus, early detection (i.e., after surface mounting) is inherently necessary[7]. 

 Teoh et al. [9] ultilized histogram to identify missing devices or misalignment of 
device. They also proposed employing white pixel count index as criterion to detect 
device with wrong orientation. The approach was fast, but results in many false alarms 
since it ignored the features such as color and light. Cripin et al. [12] proposed a 
template matching and wavelet decomposition technique to detect device absence, 
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which was sensitive to the device rotation. The other decision makers, such as Bayesian 
frameworks, neural networks with high performances were also applied to detect the 
devices [4,5]. However, the slow operation made it rarely used in real time system.  

In order to develop a fast and reliable inspection strategy, the proposed system and 
methodology is presented. The defects can be identified properly by the proposed 
method. The remainder of this paper is organized as follows: In the next subsections the 
features of devices under three colors (red, greed, blue) structure light are analyzed. In 
Section 3, a first color derivative process combined with integral projection was 
presented. Section 4 describes Feature Analyzing and defects detection of IC devices. 
Experimental results that highlight the potential of the developed algorithm are given in 
Section 5 and the paper concludes in Section 6 

2 Illumination System and Devices Image 

2.1 Light Illumination System and Optical Structure 

Dedicated illumination system are very crucial in machine vision application. It was 
reported that the feature distance of the device should be enlarged under the structure 
light source[11], so a circular tiered illumination system is developed as shown in 
Fig.1. It consists of three layers of ring-shaped LEDs, a solid-state CCD camera, a color 
image grabber. The LEDs are coaxially tiered in a sequence of red, green and blue, in 
ascending distance from the inspection surface. 

 

Fig. 1. The illumination of vision system 

Since the three colored LEDs illuminate the device surface at different incident angles, 
the specular conditions generated by each ring LEDs are different. Fig.1(a) shows three 
different specularity conditions according to the configuration of the colored LEDs and the 
surface inclination. For the red circular LEDs in Fig.1(a), the slope near to the plate meets 
the specularity condition such that a device surface with this flat appears as a red highlight 



206 W. Hui-hui and L. Sheng-lin 

pattern in a camera image. Other rays emitted from the green and blue LEDs are not 
admitted into the camera's principal direction, so the camera cannot capture the green or 
blue rays reflected from the surface. For the green circular LEDs in Fig.1(a), the gentle 
slope satisfies the specularity condition such that a device surface with this slope appears 
as a green highlight pattern in a camera image. With the same manner, a device surface 
with a steep slope appears as blue highlight pattern in a camera image. 

Fig.1(b) gives an image of device on the PCB under the illumination system. Specula 
surfaces, such as leads tip reflect distinct color patterns: red, green and blue, according to 
their surface slopes. Other rough surfaces, such as the device body and the PCB base 
plate, diffuse the incident rays randomly in all directions, thus mixing the colors of the 
incident rays so that the reflections appear as their natural color in white light. 

2.2 Device Image Analyzing 

There are different types of devices in the SMT. In this paper, we focus on visually 
inspecting the placement quality of surface mounted IC devices. 

In this study, the qualities of mounted device are divided into five classes: good 
device (GD), missing device (MD), device rotation (DR), device shift (DS), wrong 
device (WD). Before inspection, the feature of a good device (reference device) should 
be learned. Typical synthetic examples of device shapes, and the corresponding 
highlight color patterns in window images, according to their mounted qualities is 
depicted in Fig.2.  

 

 (a) Missing device     (b) Wrong device   (c) Device rotation  

 

(d) Device shift    (e) Leads lift side view    (f) Leads lift 

Fig. 2. The color patterns of defect devices 

The characteristics of the shape and the corresponding color pattern according to 
the classes of IC devices are described as follows: 

1) The missing device has no leads, and therefore no red pattern can be observed  
(Fig. 2(a)). 

2) For a wrong device, the distance of leads is not match with the requirement of the 
good device (Fig.2(b)). 

3) If the device is rotated, the locations of leads on both sides are asymmetric  
(Fig. 2(c)). 
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4) When the device is shift, relatively to the ideal position (i.e., pad), there are 
displacements in the horizontal or vertical direction (Fig.2(d)). 

5) In the case that the device is lift, relatively to the ideal position (i.e., pad), the flat 
of lead tip is lift and red highlight pattern in the image decreasing, hence the color of 
lead tip is different (Fig.2(e). 

Notice that the visual clues afore-mentioned can be somewhat distinct are the area 
and position of information of the leads, color features on the device body, therefore, 
our approach focus on the lead features. 

3 Leads Location 

In this section, we will discuss how to locate leads. Our first idea might be to use the 
segmentation algorithm, however, the accuracy of the result we can derive from the 
segmentation depends on choosing the correct threshold in most cases, this problem is 
especially grave if the illumination can change. Note that the edges of leads is 
significantly, therefore, extracted edges will be helpful o locate the leads. It is typically 
used to determine the position or diameter of an object. 

3.1 Location of Left and Right Boundary 

We now turn our attention to edges in real images, for simplicity, the first problem we 
have to address is finding edges in gray image. Let us regard the image for the moment as 
a 1D function f(x). we know the gray value change significantly if the first derivatives of 
f(x) differs significantly from 0,i.e., | f’(x)|>>0. Considering that the real image is discrete, 
thus, first derivatives is define: fi=fi-fi-1. However, this definition is not symmetric. It would 
compute the derivative at the “half-pixel” positions fi-1/2. A symmetric way to compute the 
first derivative in the 2D image with the size M*N is given by[13] : 

( ) ( ) ( )[ ] 2/1,11,1, −−−++= jifjifjid                                (1) 

Where, f(i+1,j+1) is the gray value of point (i+1,j+1), i=1,2,…M-1, j=1,2,…, N-1 .  
 Notice that the image to process is colored, let F be a M×N×3 matrix associated 

with the ROI in the acquired color image, then the first  color derivative (color 
derivative for short) is define as : 
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Where, Fc represents different color sub-image,i.e,F1 represents red sub-image,F2 

represents green sub-image and,F3  represents blue sub-image. Fc (i+1,j+1)  is the 
gray value of point (i+1,j+1) in the sub-image. 

This is a very useful in our applications because it is extremely fast. Fig.3(a) displays 
a line calling horizontal search line along the leads. Its color derivative, computed with 
Eq.(2), is shown in Fig.3(b). We can see that the edges of leads in the image cause a 
very large number of local maxima in the absolute value of the color derivative. The 
salient edges can easily be distinguished by thresholding the absolute value of the color 
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derivative: d(i,j)|>=t, where t is the threshold to select the relevant edges. nfortunately, 
this alone is insufficient to define a unique edge location because there are typically 
many connected points fulfill this condition. Therefore, to obtain a unique edge 
position, we must identify the locally maximal value which is called non-maximum 
suppression. This is called non-maximum suppression. 

To extract the edge position, we need to perform the non-maximum suppression. For 
all color derivative, if d(i,j) satisfied  

  tjidjidjidjidjid >+>−> ),(),1(),(),1(),( ∪∪           (3) 

 d(i,j) is called edge point e(i,j). 
In order to fit edge line, we need more edge points, therefore, a lot of search lines are 

drawing in the image, as shown in Fig.3(c). Along each search line, we can obtain edge 
points, as shown in Fig.3(d). Then, the integral projection associated with these points 
are defined as follow: 
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Where, Pi is a vector with the dimensions 1×L, L is the length of each search line, S is 
the number of search line. The projection is shown in Fig.3(e). 

It is easily found that the peak values of the projection associated with the lead 
edges, hence, the number of peaks is equivalent to the number of lead boundary, for 
each peak, its boundary can be located with the max grad of projection. One problem is 
that because the single peak is usually affected by the noise and the skew of leads,  the 
result is not accuracy. Notice that the width and distance of leads is not changed, based 
on this, a “sliding filter window algorithm” is developed to locate the leads, take the 
lead shown in the Fig.3(a) for example, the algorithm is detailed as follows: 

1) Let element y in the projection P denotes the left boundary of the first lead, 
supposing the width of lead is W, then its right boundary is y+W. supposing the distance 
of leads is D, then, the left boundary of the second lead is y+D, and the right boundary is 
y+D+W, similarly, we can locate the left and right boundary  of the 3,4,…,nth lead 
such as y+(n-1)*D,y+(n-1)*D+W. In order to prevent right boundary over the range of 
the P, the end position of y in the P is restricted to [1,yE],where, yE=M-W-(n-1)*D. 

2) For each element y, calculate the sum of the projecti-on by  

∑∑∑
+−+

−+=

++

+=

+

=

++=
WDny

Dnyp

WDy

Dyp

Wy

yp

pPpPpPySum
*)1(

*)1(

)()()()(                    (5) 

3) Let the step is 1, sliding y from 1 to yE, the candidate element having the 
maximum value of  Eq. (5) is identified as the target element ym.  

))((max ysumy
y

m = ,     ],1[ Eyy ∈                       (6) 

ym is the best left boundary of the first lead. Based on this element, all the left and 
right boundary can be obtained. The result is shown in Fig. 3(e). 
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                        (a) A horizontal search line  

 
(b)  Color derivative and edge points 

 
         (c) Search lines  

 
(d) Edge points  

 
(e) Integral projection of edge points 

 
(f) Result of lead’s edge  

Fig. 3. The vertical location of good leads 
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3.2 Location of Top and Bottom Boundary 

After location the left and right boundary of leads, we draw some vertical search lines 
as shown in Fig.4(a). Along each line, the edge points can be obtained and top 
boundary can be located by the same way discussed in section 3.1. Let the length of 
lead is L, suppose the top boundary of  leads is LeadT, then the bottom boundary is 
LeadT+L. Comprehensive information with the horizontal and vertical boundary, we 
finally get the lead position, the location of leads displays in the Fig.4(d). 

 

(a) Vertical search line 

 
(b) Vertical edge points 

 
 (c) Top boundary of leads 

 
(d) Leads location result 

Fig. 4. The vertical location of good leads 

4 Feature Analyzing and Inspection 

Previously in section 2, the defect device will be detected by analyzing the leads 
feature. Therefore, during the process of leads location, a set of algorithms are 
developed and the detail is described as follows. 
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a) First, in the algorithm for missing device detection. Taking into account the 
projection of the lead edge points, define: 

∑
=

=
M

p
m pP

M
P

1

)(
1

                           (7) 

Where, Pm is the mean of projection, as shown in Fig.5. Comparing it with the mean 
of projection of reference device, if the difference between the reference device is too 
large, it can be judged for missing device. Otherwise, the device is acceptable. 

 

Fig. 5. projection of edge points and mean 

b) If the device is present, the number of leads is calculated, since the projection of 
lead edges is greater than the mean of the projection, so for each point i in the projection 
P, if Pi > Pm, then calculated its next point , the point must satisfied :     

mi PP >  and mwi PP >+                        (8) 

Where, W is the width of the lead, as shown in Fig.5. Only if the point i satisfied  the 
Eq.(8) will be diagnosed as a good one. If not, the solder joint will be diagnosed as the 
wrong device. 

c). In the algorithm for skew device inspection, a symmetry judgment is 
employed. Let the center of gravity of left leads is GL, the center of gravity of right 
leads is GR, then, the displacement of the center DG is  

RLG GGD −=                           (9) 

Suppose the ideal displacement is TG, if DG≥TG, the device is rotated. As shown in 
Fig.6(a), the position of the left and right leads are symmetry, there is no displacement. 
The inspection of device rotation is shown in Fig.6 (b), it shows that the left and right 
lead are asymmetry in the horizontal direction since the DG is large. 
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(a) Image of skew device        (b) Leads location result  

Fig. 6. The location of skew device 

d). In the algorithm for detecting shift, a center of gravity comparing method is 
employed. After location the device, the center of gravity of the device can be obtained 
by 

2)( LxM mx += ,         2)( WyM my +=              (10) 

Supposed the ideal center is [Cx,Cy] (i.e., the center of the pad), the permission 
displacement is Tx,Ty, if |Cx-Mx,|≥Tx, the device is horizontal shift; if |Cy-My|≥Ty, the 
device is vertical shift, otherwise, the device is acceptable. 

e). For detecting leads lift, an evaluation function is defined: 
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where, n is the number of  leads, RA0 represents the ratio of  the total area of 
inspected device and the reference device leads, RA1, RA2, ..., RAn represent ratio of area 
of lead 1,2, ..., n, respectively, w is the weighting factor, the value of their experience: 

n=2,w=0.5; n=3,w=0.4; n≥4,w=0.2                   (12) 

If FunA is less than the threshold TL, then there is leads lift defect. 
Until now, all the common defects have been inspected completed, if all test items 

are correct, then the devices is judged to be good   

5 Experiments Results  

In this section, the performance of the proposed algorithm is evaluated by comparing 
with three existing methods  

5.1 Training Procedure 

To reduce the time consuming, all the training procedure is processing in the offline 
system. The training procedure is applied to obtain the feature of the lead in the 
reference image The precise steps are presented as follows. 
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Step 1: Selecting the region of interest (ROI) containing the inspection device in 
the reference image  . 

Step 2: Selecting appropriate parameters for different inspection device such as 
length, width of the leads 

Step 3: Our location method is applied to locate the leads in the ROI 
Step 4:The feature such as center of gravity, permission shift for the interest 

device are calculated. these feature are fed into the inspection procedure for classified. 

The method used to create the training sets allows us to set the inspection system 
before implementing the production line. This is very helpful, because it reduces the 
cost of the inspection and allows us to start the inline inspection in production line 
and the offline training system simultaneously. 

5.2 Performance Evaluation of the Proposed Method  

The proposed inspection algorithm has been implemented and tested from the actual 
placement environment in terms of recognition rate and execution time.  

260 actual boards with 2080 different devices are used for testing, after completing 
enough experiments to adjust some suitable thresholds and train the feature, we finally 
achieve quite satisfying results are summarized in Table 1. The total success rate is 
therefore found to be 97.9%. It seems that some classes were misclassified. However, 
since the cost of misses is more than the false alarm and misclassification for a real 
inspection system, the misclassification in an appropriate amount of degree will be 
acceptable. 

In order to verify that our algorithm is more efficient the proposed algorithm is  
compared with methods of neural networks[4], histogram[9], and template 
matching[12].All the experiments were performed with Micsoft visual studio 2010 on  
Pentium-4 2.4 G under Windows XP, with 1G of memory. 

In terms of time requirements of our approach, Take the device in Fig.3 (the size is 
401×281) for example, the average time for each step are summarized in Table 2. The 
color derivative extraction takes about 16 ms for processing the all leads. The 
projection and location step takes about 2 ms and the recognition and classifier takes 3 
ms. The total consuming time is about 21 ms, which can meet the requirement of 
real-time inspection. 

As shown in Table 3, one finds that the inspection speed of the proposed algorithm is 
obviously much faster than other latest three methods, which are 85ms, 25ms and 72s. 
This result shows that the proposed method based on leads feature need much less 
computing time because most they only need to analyze the leads region. It also 
indicates that the features extracted and used in the proposed method are simplified and 
models of the leads types built in the proposed method are more effective to explain the 
appearance and the shape of the device than the other methods. 

As can be seen from Table 3, from the view point of detection device types, one 
finds that the methods of neural networks, histogram, and template matching can detect 
only some certain common types of device, such as missing device, wrong device, shift 
device and acceptable, but the proposed method can detect more other types, including 
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skew and lift. This result means that the proposed method can extract more useful 
information to explain lead types and its classification is more detailed and useful to the 
quality control of the manufacturing process. 

From these comparisons, it can be concluded that the performances of the proposed 
algorithm are much better than another latest methods in two aspects, i.e., inspection 
recognition types and inspection speed. Its more detailed classification and higher 
recognition rate are more useful to the quality control in manufacturing process, and its 
faster inspection speed is more helpful to improve the efficiency of the manufacturing 
process. This indicates that the algorithm is suitable for real-time applications. 

Table 1. Classification Results of Testing Data 

Type Number 
Results of classification 

Correctly classify 
MD    WD    DR    DS    DL    GD 

MD 6 6  100 
WD 7 7 100 
DR 15 14      1  93.3 
DS 11        11             100 
DL 17                          16      1 94.1 
GD 2024                           6    2018 99.7 
Total 2080 -- 97.9 

 

Table 2. The processing time of 
proposed method 

Table 3. The performance comparison of four 
different detection methods. 

Step of  the algorithm  Average time (ms) 

Color derivative extraction 16 
Projection and location 2 

Recognition and classifier 3 
Total 21 

 

Algorithm Inspection items Times(ms)

Neural networks Missing, wrong, shift, 
good 85 

Histogram  Missing, wrong, shift, 
good 25 

Template matching Missing, wrong,  good 72 

Our method Missing, wrong, shift, lift, 
good 21 

 

6 Conclusion 

In this paper, efficient techniques for surface mounted IC devices inspection have been 
described. Three colors (red, greed, blue) structure light source is used for efficient 
extraction device color information. Via the proposed inspection method, The edge 
points of leads are obtained with the first color derivative and projected to  locate the 
boundary of leads. After that, a simple Feature Analyzing is shown to be enough for 
defects detection and classification. Experimental results have shown that the proposed 
inspection system can identify the defects of the device such as missing, shift, rotation 
and wrong devices, etc. effectively and achieved a high performance in terms of the 
recognition rate as well as the execution time. The proposed inspection system is now 
on the field test. 
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Abstract. A new single camera vision system for online coplanarity inspection 
of SOP (Small Outline Packaging) IC leads is presented. First, a novel imaging 
optical structure with multiple reflection mirrors and a total reflection 
rectangular prism is developed. This structure characterized in that two side 
views of IC leads are captured one-time in a small FOV (Field Of View). 
Second, a fast high-precision algorithm to inspect the coplanarity of IC leads is 
also proposed. Based on the statistical method, the “3Sigma” criterion is used to 
judge the quality of IC leads’ coplanarity. Finally, the experimental results 
indicated that the proposed system can inspect IC leads coplanarity in real-time. 

Keywords: IC leads, coplanarity inspection, optical structure. 

1 Introduction 

The coplanarity of IC leads is getting increasing attention throughout the electronics 
manufacturing industry. If the IC leads have poor coplanarity, the IC can not correctly 
sit on the pads of PCB during the welding process. The electronic products with this 
problem may past the terminal detection, but sometimes they could not work 
normally. Yet, it is impossible to avoid the poor coplanarity altogether in the 
production process. However, if the IC having poor coplanarity leads continues to 
assemble on the terminal product, great economic losses will be caused. Hence, some 
solutions were taken to control the coplanarity of IC leads. They can be classified into 
four main types: laser based, 3D based, projection based and special layout based 
methods. 

(I) Laser Based Method. Kim [1] proposed an inspection process based on a laser 
vision system which provide the range of the BGA IC. This system required a 
Cartesian robot to control of the laser vision sensor moving on the teaching path. 
Sun[2] presented a line-structured laser scanning measurement technology in SMT-
based BGA chip leads’ coplanarity. This approach required the high accurate motion 
control and resulted in slow measurement. Wei[3] proposed a coplanarity inspection 
of ball grid array (BGA) solder balls based on laser interference. The system required 
the laser interference equipment to produce laser interference structure. 
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(II) 3D Based Method. Johannesson [4] presented a 3D measurement system for 
coplanarity inspection of the BGA chips based on the sheet of light triangulation 
principle. Although the system structure was compact, the camera could capture only 
one line at one time. Yen [5] proposed a 3D measurement system for coplanarity 
inspection of BGA solder balls. This method could overcome the shortcoming of low 
inspection speed of physical line-scanning process of the laser scanning technique. 

(III) Projection Based Method. Qin[6] proposed a solder ball coplanrity inspection 
system for BGA package with one CCD camera based on projection method. Since 
two times imaging with different light, two times fitting for each ball, and motion 
control unit were all needed, these would make the system slow down. Smeyers [7] 
presented a special optical system to measure the leads coplanarity of QFP (Quad Flat 
Package) IC based on dual shadow projection method. Although the system could 
achieve sub pixel positioning, the four times imaging was time-consuming and 
calibration procedure had to be implemented.  

(IV) Special Layout Based Method. Stanke[8, 9] designed a special layout with four 
mirrors and a back light source to captured all four chip side views of a QFP IC from 
one point view. This proposed system has the advantage of high precision and 
stability, but a static carrier and a special layout are required for IC chip imaging. 
Hou[10] developed a layout using two mirrors and a ring type LED lighting to 
measure to double side views of a SOP IC from one point of view. Since a grey scales 
image template match method was used, the image processing of IC lead position 
extraction is slow. 

Traditionally, for most of the coplanarity measurement system of IC leads, either 
the structure is complex resulting in high cost, or the imaging quality is poor resulting 
in complicated algorithm with slow running speed. In this paper, the online 
coplanarity measurement system for IC leads is presented, which captures double 
sides of IC leads to be measured using single camera vision system. Hence, a fast 
algorithm for the coplanarity measurement of IC leads is studied.  

This paper is organized as follows. In Section 2, a novel imaging optical structure 
is presented, which is used for the IC leads coplanarity inspection. In Section 3, the 
inspection algorithm is proposed. In Section 4, experiments are performed to validate 
the effectiveness of the proposed system. And the paper is closed in Section 5 by 
some conclusions. 

2 Imaging Optical Structure 

The proposed imaging optical structure of coplanarity inspection system for IC leads 
can be assembled for the simultaneous acquisition of double side views of IC leads in 
a single frame at a small FOV. As can be seen from Fig. 1 (a), there is an isometric 
view of imaging optical structure of IC leads coplanarity inspection system 
illustrating two unattached light sources, two visors, the isolated light plate, the IC 
sliding rail, the gland, the multiple reflection mirrors (RM1, RM2, RM3, RM5, RM6, 
RM7, RM8 ), a prism and a CCD camera arrangement.  
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Fig. 1. IC leads image optical structure diagram 

In Fig.1(a), as illumination for IC leads, the two light sources L1 and L2, being 
made of white light LED array, working independently and constructing 
symmetrically of each other, are provided. As for the left side optical path, based on 
the backlight illumination, after reflected by RM1 and RM2, L1 provides light that 
impinges the tip of the left side leads and projects a backlit image onto RM3. After 
reflected by RM4 again, the projected image can be seen from the left side surface of 
the prism. Simultaneously, for the imaging principle, the right side optical path is the 
same as the left side optical path. Thereby, after reflected by RM5, RM6, RM7 and 
RM8 in turn, L2 provides light that projects the backlit image of the tip of the right 
side leads on the right side surface of the prism. Consequently, part of the optical 
signal from L1 is finally incident on the FOV area of the left side of the camera, and 
the other part of the optical signal from L2 is finally incident on the FOV area of the 
right side of the camera.  

The prism, having two reflective surfaces, is a total reflection rectangular prism. 
This prism is provided above the IC, and a camera is provided there above, enabling 
camera to image from two different optical paths. After transmitted by the prism, the 
image of the left side view of IC leads is incident on the camera via optical path A in 
Fig. 1, and the image of the right side view of IC leads is incident on the camera via 
optical path B in Fig. 1. 

3 Inspection Algorithm 

3.1 IC Lead Tips Searching 

The searching algorithm is designed based on the following image features. First, 
since the gray level difference between the extreme dark leads and very bright 
background is very large. It is most easy and convenience for the algorithm to identify 
the target and background. Second, because all IC leads have rising and falling edge 
feature, it is easy to characterize the start and end of a lead. Finally, the tips of IC 
leads are much higher than baseline obviously, which can clearly distinguish and 
effectively restrain the weak jagged edges. So it needs to set a threshold to record and 
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update the possible target points. As a result, by incorporating these features, the 
search algorithm can executed efficiently. 

As for the leads in the lower row, the image is scanned from bottom left to top right 
column by column. The algorithm of the IC lead tips searching in the lower part is 
depicted by the flowchart in Fig. 2. As for the leads in the upper row, the searching 
method is similar to the lower row. 

 
Fig. 2. Flowchart of searching the tips of IC leads in the lower part 

3.2 Sub-pixel Positioning 

In this research, based on the gray moment method, an innovative four steps means, 
including estimation, coarse positioning, precision positioning and verification, is 
utilized to the fast sub-pixel positioning for leads tips. These four steps are as follow. 

Step1: estimation procedure. The predicted value is selected as the middle element 
of the gray vector, and the same element number of both ends is selected. Then, based 
on the gray moment method, the estimated edge point is calculated. In this procedure, 
we choice the gray vector with 41 elements. 

Step2: coarse positioning procedure. The estimated edge point is selected as the 
middle element of the gray vector, and enough elements is selected symmetrically for 
the gray vector construction. During the coarse positioning procedure, the element 
number of the gray vector is selected as 21.  

Step3: precision positioning procedure. The coarse positioning edge point is 
selected as the middle element of the gray vector, and the less elements is selected 
symmetrically for the gray vector comparing with the step 2. In the precision 
positioning procedure, the element number of gray vector is chosen 19. 
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Step4: verification procedure. The precision positioning edge point is chosen as the 
center of gray vector, and the fewer element number is selected. In general, during the 
verification procedure, element number is chosen 17. 

3.3 Judgment Criterion 

The “3 Sigma” criterion is used to judge the coplanarity is good or not. First, a 
background image without IC is captured and used to assure the equations of two 
baselines. After searching the points of baselines, the least squares method is used to 
fit the equations of baseline, as shown in the formula (1). Second, many images of 
good coplanarity ICs are selected and the statistical method is used. Then the Sigma 
of the standoff of IC lead is determined. Third, based on the formulation (2), for the 
testing image, we calculate the distance from the IC lead tip to corresponding baseline 
and viewed as the standoff. Finally, according to the “3 Sigma” criterion, datum 
contained gross error are rejected, shown in formula (3), formula (4) and judgment 
criteria (5). If the datum of distances can satisfy the requirement of criteria (5), these 
will be accepted. Otherwise, these will be rejected. After remove the datum having 
gross error, the number (N) of datum is updated. As a result, based on the formula (3) 
again, the average of these distances without gross error is calculated, corresponding 
to the standard in pixels. Then, the coplanarity of IC lead can be inspected. 

The two baseline equations can be formulated as 
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4 Experiments and Results 

The two side views of IC leads image are acquired by the IC leads coplanarity 
inspection system with a single GIGE camera one-time in 8 bit gray format, having 
the size of 1600*1200. The lens used in the inspection system is a TEC-M55 from 
Computar, and the lightings are produced by the two white LED strip light sources. 
The double-sides 16-pins SOP ICs are used as samples for testing. 

4.1 Experiment Platform  

As in Fig. 3 (a), there is an inclined angle ϕ between the imaging optical structure 
and the horizontal direction. The IC can slide on the inclined rail from top to bottom 
relying on its own gravity. When the IC is in the FOV, both side views of IC will be 
captured. The Fig. 3 (b) and Fig. 3 (c) show that the imaging optical structure is 
compact, and its size is about 5 cm * 5cm * 6 cm (Length * Width * Height). 

 
Fig. 3. (a) IC leads coplanarity inspection system. (b) The top view of the imaging optical 
structure. (c) The side view of the imaging optical structure. 
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4.2 Statistical Procedure  

In the Fig. 4 (a), we need to obtain the two linear equations, respectively. The 
calculation for the lower baseline is organized as follow. First, the points on  
the baseline are searched from bottom left to top right. The gray value of point on the 
baseline is about 100 according to the priori knowledge. Hence, if the gray value of 
the point is greater than 100, the coordinates of the current point will be recorded and 
the searching will go to the next column of the search until the search is completed for 
all columns. Second, based on the center of recorded point, a 41-dimensional gray 
vector is constituted. Third, based on the gray moment approach, the four-step method 
is used for the sub-pixel positioning of points on the lower baseline. Finally, by using 
sub-pixel points on the lower baseline, the least squares method is used to fit the 
lower baseline. On the principle, the calculation for the upper baseline is the same as 
the lower baseline. As a result, the equations of the upper baseline and the lower 
baseline can be obtained as follow. 

0.003459 1001.656185 0

0.002225 202.642707 0

+ − =⎧
⎨ + − =⎩

X Y

X Y
                       (6) 

  
Fig. 4. The background image 

  
(a)                              (b) 

Fig. 5. The image with good IC leads.(a) The source IC image. (b) IC image with cross marks 
for lead tips. 

Fig. 5 (a) is one of the good images of IC leads. First of all, the threshold of 
distance is set as 6. And using the IC lead tips searching method, the IC lead tips are 
positioning, represented by the green crosses, see Fig. 5 (b). While the two the 
baseline expressed by the red lines. After that, to positioning result as the center pixel, 
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a 41-dimensional gray vector is constructed. And based on the above four-step sub-
pixel positioning algorithm, sub-pixel positioning of the IC lead tips are achieved. 

Similarly, the lead tips of 60 IC sample images can be searched and sub-pixel 
positioned. First, the sub-pixel locations of 480 leads in the upper part, and the other 
sub-pixel locations of 480 leads in the lower part, can be obtained. Second, on behalf 
of the standoff value of lead tip, the distance from the IC lead tip to corresponding 
baseline is calculated. Then two curve graphs of standoff of IC lead tips of the upper 
part and lower part are shown in Fig. 6. Finally, according to the “3 Sigma” criterion, 
datum contained careless error are rejected, the average of these distances is 
calculated and corresponds to the standard standoff value in pixels. As a result, the 
standard standoffs and the range of the good IC can be seen from the table 1. 

  

(a)                                         (b) 

Fig. 6. (a) Curve graph of standoff of upper IC leads. (b) Curve graph of standoff of lower IC 
leads 

Table 1. The ranges of standoffs of good IC in pixels 

Positions Standard standoff, H (pixels) [ H-3Sigma, H+3Sigma ] 

Upper row 15.24 [ 11.23, 19.25 ] 
Lower row 13.08 [ 9.66, 16.49 ] 

4.3 Inspection Procedure  

The proposed algorithm is implemented on a laptop with a dual-core i5 processor 
running at 2.27 GHz with 4 GB of RAM and Windows XP SP2. The algorithm is 
implemented in C/C++, compiled in Visual Studio 2008, and run in the release 
version. In particular, the function called Clock() is used as the evaluation function of 
the run time. The testing procedure simulates the on-line running environment and 
calculates the average running time of the continuous loop 1000 times as the 
evaluation standard. 
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(a)                               (b) 

  

(c)                               (d) 
 

Fig. 7. Sample images of IC leads. (a) One of the good IC leads image. (b) IC image with lifted 
lead. (c) IC image with downed lead. (d) IC image with burr lead. 

Table 2. Time-consuming of the proposed algorithm with some IC sample images 

IC type Good/Bad Time-consuming (ms) 
IC1 G 2.25 
IC2 G 2.46 
IC3 G 2.43 
IC4 G 2.34 
IC5 G 2.41 
IC6 G 2.35 
IC7 G 2.28 

Lifted lead IC8 B 2.26 
Downed lead IC9 B 2.38 

Burr lead IC10 B 2.39 
Average _____ 2.355 

 
Seven good ICs and three faulty ICs are tested. In Fig. 7, some red circles are used 

to mark the defect pins of these three faulty ICs. The experiment results are list in the 
table 2. If the coplanarity inspection result is within the range of “3 Sigma”, the test 
IC will be viewed as the good one. Otherwise, it will be viewed as the faulty IC. The 
lifted lead IC8, the downed lead IC9 and the burr lead IC10 are classified as the bad 
coplanarity ICs, whereas others are classified as the good coplanarity ICs. In addition, 
The inspection system takes less than 2.4 ms to get the result for each IC sample. 
Therefore, our proposed algorithm is reliable for different kinds of IC leads. And the 
processing speed is fast and stable.  



A Fast Coplanarity Inspection System for Double-Sides IC Leads Using Single Viewpoint 225 

 

5 Conclusion  

The online coplanarity inspection system of IC leads is proposed. First, a novel 
imaging optical structure enables the simultaneous image acquisition of two side 
views of IC leads at a small FOV. Second, a fast high accuracy algorithm for IC leads 
coplanarity inspection is presented. Based on the statistical method, the “3Sigma” 
criterion is used to judge the quality of IC leads’ coplanarity. Finally, the experiment 
results indicated that the proposed system can fast inspect the leads coplanarity of 
each IC within 2.4ms. Furthermore, the proposed coplanarity inspection system for IC 
leads has been applied to the IC production line. 
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Abstract. In this paper, we proposed an adaptive enhancement algorithm based 
on fuzzy relaxation. Firstly, the OTSU algorithm is used to classify background 
and objective, and the crossover points for each pixel are defined by the 
classification results. Then, the concept of fuzzy contrast based on the image 
normalization is introduced, and the value of fuzzy contrast is defined as a 
image contrast feature plane. Secondly, at basis of the fuzzy characteristic of 
the hyperbolic tangent, a novel membership function is proposed, the crossover 
points and the adaptive function curve can achieve the best by adjusting the 
control parameters. Finally, the fuzzy contrast feature plane is mapped to gray 
level plane using the method of linear transformation. The experiment obtains 
excellent results which is only one time iteration. The linear transformation 
reduces the lose of the adjacent materials bag image’s edge information and 
improves the operational efficiency. The analysis experimentally demonstrates 
that proposed algorithm is adaptive and the image details also have been 
preserved. 

Keywords: materials bag, image enhancement, fuzzy set theory, hyperbolic 
tangent function. 

1 Introduction 

We have witnessed a rapid development of the vision technology from the lab to 
practical application [1-3]. In the field of logistics and packaging, and in both regular 
and automated stereoscopic warehouse (AS/RS), all of the materials bags need to be 
recognized and picked when it is in or out the warehouse. Obviously, the operation of 
manual mode is inefficient and error-prone. As automation and intellectualization of 
the logistics field, robots have been used to handle more complex and changeable 
process models and various shape material items. In order to overcome the faults that 
traditional recognition method of sensor system is too complex to recognize materials 
bag information and status information, the visual technology is used in the field, 
which can reduce the system complexity, improve efficiency, save the cost, and 
complete logistics processing jobs under complicated conditions through enhancing 
the adaptability and reliability of robot in logistics operation.    
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Fig. 1. The flow chart of materials bag detection and recognition 

Many factors, such as the climate, light, color, texture, shape, size, location, image 
semantic variability, fuzzy surface performance and so on, result in ambiguity of the 
materials bag image and decrease of the edge contrast in the process of materials bag 
recognition (Figure 1).Thus, it is a key problem how to improve clarity of the scene in 
machine handling. The application of image enhancement algorithm plays a important 
role in the materials bag recognition and detection, especially in the edge of the image 
contrast. Recently, many image enhancement algorithms had been applied to solve the 
problem, and histogram equalization (HE) is one of the most popular solutions used 
for image enhancement [4-5], HE performs its operation by remapping the gray level 
of image based on the probability distribution of the input gray level, HE normally 
changes the brightness of the image significantly and thus makes the output image, 
become saturated with very bright or dark intensity values. Lots of factors, including 
the stronger edge, region, and texture feature of materials bag image, fuzzy 
characteristics, and the complex and changeable industrial scene, bring about 
uncertainty for the material bag image processing, understanding and describing. In 
order to overcome these factors, pal-k et.al [6-8], applied fuzzy set theory to 
understand and describe the fuzzy feature for the first time. Aiming at the 
shortcomings of the algorithm, a variety of improved algorithms is proposed. Li [9] 
proposed a novel fuzzy contrast enhancement algorithm, which does well in 
extracting the image local contrast, but it make some noise, and lead to image 
distortion. Wang [10-11] reported single-level and multi-level enhancement algorithm 
based on the generalized fuzzy theory. Although the algorithm achieves a success in 
enhancing image contrast of the different gray levels, it does not overcome the 
problem of materials bag and background region overlap, and the threshold of 
different image also cannot achieve the ideal effect. 

In this paper, we will compute the image contrast, map image contrast feature 
plane to fuzzy plane by a novel membership function. Then, the adaptive materials 
bag image enhancement algorithm, will be used to conduct enhancement, meanwhile, 
the iterations time achieves minimum value. 

2   Pal –k Fuzzy Enhancement Algorithm 

According to the fuzzy-set theory, the image X of size m×n has intensity levels L, so 
it can be converted to the fuzzy matrix of size m×n. 
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Where ijij xu /  represents the membership or grade of possessing some appointed 

brightness by the (i, j) pixel with the gray level ijx . Composed by iju  is called fuzzy 

feature plane. In the Pal-k’s Fuzzy enhancement algorithm, the membership function 
is described as: 

            ef
dijijij fxLxTu ]1/))1[(()( +−−==                 (2) 

Where df and ef  are related to iju ,A particular gray level is called the crossover 

point ( cu ) for computing the iju value. When ef =2, the result can be obtained by the 

following inverse transformation: 
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Where X is the gray level of the pixel in the result image and )(1
ijuT −  is the 

inverse transformation. 

3 Image Classification Based on OTSU Algorithm 

The basic principle of OTSU algorithm [12] is used the variance as a basic judgment, 
and the minimum image gray level of extra-class variance is computed using the 
least-squares method, which be regarded as the optimal threshold. The OTSU 
algorithm has a strong ability to adapt to the environmental change. Moreover, the 
materials bag volume of industrial scene is large, and the difference between 
background and foreground image gray level is obvious, so there is no loss of large 
gray level. 

Suppose a image grayness range m, The pixel grayscale I is n, then the image pixel 
probability is: 
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Where the foreground image pixel can be described as },,2,1{0 kr = , and the 

background image pixel can be described as },,2,1{1 mkkr ++= ,then the 

mean value layer is respectively given in the below formal as: 

                       ∑
=

=
k

i
ir pw

1
0

                            (7) 

                       ∑
+=

=
m

ki
ir pw

1
1

                             (8) 



 An Adaptive Enhancement Algorithm of Materials Bag Image of Industrial Scene 229 

 

                       
00

/
1

r

k

i
ir wipu ∑

=

=                        (9)                 

                       
11

/
1

r

m

ki
ir wipu ∑

+=

=                          (10) 

Thus the statistical mean can be expressed as: 

                    10 10
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And extra-class as: 

2222 )()()()(
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When the inter-variance of two segmented region is maximum, it is regarded as the 

optimum separate status, and then determine the threshold value T: T= 2)(max kδ .  

4 Adaptive Image Contrast Enhancement Algorithm 

4.1 Image Local Contrast Transformation 

Image local contrast reflects on the image local details and the image pixel-pixel 
features, the difference in value between materials bag image gray level is small. In 
order to overcome the problem, Dhnawan‘s method [13] is introduced into our work, 
the image local contrast transformation can be defined as: 
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Where iju
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 is the average density of center and surround� ijij uu
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−  is the local 

contrast, the matrix of cf is called contrast plane, the result does not only consider the 

spatial smoothing of neighborhood average, but also consider the contrast stretch. 

4.2 Selection of the Crossover Point 

Suppose the materials bag image and background pixels of neighborhood value

jix are  def ined as ji xandx ,  and the  number  o f  p ixe ls  a re  21,nn (

mnn =+ 21 ), then 
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When� 0,0 21 >> nn �, the crossover point related with jix can be written as: 
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The formula indicates that it makes the crossover point better more adapted to 
selection, and the edge contrast of the materials bag in the local area can be 
effectively enhanced. 

4.3 A Novel Membership Function 

The membership function should meets the following properties: 1）the function 
should be continuous and derivable at the ‘c’ point, and a inflection point which is 
both sides of ‘c’ point must have concave-convex property, 2）the function curve 
should exist symmetry point on both sides of the ‘c’ point. 

The hyperbolic tangent function is mainly used in fuzzy control field, and has 
symmetrical property. The center of symmetry is inflection point. The function can 
extend image gray level that takes center of symmetry as reference point, then the 
contrast of most interested part is extended in nonlinear. It make the area of smaller 
grey value is effectively enhanced, The farther away from the inflection point, the 
more obviously the grey value changes. The hyperbolic tangent can be defined as 
follow: 
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Then the membership function can be written as: 
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Where ‘a’ and ‘b’ is the fuzzy control factor (a>0, b>0), according to the properties of 
differentiable function, the function G(x) is continuous and derivable in the domain, 
so it exists the inflection point. It can be computed by  
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Where the parameter xd controls the range of function G(x). The hyperbolic tangent 
function has the same properties with the arctangent function and has concave-convex 
property. In order to make the function G (x) is closer to range (0, 1), then π=b . so 
the crossover point is at the best. 
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When ‘a’ value is changeable and π=b , the function G1(x) and G2(x) relationship 
between the line curve and crossover point is shown in figure 2. 

 

Fig. 2. Relationship between the function curve and the crossover point 

Figure 2 shows that crossover point will change when the background and the 
object pixels in the image change. The smaller value of ‘a’, the grayscale biased 
towards the more distribution area, the smaller value of ‘a’, biased towards the less 
distribution area. When ‘x’ is the crossover point, G(x) =0.5, thus it demonstrates that 
the choice of the crossover point is corrected once again. 

4.4 Fuzzy Contrast Image Enhancement                     

From the above reasoning, when )( cc xGu = , pal-k’s fuzzy function can be defined 

as: 
               ),2,1())(( 1 == − quEEu ijqqij

    

And 
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  Suppose the image contrast after being enhanced is F ′ , and the normalized value 

of grey value ijx′  is iju′ ,then, according to the formula (14) getting   
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the inverse transformation of iju′  is defined as: 

                    minminmax )( xxxux ijij +−′=′                     (26)                

The result reduces the loss of gray grayscale contrast and the amount of 
calculation. 

4.5 The Description of Proposed Algorithm  

The proposed algorithm consists of the following operational steps: 

Step 1 Make use of the linear formula achieving the image normalization operation. 

                  
minmax

min

xx

xx
u ij

ij −
−

=                              (27) 

  

Fig. 3. The relationship between the iterative time and mean square error (MSE) 
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Step 2 Select image neighborhood of size 3�3 to compute the image contrast F ′ , 
then the result can be described as an image contrast matrix. 

Step 3 Classify and compute the crossover points. 
Step 4 Map image contrast F ′  into the fuzzy plane, then use the formula (24) for 

image enhancement. 

Step 5 Use the formula (25) computes values of iju′ , and use the formula (26) for 

mapping the fuzzy plane into the gray plane. 

 

   
                   (a)                                    (b)  

 
 (c)                          (d)  

Fig. 4. Comparison of Pal-k’s and the proposed algorithm, where the iterative time (Pal-k : 
figure 4(a) one time, figure 4 (b) two times, figure 4 (c)three times, figure 4(d)four times, 
Proposed algorithm: figure 4(a b c d) one time) 
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Figure 3 displays the relationship of proposed algorithm between the iterative time 
and mean square error (MSE). From the line curve we can see that the proposed 
algorithm provides a significant improvement when the iterative time is a small 
number. It can be observed from figure 4, the proposed algorithm is better than the 
Pal-k algorithm. Actually, when the iterative time is three, the materials image 
information has seriously lost local information. 

5 Experimental Results and Discussions  

In this paper, we have applied the proposed algorithm to four kinds of images. The 
experiments were carried on the image which is from logistics warehouse and factory 
warehouse. The size of these images is 400*300 pixels. The performance of the 
proposed method has been tested using well-known image quality measures. Peak-
signal-to-noise ratio (PSNR) and mean square error (MSE) are global error measures 
based on the differences between the original and result image without considering 
the structural information [14]. Normalized mean square error (NMSE) is 
complementary to (MSE). The image fidelity (IF) reflects the level of distortion after 
the image transformation, whereas the structural similarity index measure (SSIM), 
proposed by Wang et al[15] considers to the visual difference of the image structure, 
the brightness and the contrast between the original image and the result image, And 
natural image quality evaluator (NIQE) index is used for measuring mage quality[16-
17], it is based on a series of features which is from a simple and successful space 
domain natural statistic (NSS) model. The range of NIQE value is from 0 to 100 (0 is 
the best value, but 100 means worst). 

Figure 5 shows the simulation results of the gray scale image and histogram of 
gray scale image. Figure 5(a (1) a (2) a (3) a (4)) reflects the proposed method 
produce better look and significant enhancement. The brightness is also better than 
the original image, especially the blurred portions in the image. All of these can be 
proved from the result shown in the histogram of four kinds of image in figure 5(c(1) 
c(2) c(3) c(4)).There are the same features that the line curves are smoother than the 
before histogram shown in figure 5 (b(1) b(2) b(3) b(4)).  

The result of figure 5 (a(1) a(2) a(3) a(4)) also reveals good contrast enhancement 
effect, and there are no distortion in image. The output histogram indicates that the 
low and high gray levels of the result image achieve smooth distribution. 

Figure 6 shows the comparison of average NIQE values and other methods for 
various images. Further, table 1 gives the quantitative comparison among different 
methods based on MSE, PSNR, IF, NMSE and SSIM of various images. It can be 
observed that the proposed method gives superior performance compared to the other 
observed that the proposed method gives superior performance compared to the other 
methods. According to table 1, the Wang’s method is also very well, even better than 
the proposed method. But it is obvious that the SSIM value is poorer than proposed 
method. 
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Ⅰ            a(1)                b(1)              c(1) 

     
 

Ⅱ             a(2)                b(2)               c(2) 

     
 

Ⅲ               a(3)               b(3)               c(3)          

    
 

Ⅳ               a(4)               b(4)               c(4) 

Fig. 5. Simulation results of the gray scale image and histogram of gray scale image.(Original 
image(ⅠⅡⅢⅣ),Result image(a(1) a(2) a(3) a(4)),Histogram of original image(b(1) b(2) b(3) 
b(4)),Histogram of experimental image (c(1) c(2) c(3) c(4))). 
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Fig. 6. Comparison of average NIQE values, where the iterative time is equal to one 

Table 1. Comparison of enhancement algorithm for different test images, where the iterative 
Time is equal to one 

6 Conclusions 

Image enhancement is the fundamental step of the materials bag of industrial scene 
detection and recognition. And the proposed approach must have the environmental 
adaptability. Fuzzy logic has been found many applications in robot vision and  
 
computer vision. In the paper, a fuzzy-based method is presented for material bag 
image enhancement. The experimental results have demonstrated that it has the 
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robustness for the environment and more adaptive and effective for image integrity. 
However, since the transformation is from Non-linear to linear (or from linear to Non-
linear), this may make the image blur slightly. So our work will keep on in future. 
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Abstract. To facilitate the human-aided recognition and positioning in a hu-
man-robot system, we present a design of remote operation interface on the ba-
sis of machine vision for fruit-harvesting robot. The interface has two following 
functions: 1) pointing out an object and commanding the robot’s grasping by 
the point-and-circle graphical user interface (P&C GUI). 2) Online kinematics 
analysis and robot motion control via establishing the linkage interface between 
a parameter panel and a virtual robot model. To build up this work, the stereo 
vision and kinematics emulation are introduced. The stereo vision presents the 
robotic scenario with deep information and renders it to the operator. The emu-
lation technique provides the pre-operation verification and a direct control 
scheme. Then implementation and experimentation under laboratory environ-
ment are conducted to validate the effectiveness of the proposed paradigm. 

Keywords: Stereo visual interface, Fruit-harvesting robot, Machine visual, 
Emulation technique. 

1 Introduction 

Industrial robots witness a success by effectively promoting the industrial productivi-
ty and capacity. However, this success can’t be copied to the agricultural area since 
the unstructured operation environment compromises a roadblock to robot operations 
such as targeting, recognizing and positioning. A lot of literatures announce a harvest-
ing robot had been built and intelligent enough to achieve satisfactory result in the 
laboratory environment, but these robots are less capable of completing complex har-
vesting tasks in realistic outdoor environment.  

Complex environment is the paramount hindrance that the field agriculture robot 
confronts to. The operating environment for agriculture robot varies in topography 
and affected by seasonal, natural atmospheric conditions. To tackle this problem, it is 
promising to combine the human intelligence with the robot diligence by the human-
robot cooperation. 

A basic controlling interface should include a series of basic and simple functional-
ities as follows. 

                                                           
* Corresponding author. 



240 B. Liu et al. 

• Robot direct control command input: enabling the operators to master every 
movement of robot in a flexible way. 

• Sensor information display: demonstrating the environment information related to 
the field robot and the state of robot. 

Although direct control scheme provides operator with the possible operations of 
the robot, it is strongly depend on manipulation experience of the operators. Further-
more, it’s impossible to control the robot with multiple degrees of freedom. Therefore 
high command interface will be useful in the task of fruit-harvesting.  

Recently researches on high command control, such as voice commands and gesture 
commands, are active filed in service robot. High command interface aims to make full 
use of the mature technology as less human participation as possible, realize and extend 
the system function. On the other hand, it should not increase demands for user skills.  

In this paper a new high command controlling paradigm named after ‘Point-and-
Circle Commands’ and a remote operation interface are introduced. The key technol-
ogy and system architecture supporting this interaction method are given. 

2 Key Technologies and System Architecture 

The architecture of the whole system is shown in Fig. 1. The communication network 
between remote client and filed robot employs the TCP/IP protocol to ensure secure 
delivery of the control command. The remote client is mounted in the control room, 
mastering the field robot through the wireless network.  

 

Fig. 1. The architecture of the system 

2.1 Communication Network 

The communication network is an important part of the remote control system. All the 
sensing, control and feedback information are transmitted through it. The perfor-
mance of the robot system is directly affected by network. And it ensures robot can 
correctly complete jobs in acceptable time. 
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The 802.11n standard wireless network has the merits of fast networking and sim-
ple fault location. Its transmission rate is up to 150 Mbit/s which meets the require-
ment of image data transmission. And this standard is usually deployed in computer 
networks which enables terminal equipment access to the control system easily.  

2.2 Field Server 

As the controller of the robot, field server controls all the motion of robot through 
Multi-axis motion controller. It also works as a communication server that listening 
the client connection requirement. 

2.3 Binocular Camera 

An on-robot binocular camera is used to acquire scenery around it. A stereo image is 
acquired through processing raw images from the binocular camera. The stereo image 
is the main sensor information of the system. The vision system applied Space Vision 
hardware and software solutions which are provided by the Graypoint Inc. from Can-
ada. The vision system has the capacity of 10 microns level accuracy and 25 frames 
transmission speed. It is eligible for establishing fruit-harvesting system. The hard-
ware is Bumblebee 2 binocular camera and the development toolkits include the 
"PGR FlyCapture", the "Triclops Stereo Vision SDK" and the Microsoft's MFC. 

3 Interaction Channel and Interface 

A variety of interactive channel can be seen in Fig. 2: Point-and-Circle Commands, 
Advanced Text Commands, Direct Control Commands and Configuration Com-
mands. The complexity in controlling the robot is increasing from the top to the  
 

 

Fig. 2. Four channels of interaction  
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bottom. High commands, such as P&G GUI and advanced text commands in this 
system, encapsulate a series of basic predefined operation commands within system 
that enables novice users to operate the system. The direct control commands and 
configuration commands are low level commands, which are implemented by virtual 
robot interface in our system. Fig. 3 is a screenshot of the client main frame contain-
ing these four interaction interface. 

3.1 Configuration Commands 

The interface in the lower left corner of the window supports system and network 
configuration, advanced text commands and system status monitoring. Modbus group 
responds to establish the connection between the server and the robot’s multi-axis 
motion controller. And the TCP/IP server group establishes a communication channel 
for client and server. Advanced text instructions provide a more flexible mode of 
operation, which allows operator to help the robot out of a software failure. However, 
the operator needs more skills to utilize the function block.  

 

Fig. 3. A screenshot of the client program’s main frame 

3.2 Point-and-Circle Command  

A stereo image which contains 3D cloud points is displayed on the upper left panel 
when the image capturing progress is successful executed. The image shows the ro-
bot’s scene to the operator in real time. The black corroded areas in image are without 
depth information attached. It is caused by two reasons: 1, failure in stereo matching; 
2, depth distance beyond the parameters set of the maximum/minimum distance. 

The stereo image panel supports the P&C command. When the operator points  
out a target fruit on stereo image, a circle encircles it as shown in figure 4. An edge 
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detection operation is applied in the selected and surrounding region to find out the 
edge of fruit in the image. Then the location and size are affirmed in the image coor-
dinate system. This information is sent to the server and requests a response about the 
stance of target fruit related to robot. 

The interaction method has two advantages: 1) what you see is what you get. It 
does not involve the operation flow or code in the process of operation.  2)  It avoids 
the pattern recognition in fruit detection which is one of the most challenging jobs for 
agriculture robot under unstructured environment.   

3.3 Direct Control Commands and Movement Simulation 

The three-dimensional coordinates of target relative to the robot is converted to joint 
motion parameters by inverse kinematics in the background. Virtual robot motion 
simulation is arranged on the upper right corner of main frame. The operator can ob-
serve virtual manipulation sequences and decide whether or not to take this action. 
Also the panel can be used to observe the result of direct control commands which is 
implemented in the lower right corner of main frame. Dragging the slider or typing 
parameters in the corresponding test area can move the robot remote. 

4 Experimentation 

In order to validate the feasibility of the controlling interface, we take an experiment 
in the laboratory. A laptop as a remote client is connected to the server after affirms 
that the client and the server are under the same net segment. And then the connection 
between the server and the robot is established in the Modbus group. Clicke the  
 

 

Fig. 4. Experiment result 
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‘capture button’ or type the text command ‘imageg’ to get the robot’s scene display-
ing on the interface as Fig. 3. A fruit in the stereo image is the target in this experi-
ment. The operator clicks the target and gets simulation animation showing in the 
upper right panel. The simulation animation suggests that the task is perfect. The mo-
tion is carried out in the real word after clicking the ‘Execute button’. Fig. 4 shows 
the operating result, it demonstrates that the system works well.  

5 Conclusion and Future Work 

User-friendliness interface plays an important role in a human-robot cooperation sys-
tem. In this paper, we proposed a new paradigm of interaction in human-robot interac-
tion that utilizes stereo image supported by binocular camera and the integration of 
virtual robot motion simulation and directly control scheme. By providing this RPG-
game-like robot controlling interface, the stereo vision technique is introduced for 
minimizing the participation of operator. 
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Abstract. The fast and accurate automatic extraction of pollutants on cameras 
of mobile robots plays a vital role in the follow-up camera’s automatic cleaning. 
Currently, most of the researches focus on the extraction algorithm for 
pollutants, and there are almost no relevant studies on the effects of camera’s 
movement forms on pollutant’s extraction algorithm. Consequently, this paper 
explores the impact on pollutant’s extraction algorithm when the camera is at 
the same speed, but in different movement forms, which provides some 
suggestions for the improvement of the pollutant’s automatic extraction 
algorithm. 

Keywords: mobile robot, pollutant’s extraction algorithm, camera’s movement 
form. 

1 Introduction 

The robots equipped with vision system can replace humans to do various tasks, such 
as monitoring, engineering rescue, search and rescue [1], and a variety of work in 
extreme environments. Fig. 1(a) shows the RHex hexapod robot [2] working in 
muddy environment, (b) illustrates the Red Snake robot [3] climbing in a pipeline, 
and (c) is the wheeled robot named Hull BUG developed by United States Navy, 
which is mainly responsible for hull cleaning [4]. All of these robots work in poor 
conditions, which makes their vision systems vulnerable to pollution, reducing the 
quality of acquired images, and even affecting the normal work. Once polluted, it is 
difficult for humans to go deep into the work environment to clean up the camera. 
The usual way is terminating the task and commanding the robot to return, however, 
as the vision system does not work, it also is difficult for the robot to return. 
Therefore, how to automatically clean the camera in time and ensure the robot 
steadily acquire high quality image information have become an urgent issue. 
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Fig. 1. Robot visual pollution 

Currently, cleaning for the robot’s cameras mainly relies on labour, and there also 
are some automatic cleaning systems which rely on timing device. Such systems are 
unable to determine when to clean, and they would perform the cleaning task once the 
time node reached. This way will result in serious waste of energy, and the cleaning 
work itself will affect the normal use of the equipment. Judging from the collected 
image information by the vision system is the most direct and effective way, thus, this 
paper focuses on the automatic extraction of pollutants on the mobile robot’s camera. 

In this paper, pollutants on the camera can be seen as the foreground of the image, 
so the extraction of pollutants belongs to the foreground extraction. However, it is 
very difficult to automatically extract the foreground from one image, so some 
researchers shift their focus to the foreground extraction of video. Compared with 
image, video can not only provide spatial information, but also time information. 
Video foreground extraction can be divided into the interactive and the automatic. 
This paper concentrates on the automatic extraction of the video foreground. 
Previously, most of the researches concentrated on the extraction algorithm of the 
video foreground, and mainly can be divided into three classes: optical flow method, 
background subtraction method and inter-frame difference method. Traditional optical 
flow method can be divided into sparse optical flow and dense optical flow. Horn-
Schunck method [5] is a typical dense optical flow method, which relates each of the 
pixels to the speed of the image, and calculates the velocity field of the dense optical 
flow. Lucas-Kanade method [6] is a typical sparse optical flow method. The 
algorithm only needs the local information around the target, so it can be applied to 
sparse content. In addition, there are many improved optical flow method, such as 
pyramid optical flow method [7], differential based optical flow method [8], regional 
optical flow method [9] and feature optical flow method [10] etc. Common 
background subtraction method includes multi-frame averaging method [11], statistic 
based method [12] and Gaussian distribution model based method [13]. Inter-frame 
difference method is similar to background subtraction method, and there are some 
improved algorithms, such as three-frame difference method [14] and accumulative-
frame difference method [15].  

As can be clearly seen, there are quantities of researches about the extraction 
algorithm, and almost no relevant studies concentrate on the effects of camera’s 
movement forms on pollutant’s extraction algorithm. Consequently, this paper 
explores the impact on pollutant’s extraction algorithm when the camera is at the 
same speed, but in different movement forms. 
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2 Mobile Robot Platform 

Figure 2 presents the mobile robot platform, including personal computer and mobile 
robot based on embedded system. The robot mainly consists of Arduino controller, 
camera, router, PTZ, motor drivers, DC motors, also, two driving wheels and one 
universal wheel, which can make the robot achieve pivot steering. The robot links to 
PC through wireless, transfers the images collected by camera to PC, and 
simultaneously receives the instructions from PC to control the robot move and PTZ 
steer. In the system, the robot is mainly responsible for the acquisition and 
transmission of video image, while the post image processing is done by PC. 

 

Fig. 2. Mobile robot platform 

3 Description of the Automatic Extraction Algorithm for 
Pollutants 

For mobile robot, when there are pollutants on the camera, the pollutants are as 
foregrounds, and relatively stationary to the camera. The complex environment is as 
background which is in the global movement state. This case is very different from 
the traditional fixed camera, and it can be seen as the reverse process of moving target 
detection, i.e., detecting the stationary target in dynamic scene. This paper takes full 
advantage of this feature, proposes a pollutant automatic extraction algorithm. Firstly, 
algorithm deploys three-frame difference method and accumulates the frame 
difference to remove the background interference. Secondly, the pollutants can be 
judged by the gray histogram of the accumulative difference images, and once there 
are pollutants, the adaptive binarization is instantly executed to the difference images, 
achieving the automatic extraction of the pollutants. The entire algorithm is shown in 
Fig. 3.  
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Fig. 3. Process of the automatic extraction algorithm for pollutants 

4 Experimental Study on Automatic Extraction of Pollutants 

In this part, the effect of different movement forms of the camera on the automatic 
extraction algorithm of the pollutant is studied at the same speed.  

4.1 Movement Description of the Camera  

Figure 4 shows different movement forms of the camera, and the movement 
directions are shown as the arrow. According to the actual movement ability of the 
mobile robot, this paper will experiment on the pan, horizontal translation and 
dollying. 

 

Fig. 4. Movement forms of camera 
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4.2 Experiment on the Pan 

Adjust the angle of the PTZ, to make the camera has a horizontal field of view, Fig. 5 
is the experiment process of the pan. 

 

Fig. 5. Experiment process of the pan 

Figure 6 denotes the extraction process of the pollutants on the camera in the pan 
mode. 
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Fig. 6. Extraction process in the pan mode with pollutants on the camera 

As shown in Fig. 6, the number on the bottom right corner is the number of the 
frames. When the images accumulate to 90 frames, the algorithm implements 
histogram analysis to the accumulative difference images, and if the pollutants are 
found, binary segmentation is executed. It is can be clearly seen from the figure that 
the algorithm performs well in the pan mode, the extraction of the pollutant region is 
complete, and the defocus blur of the pollution dose not affect the algorithm. In the 
histogram of the 45th and 89th frames(Fig. 6(a,b)), the red ladder line results from the 
slippage smoothness of the histogram, and through comparison, it is can be found that 
the histogram changes little in the accumulating process, just stretches to the 
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accumulative frames. The extraction process takes about 15 seconds, which is caused 
by the wireless video transmission etc. 

When there are no pollutants on the camera and the other conditions are the same, 
experiment is carried out, the entire process is shown in Fig. 7. 
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Fig. 7. Extraction process in the pan mode without pollutants on the camera 

When there are no pollutants on the camera, the grayscale of the accumulative images 
are uniform, which means the grayscale of the pixel is relatively concentrated in the 
histogram. In the 45th frame(Fig. 7(a)), the grayscale concentrates among 10-40, and in 
the 89th frame(Fig. 7(b)), the grayscale concentrates among 20-80, so the accumulation 
process is the translation and stretch of the histogram towards the accumulative frames. 
The original histogram is not smooth, for the histogram of the 45th frame, the effect of 
the slippage smoothness is remarkable, however, the gray histogram of the 89th frame 
remains fluctuation among 60-80 after the smoothness, so it is necessary for the 
algorithm to introduce the filter before judging the trend of the histogram. 

For pan, the algorithm has a higher accuracy for judging the pollutants. This is 
because the gray histogram of the accumulative images forms fast and its shape is 
stable. So, in the pan mode, in order to shorten the delay time, the number of the 
frame can be suitably reduced to n=45. 

4.3 Experiment on the Horizontal Translation 

Rotate the PTZ of the mobile robot to make the robot’s moving direction 
perpendicular to the optical axis of the camera. The conditions of the horizontal 
translation are same as those of the pan, such the same speed, the same environment, 
the same size and shape of the pollutant. Fig. 8 is the extraction process of the 
pollutants in the horizontal translation. 
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Fig. 8. Extraction process in the horizontal translation mode with pollutants on the camera 

As can be clearly seen in Fig. 8, the algorithm also has a good performance in the 
horizontal translation. In the 45th frame(Fig. 8(a)), the grayscale difference between the 
pollutants and background is small in the gray histogram. The second rising region of  
the smoothed histogram starts at about 40, the length is short, which makes it easy to be 
filtered off, so it will cause misjudgment if the histogram analysis is done at this time. In 
the 89th frame(Fig. 8(b)), the grayscale difference between the pollutants and 
background becomes greater in the gray histogram, also, the second rising region of the 
smoothed histogram is obviously elongated. At this time, the algorithm will have 
accurate judgment. Also, we did the experiment in the horizontal translation without 
pollutants on the camera, and we obtained a satisfactory result. So, the original number of 
the accumulative frame is maintained, and the algorithm is unmodified. 

4.4 Experiment on the Dollying 

The PTZ is recovered to the initial state, and dollying is executed. In the dollying 
experiment, the scene in view changes slowly, and the process of accumulative frame 
 

 

Fig. 9. Extraction result of the original algorithm 
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difference does not completely remove the object with large and uniform grayscale in 
the background, such as the wall and floor. The results of the extraction are 
unsatisfactory, as shown in Fig. 9. 

We can divide the region extracted from the image into three sections: 1) the 
pollutant zone in the blue rectangular box; 2) the background zone with large-area and 
high grayscale in the red rectangular box; 3) the background zone with low grayscale 
in the green rectangular box. As the pollutants are close to the camera and basically in 
a backlight state, so the grayscale of the pollutants zone is generally low. For 
dollying, the algorithm is modified as shown in Fig. 10: 

 

Fig. 10. Modification of the original algorithm 

Firstly, before three-frame difference, Otsu adaptive segmentation is deployed to 
the intermediate frame, to remove the region which is higher than the adaptive 
threshold. Secondly, the threshold is modified as 3dT = , which can reduce the 

influence of the low grayscale background. However, the threshold can not be too 
low, otherwise, it will affect the extraction of pollutants. Thirdly, as there also are 
some pollutants not separate from the background, which shows that the effect of the 
Otsu adaptive segmentation is not good, so we consider to use fixed threshold to 
segment, and the threshold is set as 2dT nη= ⋅ , where n  is the number of the 

accumulative frame, and η is scaling factor. If η  is too small, the pollutant still 

cannot be separated, so η  should be greater than 0.8 according to many 

experiments. In order to avoid the extraction of pollutants not complete, one point in 
the extracted region can be taken as a seed to grow in the original grayscale image 
[16]. Fig. 11 shows a dollying experiment 2 75dT = , where (a) is the effect of the 

adaptive segmentation for the 45th frame, and the floor, the wall and part of the 
reflective areas do not participate in the algorithm. For the 89th frame (b), the original 
grayscale histogram fluctuates among 0-10, and the fluctuations are removed after the 
slippage smoothness, whereby, the pollutants on the camera can be accurately judged. 
It can be seen that the pollutant region is complete separated by the fixed threshold. 
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Fig. 11. Extraction process in the dollying mode with pollutants on the camera 
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Fig. 12. Extraction process in the dollying mode without pollutants on the camera 

Figure 12 shows the extraction process when there are no pollutants on the camera, 
and the algorithm still uses the modified one. As can be seen from (a), the floor, the 
door, the box, the chair and other objects have been ignored. Histogram emerges 
fluctuation among 0-20, and the fluctuation is still there after the slippage 
smoothness, but it has been filtered out by the filter step S1 and S2 before the 
histogram analysis, so the algorithm still can judge accurately. In the two dollying 
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experiments, there are large fluctuations in the histogram, which is related to the 
modification of the algorithm. In order to avoid misjudgment, the filter step can be 
increased appropriately, taking S1=6. 

5 Conclusions 

In the paper, according to the three typical movement forms of the camera, we studied 
the effects of camera’s movement forms on pollutant extraction algorithm, and based 
on the experimental results, some modifications were done to improve the extraction 
algorithm. In the pan process, the algorithm performed the best, and the number of the 
accumulative frames can be appropriately reduced to shorten the delay time and 
improve the algorithm efficiency. For the horizontal translation, the performance of 
the algorithm was moderate and we remained unchanged. For the dollying, the 
performance of the algorithm does not ideal, so taking the following measures: 1) 
deploy the adaptive segmentation to the middle frame image, 2) narrow the threshold 
value of the three-frame difference, 3) use the fixed threshold to segment the 
accumulative frame difference image. After improvement, the algorithm can do 
automatic adjustment according to the movement forms of the camera, to make the 
time-consuming shrink to a minimum, and extract most accurately. 

Further works will concentrate on improve the automatic extraction algorithm 
according to the rotation and zoom, and find the quantitative relationship between the 
automatic extraction algorithm and the camera’s movement speed. 
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Abstract. The calibration method of a special robot vision system with a 
camera and laser light projector mounted on the robot hand is proposed in this 
paper. The robot kinematic calibration is completed in screw axis identification 
method using a laser tracker and the robot’s geometrical parameters are 
identified precisely. The robot hand-eye calibration is performed by 
establishing a chain of transformations of the eye-in-hand system and the 
homogeneous matrix between the camera frame and robot hand frame is 
obtained from HALCON. The structured light calibration which determines the 
pose of the light plane in the camera coordinate frame is completed by 
analyzing several pattern images in the different height levels with HALCON 
programming. And the result of the experiment has shown the feasibility of the 
proposed method. 

Keywords: structured light, robot vision system, hand-eye calibration, 
HALCON. 

1 Introduction 

The robot vision systems[1] coupled with structured light have been used to perform 
three-dimensional measurement in scientific and commercial fields such as robotic 
guidance, arc welding, and virtual environment construction due to their fast speed 
and noncontact nature[2]. Typically, a robot vision system coupled with structured 
light consists of a robot, a camera and a projector that projects a pattern on the object, 
while the camera captures the image of the pattern. By analyzing the captured images 
of the patterns, dimensional and contour information can be obtained. 

Obviously the key to accurate measurement is the proper calibration of each 
component in the system including robot kinematic calibration[3], hand-eye 
calibration and light plane calibration. The calibration of the robot[4] is fundamental 
and usually performed by coordinate measuring devices like CMMs or laser trackers 
for high precision. The methods proposed in the last few decades for light plane 
calibration[2] can be classified into two categories: one is two-step calibration, i.e. 
camera calibration and structured light projector calibration respectively; the other is 
one-step calibration with some scene points and their correspondence points in 
images. In this paper, we take the former method. With a calibrated camera, the pose 
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of the structured light projector was obtained by fitting the light plane with at least 
two sets of laser line coordinates. The calibration was performed by HALCON 
programming which is easier and faster than usual methods. 

For eye-in-hand systems[5], several approaches have been proposed. The usual 
way to describe the hand-eye calibration is by means of 4×4 homogeneous 
transformation matrix[6]. The well-known hand-eye calibration equation is expressed 
as 

            =AX XB ,                                (1) 

where X  is the transformation from a camera to a robot hand, A  is the camera 
motion, and B  is the robot motion. However, in this paper we don’t need to focus on 
how to solve the equation but to establish a chain of transformations of the eye-in-
hand system and the solution will be given automatically by HALCON, which is 
efficient and reliable. 

This paper is organized as follows. In Section 2, describing after the robot 
kinematic model is derived, how to perform the hand-eye calibration as well as light 
plane calibration separately with HALCON programming is described detailedly. In 
Section 3, calibration experiments are performed in order to validate the feasibility of 
the proposed method. And the paper is closed in Section 4 by some conclusions. 

2 Mathematical Model and Method 

The calibration of a robot vision system is exactly to determine the pose of the object 

in the robot base frame base
objH , which is the most important and fundamental task 

for the system. The calibration method proposed in this paper can be described by the 
following equation. And the system structure is shown in Fig. 1. 

             base base hand cam

obj hand cam obj= ⋅ ⋅H H H H ,                    (2) 

 

Fig. 1. System structure 
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where base
handH means the pose of the robot hand in the robot base frame, 

hand

camH represents the relationship between the camera and robot hand, cam
objH  

which means the pose of the object in the camera frame. base
handH can be 

determined by robot kinematic calibration. hand

camH can be determined by robot 

hand-eye calibration. But for an eye-in-hand system, cam
objH can’t be obtained only 

by camera calibration because the extrinsic parameters of the camera are frequently 
changed during robot movement. Thus, the laser light projector which can project a 

thin luminous straight line onto the surface of the object is needed. Then, cam
objH  

can be obtained through camera parameters and the pose of the light plane in the 
camera frame, refers to as the light plane calibration. Therefore, the calibration 
method of the robot vision system coupled with structured light can be divided into 
three parts. 

2.1 Robot Kinematic Calibration 

Due to its simplicity and generalization, the robot uses the D-H model7]. In the D-H 
model, the four parameters used to fully specify a single joint are: the length of the 
joint a, the angle of rotation α, the size of the displacement of the joint d and the joint 
angle θ. And the homogeneous transformation matrix[7] between the adjacent joints is 
expressed as 
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where c = cosine and s = sine. 
However, this model is not suitable for parallel or nearly parallel joints unless 

replace the distance parameter d  with an angular parameter β  which represents 

the angle around y-axis. And the transformation matrix between adjacent joints is 
defined as 
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where c = cosine and s = sine. 
Therefore, for a robotic manipulator the position and the orientation[3] of the robot 

hand frame with respect to the robot base frame can be represented as 

                     
0 1 2 3 4 5

1 2 3 4 5 6=T A A A A A A .                         (5) 

The second step in calibrating the robot is to obtain each single axis motion 
curve[8]. According to the screw axis identification method, each joint is rotated 
separately while the others are being blocked. For each robot axis, a circle is fitted to 
these points. From this circle, the robot axis is extracted. Each joint coordinate frame 
Ti can be built according to the robot axis equation based on D-H model or MD-H 
model. And the homogeneous transformation matrix between adjacent joints can be 
obtained by the following equation: 

-1 -1

-1( )i

i i i=A T T .                             (6) 

Therefore the link parameters can be worked out by equation 3 and 4. 

2.2 Robot Hand-Eye Calibration 

The calibration proposed in the paper is an eye-in-hand calibration[9] [10]  and 
performed by moving the robot and observing a 2D reference object by the camera at 
a few different robot poses with HALCON programming. The camera is modeled by 
the usual pinhole model and applied to the polynomial distortion model in HALCON. 
There exists a chain of coordinate transformations. In this chain two poses 
base

handH and cam
calH  are known. The hand-eye calibration then estimates the other 

two poses, i.e., cam

hand
H  and base

cal
H respectively. Therefore the chain results in the 

following equation:  

1( )cam cam base base

cal hand hand cal

−= ⋅ ⋅H H H H .                     (7) 

For each of the calibration images, we should specify the corresponding pose of the 
robot hand which is described with position and orientation that includes three 
angular parameters, referred to as Euler angle. Since the orientation can be described 
by different sequences of rotations, a parameter is used to recognize the sequence in 
HALCON. The most commonly used is the Z-Y-X angle sequence and the 
corresponding rotation transformation matrix is as following 

( , , ) ( ) ( ) ( )

c c c s s s c c s c s s
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               (8) 

The accuracy of the hand-eye calibration can be evaluated by the pose error  
of the complete chain of transformations in form of a tuple with two elements: the 
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root-mean-square error of the translational part in meter and the root-mean-square 
error of the rotational part in degree. And the rotation error has a larger impact on the 
overall precision than the translation error. 

2.3 Light Plane Calibration  

The points of intersection between the laser line and the camera view depend on the 
height of the object. Thus, if the object onto which the light line is projected differs in 
height, the line is not imaged as a straight line but represents a profile of the object. 
Using this profile, we can obtain the height differences of the object.  

To determine the light plane and its pose, we need at least two corresponding 
straight lines on the plane, in particular one in the plane of the world coordinate frame 
with ‘z=0’ and another that differs significantly in z direction. For each position of the 
calibration plate two images are taken, one showing the calibration plate and one 
showing the laser line. According to the acquired images, the light plane is fitted and 
the orientation of the light plane with respect to the camera coordinate frame is 
obtained. The calculation process above is finished in HALCON programming. 

3 Experiments and Results 

3.1 Experimental Setup 

The robot visual system mainly consists of a camera, a laser line projector, a 6-degree 
of freedom robot and a computer. The camera and laser projector are mounted on the 
robot hand by the use of special fixtures. The robot is YR-HP3-A00 of YASAKWA. 
System device is shown in Fig. 2. 

 

Fig. 2. Experimental Setup 

3.2 Robot Kinematic Calibration Results  

A laser tracker is utilized in the experiment during the robot kinematic calibration. 
We have placed the laser tracker as near as possible to the robot for better accuracy. 
Each circle center coordinate and screw axis orientation vector can be captured 
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through the corresponding software connected to the measuring device. The measured 
data are listed in Table 1. The identified link parameters are listed in Table 2. 

Table 1. Data captured from the laser tracker (mm) 

 Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 

 

iC  

 

  in  

3042.838 2983.267 2984.881 2769.598 2804.598 2724.659 
1064.662 983.711 983.110 679.538 679.538 615.894 
-276.597 -649.518 359.660 -272.796 -272.796 -275.761 
0.005128 -0.815725 -0.815866 -0.578155 -0.814883 -0.577854 
-0.001566 
0.999986 

0.578416 
0.005329 

0.578232 
0.003148 

-0.815913 
0.004733 

0.579581 
0.007246 

-0.815938 
-0.018159 

 

As shown in Table 1, iC  means circle center coordinates and in  represents the 

axis orientation vectors. 

Table 2. Link geometric parameters identified 

Link No. iα /deg ia /mm id /mm iθ /deg 

1 0 0 0 1.570796327 
2 -1.571036415 99.86198454 0 -1.570796327 
3 0.00022797 289.8619856 -0.086709639 0.000299142 
4 -1.570721227 86.23690465 300.4090081 -2.51E-07 
5 1.569071616 -0.98001211 0.005521283 -7.08E-06 
6 -1.568645424 -1.899993222 -0.09795004 4.92E-05 

 
A laser tracker is utilized to record robot hand position by giving five groups of 

joint variables. Robot hand coordinates are calculated at the same joint variables by 
using nominal and identified parameters respectively in the control program. The 
distances between the true and virtual points are regarded as errors to evaluate the 
accuracy of the calibration and listed in Table 3.  

Table 3. The distances the true and virtual points   

Points No. Before calibration After calibration 
1 1.98261787 0.149415298 
2 2.360621007 0.694653861 
3 2.89899382 1.00479848 
4 3.383122793 1.401059758 
5 1.507338242 0.98077312 
6 2.263920667 0.501796024 

 
As shown in Table 3, the error is decreased dramatically after calibration which is 

helpful to the next robot hand-eye calibration. Moreover it proves that screw axis 
identification method obtain a precise identification of the physical reality of the 
robot’s geometry. 
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3.3 Hand-Eye Calibration Results   

With robot moving to ten different positions, the robot motions and the images of 
calibration plate were obtained. The poses of the robot hand relative to the base frame 
are listed in Table 4 and the calibration images are shown in Fig. 3. 

Table 4. Poses of the robot hand relative to the base frame 

Points No. X/m Y/m Z/m α /deg β /deg γ /deg 

1 -0.000184 0.6336288 -0.057165 179.9916 -30.1345 90.0488 
2 -0.011471 0.6328875 -0.060842 176.5547 -28.0679 89.2980 
3 -0.021115 0.6445409 -0.045429 175.5419 -5.5945 86.8704 
4 -0.012766 0.6317892 -0.044914 -165.6042 -24.9480 82.7853 
5 0.0089219 0.6200075 -0.045425 166.3300 -22.5697 98.8069 
6 0.0265457 0.6132203 -0.041354 165.6205 -25.1105 98.0334 
7 -0.000180 0.6337833 -0.056926 179.9823 -32.4425 90.0590 
8 -0.012092 0.6066658 -0.074929 164.4112 -51.5740 95.5483 
9 0.0030354 0.6179910 -0.049755 145.6041 -30.3056 95.7754 
10 -0.025377 0.6280254 -0.064005 144.8454 -26.6897 95.6604 

 

 
 

Fig. 3. Calibration images 

Input essential parameters in HALCON and perform the program, the intrinsic 
parameters of the camera and the hand-eye parameters were acquired and shown in 
Table 5 and Table 6. 

Table 5. Camera parameters after calibration 

F/m K1 K2 K3 P1 P2 Error 

0.0162894 45.7183 1.2850E+007 -8.7088E+011 0.0007939 0.157394 0.12425 

Table 6. Camera and Calibration poses 

 X/m Y/m Z/m α /deg β /deg γ /deg 

Camera Pose 0.0029513 0.0451388 0.169182 359.318 30.1607 266.635 

Calibration Pose 0.0042869 0.666662 -0.071888 179.238 359.498 356.391 
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According to the camera pose relative to the robot hand shown in Table 6, the 
corresponding homogeneous transformation matrix can be obtained as following:  

0.0507503 0.863129 0.502428 0.124112

0.998556 0.0527229 0.0102908 0.00117376

0.0176072 0.502224 0.864558 0.123546

0 0 0 1

.cam

hand

− −

− −
=

− − −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

H        (9) 

Table 7. Hand-eye calibration Error 

Quality of the Results Root Mean Square Error Maximum Error 
Translation Part 0.00484973m 0.00744265m 
Rotation Part 1.15652° 2.01205° 

 
As shown in Table 7, the root mean square error is acceptable in calibration and the 

experimental results demonstrate the effectiveness of the presented methods. 

3.4 Light Plane Calibration Results 

As shown in Fig. 4, we adapt the lighting in between to get one image with a clearly 
represented calibration plate and one image that shows a well-defined laser line. 

 

 
                

Fig. 4. Calibration plate images and laser line images with different distance in z direction 

Table 8. Parameters of light plane pose and calibration error 

X/m Y/m Z/m α /deg β /deg γ /deg Mean Residual/m 

0.00016539 0.00677468 -0.0118259 240.402 359.918 0.144 0.00011499 

 

The parameters of light plane pose and calibration error are shown in Table 8. The 
mean residual that evaluate the fit of the light plane show good accuracy of the light 
plane calibration. 

4 Conclusion  

In this paper, we proposed a robot vision system calibration method, which computed 
the robot kinematic parameters with screw axis identification method by using a laser 
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tracker and implemented the hand-eye calibration as well as light plane calibration 
with HALCON. The robot kinematic calibration showed the validity of algorithm in 
practice and the results of the robot vision system calibration experiments 
demonstrated that the method is a feasible and accurate technique. 
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Abstract. Safe moving is a basic ability for a mobile robot, and it is beneficial 
for the robot to avoid the collisions with the environment if it knows the 
boundaries between the obstacles and free space. In this paper, a contour 
detection approach is presented. The input image is firstly processed by a 
Gaussian filter and Sobel edge detector. After it is processed by connectivity-
based boundaries extraction, the result is finalized, aided by Canny edge map. 
The experiments demonstrate the effectiveness of our approach. 

1 Introduction 

Robot vision system is a crucial part in mobile robot applications. Like human vision 
system, robot vision system is an important component which is used to percept local 
environment. Usually, it consists of three parts: image acquisition, image processing 
and analysis, the output or display. As the contours of the image can describe the 
shape of the objects in the image, the extraction of the contours is useful in senior 
visual tasks such as object detection, segmentation and image understanding. There 
are many methods that can detect contours from an image. Among them, obtaining 
contours from edge maps of an image is commonly used. One of the problems is that 
they do not distinguish object contours which are the actual primitives needed in most 
machine vision applications from edges originating from textured regions [1]. And 
research on edge detection continues to be a hottest place while a large number of 
algorithms have been proposed [2]-[10]. 

One of the capacities of the mobile robot is safe moving in complex and unknown 
environments [11]. By analyzing the contours which are extracted through the robot 
vision system, the related information of obstacles is obtained, which can help the 
robot accomplish the tasks such as obstacle avoidance or object grasping.  To achieve 
this goal, the vision system needs to be effective and fast. However, previous contour 
detection algorithms based on computer vision are hard to be used in real-time in 
complex and unknown environments [12]. Grigorescu et al. proposed contour 
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detection based on non-classical receptive field inhibition [1]. The results show that 
their method enhances contour detection in cluttered visual scenes. Arbela´ez and 
Fowlkes proposed a high-performance contour detector, combining local and global 
image information [13]. However, these algorithms spend much time so that they 
cannot be used on real robot. We know that most classical edge detectors spend a 
litter time on extracting edges from images. Therefore, it could be an effective way to 
extract the contours from the result of an edge detector. For edge detector, there are 
common criteria [14]. One is low error rate. Moreover, the edge points must be 
localized well, and the detector has only one response to a single edge. A large 
number of edge detection algorithms have been proposed. The Roberts [15], Sobel 
[16], and Prewitt [17] operators detect edges by convolving a gray-scale image with 
local derivative filters. Marr and Hildreth [18] used zero crossings of the Laplacian of 
Gaussian operator. 

In this paper, we give a contour detection approach from the edge map. Gray level 
image captured by robot camera is firstly processed by a Gaussian filter and edge 
operator. After this step, the processed image shall be processed by connectivity-
based boundaries extraction to removing the redundant edges. After that, we need to 
make edges be one pixel wide. Due to the fact that Canny edge map is one pixel wide, 
we get Canny edge map of the original image. A final result shall be obtained by 
combining the result obtained by connectivity-based boundaries extraction and Canny 
edge map. 

The remainder of the paper is organized as follow. Section 2 gives the details of our 
approach. The experimental results are depicted in section 3 and section 4 concludes 
the paper. 

2 The Approach of Contour Detection 

In this part we present a contour detection approach for robot, which is based on edge 
detection. The details of our approach will be described in three parts below. 

2.1 Edge Detection 

Edge detectors are susceptible to noise in raw unprocessed image data, therefore noise 
reduction needs to be performed to remove the burrs on a raw image. In our approach, 
a 5×5 Gaussian filter is used to process the raw image. Now, Prewitt detector and 
Sobel detector are the most commonly used. From the point of view of suppressing 
noise, we select the Sobel detector to detect edge. In fact, edge detection is the 
processing of finding the magnitude and the angle of the gradients of an image. We 
denote with the output image after preprocessing and edge detection f1(x, y). 

2.2 Connectivity-Based Boundaries Extraction 

In this step, morphological operations shall be used. Edges of an image are usually 
composed by two kinds of edge points. One is generated from boundaries and another  
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is generated from texture regions. For a mobile robot, an image is consisted by 
obstacles and free space, and it can move safely on free space if the boundaries 
between obstacles and free space are obtained. The edges generated from texture 
regions have a negative influence for robot motion, and these edges should be 
removed from f1(x, y). 

It is obvious that edges from the output of an edge detector are generated by the 
local information of an image, which means that these two kinds of edge points 
cannot be distinguished. For object contours, they are continues and mostly are 
narrow and long, whereas quite a few textures are disorder and discontinued. On this 
basis, these two kinds of edge points may be distinguished by utilizing these features 
of all the edges. The detailed procedure to remove the edges generated from texture 
regions is as follows. 

Firstly, the image f1(x, y) is converted to a binary image b(x, y) with a threshold of 
T1. The threshold T1 is varied according to the image. If it is too small, different edges 
may be not separate and if it is too big, some edges may be neglected. It is easy to 
understand that in the image f1(x, y) edge points have a greater value than other points. 
Also, object contours are usually very sharp. Therefore, we can find that edge points 
generated from object contours have greater values than parts of edge points 
generated from texture regions in an edge image. A suitable selection of the threshold 
T1 is required and in this paper, the threshold is selected by analyzing the cumulative 
histogram of the image f1(x, y). By this binarization process, some edges generated 
from light color texture regions can be removed. 

An object in an image is represented by a set in mathematical morphology. In a 
binary image, each element of a set is a 2D-vector whose components are the 
coordinates of a pixel point. Two neighboring pixel points are said to be connected 
only when they have the same value. In general, three types of adjacency are 
considered: 4-adjacency, 8-adjacency and mixed adjacency. In our approach, 8-
adjacency is used. Two pixel points, P and Q, are connected if there exists a path of 
pixel points (p0,p1,…,pn) such that p0=P, pn=Q and 1 i n∀ ≤ ≤ , pi-1 and pi are 
neighbors. 

The image b(x, y) is composed of thousands of connected components which 
consist of edge points. Next, we need to label and extract these connected 
components. As our approach shall be used on the robot, a fast algorithm of 
connected component labeling is required. Stefano et al. proposed a simple and 
efficient connected components labeling algorithm [19]. The algorithm is a two-scan 
labeling algorithm, and equivalences are processed during the first pass in order to 
determine the correct state of equivalence classes at each time of the scan. This is 
obtained by associating a new equivalence class with each new label and by merging 
the corresponding classes as soon as a new equivalence is found. 

The algorithm performs the merging operation by using a simple data structure 
called Class Array(C). C is a one-dimensional array as large as the maximum label 
value and containing for each label value its corresponding class identifier. 

The labeled result is denoted with l(x, y). The geometric features of each connected 
component can be acquired by searching the pixels which have the same label.  
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As some edges originating from texture regions are discontinuous and disorder, we 
think that each connected component is a separate edge, and the information of each 
edge is reflected by its connected component. For example, the perimeter and the area 
of a connected component can be easily obtained in the labeled image l(x, y). It is 
easy to know that the ratios of the perimeters and the areas of connected components 
which are generated from object contours are greater than others. In our experiment, 
we consider the area index of connected components. Assume that there are N 
connected components in b(x, y) and we denote with the number of the pixel points 
contained in the ith connected component as Li(i=1,2,…,N). We need to find a 
suitable threshold T2. If Li<T2, the connected component is considered as the edges 
originating from texture regions, otherwise, it is considered as an edge originating 
from object contours. The threshold should be different according to environments. 
Then, we zero the values of all pixel points contained in the connected components 
whose numbers of pixel points are less than the threshold T2. After that, a new binary 
image b1(x, y) is obtained. 

2.3 Combination with Canny Edge Map 

Although the image b1(x, y) only contains edges originating from object contours, it 
cannot be the final result of our approach because the edges in b1(x, y) are very thick. 
In practice, we would like to have edges with only one pixel wide. Since the angle 
and the magnitude of the gradient in the image f(x, y) is missed in the process of 
thresholding, it is impossible to get the accurate edges from the image b1(x, y). In 
[14], an approach with non-maximum suppression was proposed. This approach 
keeps only those pixels on an edge with the highest gradient magnitude. These 
maximal magnitudes should occur right at the edge boundary, so the edge boundaries 
are converted to one pixel wide. For this reason we use it in f1(x, y). To make the 
edges be continuous and valid, hysteresis thresholding is also adopted. Therefore, the 
image f1(x, y) is converted to a binary image b2(x, y), which shows that all the edges 
are one pixel wide. 

We aim at obtaining an image which only contains one pixel wide contours. 
Therefore, the goal can be achieved by taking the intersection with the image b1(x, y) 
and b2(x, y). 

Although the object contours have been generated, the results may be unsatisfied. 
Some contours may be non-closed, and we need some means to close the contours. 
Finally, an additional adjustment procedure is applied, and a map reflecting the 
contours of the input image is outputted. Based on this map, the robot can make a 
collision-free decision. 

3 Experiments 

In this paper, some experiments are conducted to testify the contour detection 
approach. 
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The experiment I is used to demonstrate the given approach, as shown in Fig. 1. 
Obviously, edges generated from texture regions are removed by our method. The 
output just contains the object contours. Experiment II considers more complex 
environments. The results are shown in the Fig. 2. From these results, we can find that 
our approach has a good performance. Except removing the texture edges, the light 
trace is also neglected. 

 

   

                (a) The original image                                 (b) Sobel edges 

   

          (c) The binarization of Sobel edges                      (d) Connectivity-based boundaries 

   

                (e) Canny edges                                        (f) the final result  

Fig. 1. The demonstration of the given approach  

In experiment III, the robot moves by using the given approach to avoid obstacles. 
There are some randomly chosen objects (potted plant, carton) with different sizes, 
heights, colors and textures on the floor. From Fig. 3, it is seen that the robot achieves 
a collision-free motion. Experiment IV is used to test the adaptability of our approach 
by putting an obstacle when it is moving. Fig. 4 shows the video snapshots of the 
robot’s collision-free motion. 
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(a) The original images 

   
(b) Canny edges of these two images 

   
(c) The final result of the two images 

Fig. 2. The results of experiment II 

 

Fig. 3. Video snapshots of experiment III 
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Fig. 4. Video snapshots of experiment IV 

4 Conclusion 

In this paper, a contours detection approach for robot vision is given. The edges 
generated by texture regions are removed in the environment, and the edges of the 
object contours are kept. The validity of our approach is testified by robot 
experiments. In the future, we shall consider the more complex environments and 
improve the adaptability. 
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Abstract . In this paper analysis of accuracy of determining the coordinates of 
points on the plane template in the shape of rectangle is presented. These points 
lie at the corners of squares with side of 8 mm. Images of these points were 
obtained using Edimax IC-7100P camera from three different points of view 
and analysed. Position and orientation coordinates of camera relatively to the 
reference system were calculated. Coordinates of points on the ideal image 
(without optical distortions) were determined. After reading from the image real 
coordinates, optical distortion model coefficients of the camera were calculated. 
After that, errors caused by optical distortion were determined. Next, 
coordinates read from the image were corrected and coordinates of observed 
points in the reference system were calculated. Finally, calculated coordinates 
were compared to them real values and them maximal differences were 
determined.  

Keywords: Computer Vision, Soft Computing, Robot Intelligence. 

1 Introduction 

One of the basic component of computer intelligence of robots is software, that 
calculates coordinates of position and orientation of manipulated objects, seen by the 
camera. Designing of such software must take into account the errors of coordinates 
read from the camera matrix. These errors cause inaccuracies of calculations of points 
coordinates in reference system, associated with technical station.   

In order to determine accuracy of calculated coordinates of observed points, 
analysis of errors is needed. These errors are caused by: reading errors of coordinates 
from the matrix of the camera, optical distortions of the camera, errors of parameters 
that describes optical system of the camera and errors of calculations. During 
designing of the vision system, minimization of mentioned errors is needed.  

To Edimax IC-7100P camera study, template with points surrounded by yellow 
circles (Fig.1) is used. These points lie in the corners of squares with side of 8 mm. In 
the figure, x and y axis of reference system are marked in the red colour, whereas X 
and Y axis of auxiliary coordinate system are marked in the green colour. Auxiliary 
system is useful to set camera above the template.  
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Fig. 1. The template used to camera Edimax IC-7100P study 

User can read points coordinates directly from picture in pixels using Microsoft Paint 
program, but this way is connected with possibility of making mistakes. To decrease 
risk of making such mistakes, reading of these coordinates in this work has been made 
automatically using image processing algorithm [1] implemented in C# language, in 
Microsoft Visual C# 2010 Expres environment.  

To compensate optical distortion errors, correction of the read coordinates has been 
used. Mathematical model of optical distortions used here is presented in works [2,3].  

Parameters which describe the coordinate system of camera xcyczc in reference 
system xyz are coordinates of position and orientation, focal length and size of the 
pixel. Calculation of every parameter can be made using iteration methods, which 
minimize square form of errors [4-5]. Errors of each mentioned parameters occurs in 
this form. However fundamental disadvantage of these methods is large number of 
calculations which cause great numerical errors and long time of calculations. In this 
work, coordinates of position and orientation was calculated using fast and accurate 
Camera algorithm [6]. Precision of calculations of this algorithm amounted to 10-6 

mm. Focal length and size of the pixels were taken from camera datasheet.  
In this work, precision of calculation of 192 points from Fig. 1 was analyzed in 

three different settings of camera above this template. In second chapter, results of 
calculations of camera position and orientation coordinates are presented. Third 
chapter contains calculations of mathematical model coefficients of optical 
distortions. Fourth chapter is about analysis of coordinates calculations errors in 
reference system. Fifth chapter summarizes all of the studies.  
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2 Position and Orientation of Camera 

Here, calculation of position and orientation coordinates of camera in three different 
angles with respect to plane of template from Fig.1 is performed. Beginning point Oc 
of camera coordinates system ccc zyx  has been associated with the center of camera 

matrix. Camera settings are presented in Fig. 2. 
 

cO  

y  

z  

x  O  

cO  
cO  

cx  

cx  

cx  

cy  
cy  

cy  

cz  cz  
cz  

Setting 2 Setting 1 Setting 3 

Template 

 
 

Fig. 2. Camera settings 
 

       
 

Fig.3a. Image 1. Fig.3b. Image 2. Fig.3c. Image 3 
 

Images of template at setting 1, 2, 3 are presented in the Figures 3a-c. Image 1 was 
obtained from camera at setting 1, image 2 at setting 2, image 3 at setting 3.  

Coordinates of all 192 points from the template are read in pixels with usage of 
algorithm of image processing [1] implemented in C# language in Microsoft Visual 
C# 2010 Express environment. From Edimax IC-7100P camera data sheet, can be 
readed, that size of the pixel is equal to 2.8·10-3mm x 2.8·10-3mm and focal length 

mmfc 01.5= . After multiplication of coordinates in pixels by the pixel size, we 

obtain coordinates of points read from the image in mm, in cc yx - system. 

x, ycx, yc x, yc

y, xc y, xc 
y, xc 

O, Oc 
O, Oc O, Oc 
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Coordinates of points in reference system xy are easy to determine. These points are 
placed in the corners of 8mm by 8mm square.  

Position and orientation of camera system ccc zyx  with respect to reference 

system xyz are described by the homogenous matrix cT of transformation, like in the 

equation (1).  
 

),(),(),(),,( αβγ xRotyRotzRotdddTrans zyxc =T .                        (1) 

 
It is notation of successive transformations with respect to reference system xyz . 

Mentioned transformations are: rotation about axis x by angleα , rotation about axis y 
by angle β , rotation about axis z by angle γ , displacement zd  along axis z, 

displacement yd  along axis y, displacement xd  along axis x [7,8].  

These coordinates are determined by Camera algorithm [6]. Input parameters of 

these algorithms are coordinates α , β , γ , xd , yd , zd ; coordinates A
c z , B

c z , C
c z  

of three points A, B, C from template in the system ccc zyx ; coordinates Ac
c x , Ac

c y , 

Bc
c x , Bc

c y , Cc
c x , Cc

c y  of points  A, B, C in the system ccc zyx  (read from camera); 

coordinates Ax , Ay , Az , Bx , By , Bz , Cx , Cy , Cz  of points A, B, C in the system 

xyz ; focal length cf ; and accuracy of calculations delta.  

Calculations of coordinates in every camera setting from Fig.2 for 8 sets of points 
A, B, C was made. Obtained 8 sets of camera coordinates were averaged. Points lying 
beyond the beginning of coordinate system cO , but closest to this beginning were 

chosen. Read coordinates of these points have small errors caused by optical 
distortions. These points are located on the square with side length of 16 mm which 
centre approximately coincide with point cO . Coordinates mmzzz CBA 0=== . 

The sets of points are as follows: 
 

• set 1: mmxA 8= , mmyA 8−= , mmxB 8= , mmyB 8= , mmxC 8−= , 

mmyC 8= ; 

• set 2: mmxA 8= , mmyA 8−= , mmxB 8= , mmyB 8= , mmxC 8−= , 

mmyC 8−= ; 

• set 3: mmxA 8= , mmyA 8= , mmxB 8−= , mmyB 8= , mmxC 8−= , 

mmyC 8−= ; 

• set 4: mmxA 8= , mmyA 8= , mmxB 8−= , mmyB 8= , mmxC 8= , 

mmyC 8−= ; 

• set 5: mmxA 8−= , mmyA 8= , mmxB 8−= , mmyB 8−= , mmxC 8= , 

mmyC 8−= ; 

• set 6: mmxA 8−= , mmyA 8= , mmxB 8−= , mmyB 8−= , mmxC 8= , 

mmyC 8= ; 
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• set 7: mmxA 8−= , mmyA 8−= , mmxB 8= , mmyB 8−= , mmxC 8= , 

mmyC 8= ; 

• set 8: mmxA 8−= , mmyA 8−= , mmxB 8= , mmyB 8−= , mmxC 8−= , 

mmyC 8= . 

 

For initial values of input parameters α , β , γ , xd , yd , zd , A
c z , B

c z , C
c z , Ax , 

Ay , Az , Bx , By , Bz , Cx , Cy , Cz  calculated roughly using geometrical 

dependencies and Ac
c x , Ac

c y , Bc
c x , Bc

c y , Cc
c x , Cc

c y  read from camera, camera 

coordinates α , β , γ , xd , yd , zd  were calculated with accuracy delta=10-6 mm [6].  

Equation (2a) describes averaged coordinates for camera setting 1 from Fig.2 and 
equation (2b) describes matrix cT . 

 

9774.179=α , 0187.0−=β , 9424.89=γ , mmd x 0290.0−= , mmd y 0126.0−= ,  

 mmd z 5727.236= . (2a) 

 

 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
−−
−

=

1000

5727.2369999.00004.00003.0

0126.00003.00010.09999.0

0290.00004.09999.00010.0

cT . (2b) 

 
Equation (3a) describes averaged coordinates for camera setting 2 from Fig.2 and 

equation (3b) describes matrix cT . 

 

1180.210=α , 8350.0=β , 2963.90=γ , mmd x 2950.161= ,  

 mmd y 1845.5= , mmd z 9449.277= . (3a) 

 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−−−
−−
−−

=

1000

9449.2778649.05017.00146.0

1845.50152.00028.09999.0

2950.1615017.08650.00052.0

cT . (3b) 

 
Equation (4a) describes averaged coordinates for camera setting 3 from Fig.2 and 

equation (4b) describes matrix cT . 

 

2784.144=α , 2332.0−=β , 0074.91=γ , mmd x 7442.201−= ,  

 mmd y 9399.4−= , mmd z 4332.283= . (4a) 
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⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
−

−−

=

1000

4332.2838119.05838.00041.0

9399.40136.00119.09998.0

7442.2015837.08118.00176.0

cT . (4b) 

3 Errors of Optical Distortions 

For simplification, rows and columns are introduced. Rows are consist of points, lying 
on lines, which are parallel to axis y on Fig.1. Each row consist of 16 points. Number 
of rows is equal to 12, according to Fig.1 . Columns are consist of points, lying on 
lines, which are parallel to axis x on Fig.1. Number of columns is equal to 16. ijP  is 

the point of i-th row and j-th column. Coefficients ),( jixc
c  and ),( jiyc

c  of image of 

points ijP  of template, read from the camera system cc yx , have errors ),(* jixc
cΔ  

and ),(* jiyc
cΔ , caused by optical distortions. These errors results from mathematical 

description of distortions by means of coefficients 1k , 2k , 3k , 1p  and 2p  [2,3]. 

Equations (5a) and (5b) describes these errors. Errors ),( jixc
cΔ  and ),( jiyc

cΔ  can be 

determine from coordinates read from camera. These are described by equation (5c).  
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c

c
c

c
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In equations (5c) occurs ideal coordinates of points ),( jixci
c  and ),( jiyci

c , with no 

optical distortions. These coefficients can be calculated from homogenous form 
),( jir  of vector that describes point ijP  in reference system. We can note that form 

as follows:  
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Coordinates of point ijP  in reference system, that occurs in equation (6), can be 

note using indexes as follows: mmijix 8)7(),( ⋅−= , mmjjiy 8)9(),( ⋅−= . Point 

79P  is the origin O of the reference system. All points are lying on the plane xy, so 

0),( =jiz . Since camera matrix cT of transformation is known, calculation of 

homogenous form ),( jic r  of vector that describes point ijP  in the camera system 

ccc zyx  can be performed.  
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Coordinate ),( jixci
c  can be obtained from coordinate ),( jixc  calculated from 

equation (7). From geometrical dependences, shown in the Fig.4 results dependence 

(8a) that describes coordinate ),( jixci
c . 
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Fig. 4. The coordinates xc of point Pij and its image Pcij. 
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Using similiar geometrical dependecies the formula (8b) can be derived. 
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Using equations (7), (8a), (8b) coefficients ),( jixc
cΔ , ),( jiyc

cΔ  and 2),( jirc
c  

occurring in equations (5c) can be calculated. Since these values are known, it allows 
to apply equations (5a) and (5b) for calculation of coefficients 1k , 2k , 3k , 1p  and 

2p . If following sum is created 

 

})],(),([)],(),({[ 2
*

2
*

12

1

16

1

jiyjiyjixjixS c
c

c
c

c
c

i j
c

c Δ−Δ+Δ−Δ=∑∑
= =

, 

 
unknown coefficients can be calculated by using minimally square method. Results of 
these calculations are presented by expressions (9a-11d). Calculations were made for 
three camera setting as in the Fig.2.  

Coefficients for camera setting 1 have following values: 
 

 2
1 0120.0 −= mmk , 032 =÷ kk , 021 =÷ pp ; (9a) 

 

 2
1 0256.0 −= mmk , 4

2 0073.0 −−= mmk , 03 =k , 021 =÷ pp ; (9b) 

 

 2
1 0460.0 −= mmk , 4

2 0318.0 −−= mmk , 6
3 0068.0 −= mmk , 021 =÷ pp ; (9c) 

 
2

1 0443.0 −= mmk , 4
2 0302.0 −−= mmk , 6

3 0064.0 −= mmk , 2
1 0014.0 −= mmp , 

 2
2 0012.0 −−= mmp . (9d) 

 
For camera setting 2: 
 

 2
1 0043.0 −= mmk , 032 =÷ kk , 021 =÷ pp ; (10a) 

 

 2
1 0011.0 −−= mmk , 4

2 0056.0 −= mmk , 03 =k , 021 =÷ pp ; (10b) 

 

 2
1 0010.0 −= mmk , 4

2 0006.0 −= mmk , 6
3 0027.0 −= mmk , 021 =÷ pp ; (10c) 

 
2

1 0007.0 −= mmk , 4
2 0021.0 −= mmk , 6

3 0022.0 −= mmk , 2
1 0010.0 −−= mmp , 

 2
2 0003.0 −−= mmp . (10d) 

 
For camera setting 3: 
 

 2
1 0026.0 −= mmk , 032 =÷ kk , 021 =÷ pp ; (11a) 

 

 2
1 0075.0 −−= mmk , 4

2 0114.0 −= mmk , 03 =k , 021 =÷ pp ; (11b) 
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 2
1 0149.0 −−= mmk , 4

2 0279.0 −= mmk , 6
3 0102.0 −−= mmk , 021 =÷ pp ;  (11c) 

 
2

1 0173.0 −−= mmk , 4
2 0336.0 −= mmk , 6

3 0172.0 −−= mmk , 2
1 0040.0 −= mmp , 

 2
2 0002.0 −= mmp . (11d) 

 
Equations (9a), (10a), (11a) present error description using one coefficient; equations 
(9b), (10b), (11b) – using two coefficients; equations (9c), (10c), (11c) – using three 
coefficients; equations (9d), (10d) and (11d) – using five coefficients.  

4 Error of Coordinates Calculations 

Coefficients described by equations (9a)-(11d) can be applied to calculate errors 

),(* jixc
cΔ  and ),(* jiyc

cΔ , described by equations (5a,b). After calculating these 

errors correction of coordinates of points ),( jixc
c  and ),( jiyc

c , read from camera 

matrix in the coordinate system cc yx  can be made. By correction it means addition of 

errors ),(* jixc
cΔ  and ),(* jiyc

cΔ  to the coordinates ),( jixc
c  and ),( jiyc

c . 

Coordinates after this correction are note by ),( jixccor
c  and ),( jiyccor

c . Equation 

(12) describes corrected coordinates. 
 

 =),( jixccor
c +),( jixc

c ),(* jixc
cΔ ,  =),( jiyccor

c +),( jiyc
c ),(* jiyc

cΔ . (12) 

 
From corrected coordinates, coordinates of points on the plane of the template in the 
reference system xy can be calculated. These coordinates can be note by ),( jixcor  

and ),( jiycor . Coordinates describes point ijcorP  on Fig.5.  
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Fig.5. The coordinates x of points Pijcor and Pcijcor 
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In order to calculate coordinates ),( jixcor  and ),( jiycor , coordinates ),( jixccor , 

),( jiyccor , ),( jizccor  of point cijcorP  and Fx , Fy , Fz  of focal F  in reference 

system are necessary. Equations (13) and (14) describes that coordinates.  
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Equations (15) describes straight line connecting points cijcorP , F  and ijcorP .  
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After substitution 0),( =jizcor , equation (16) is evaluated, that describes searching 

coordinates. 
 
 FFccorfcor xxjixkjix +−−= )]),([),( , FFccorfcor yyjiykjiy +−−= )]),([),( ,  (16) 

 

Fccor

F
f zjiz

z
k

−
=

),(
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Accuracy of determination coordinates of point in the template can be describe by 

absolute values of differences |),(),(|),( jixjixjix cor−=Δ , ),(|),( jiyjiy =Δ  

|),( jiycor−  or by the distances =Δ ),( jir  22 ),(),( jiyjix Δ+Δ . As a reminder: 

mmijix 8)7(),( ⋅−= , =),( jiy  mmj 8)9( ⋅− . Results of calculation of maximal 

values ),( jirΔ  for three settings of camera are shown below.  

For camera setting 1 from Fig.2 for coefficients (9a) =Δ )],(max[ jir  

mmr 5785.1)14,6( =Δ , for coefficients (9b) =Δ )],(max[ jir =Δ )14,6(r  mm3462.1 , 

for coefficients (9c) =Δ )],(max[ jir =Δ )14,6(r mm1716.1 and for coefficients (9d) 

=Δ )],(max[ jir =Δ )14,6(r mm0553.1 .  
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For camera setting 2 from Fig.2 for coefficients (10a) =Δ )],(max[ jir  

mmr 1693.1)16,3( =Δ , for coefficients (10b) =Δ )],(max[ jir =Δ )16,3(r  mm1615.1 , 

for coefficients (10c) =Δ )],(max[ jir =Δ )16,3(r mm1579.1  and for coefficients 

(10d) =Δ )],(max[ jir =Δ )16,3(r mm0909.1 .  

For camera setting 3 from Fig.2 for coefficients (11a) =Δ )],(max[ jir  

mmr 4181.1)2,12( =Δ , for coefficients (11b) =Δ )],(max[ jir =Δ )2,12(r  mm3686.1 , 

for coefficients (11c) =Δ )],(max[ jir =Δ )2,12(r mm3942.1  and for coefficients 

(11d) =Δ )],(max[ jir =Δ )2,12(r mm8473.0 .  

It is easy to observe, that coordinates calculation accuracy increases with the 
amount of optical error model coefficients (5a) and (5b). For each camera setting, the 
greatest errors appear when only one coefficient 1k  is accounted. On the other hand, 

the  smallest errors are obtained when all five coefficients 1k , 2k , 3k , 1p  and 2p are 

applied. 

5 Summary 

The studies shows, that accuracy of determining the coordinates of points on the plane 
using camera depends on the optical errors description. The more coefficients from 

1k , 2k , 3k , 1p , 2p  is accounted in errors description ),(* jixc
cΔ  and ),(* jiyc

cΔ , 

described by equations (5a,b), the smaller are coordinates errors ),( jirΔ  of points 

determined on the plane. These coefficients depends on camera setting and this is why 
we account this dependence in the process of determining them.  

Studies presented here should be treated as preliminary step of  designing vision 
system with more than one camera. In the system with several cameras, errors model 
coefficients of every camera in the setting in which it will work should be determined.  
Afterwards analysis of coordinates determination accuracy on the plane observed by 
these cameras is necessary to be performed. The greatest error from every camera in 
the system ),( jirΔ  determines the accuracy of whole system. Assume that the results 

presented in this work for three camera settings of one camera are results of three 
cameras each in one of these settings. In this case, the accuracy of such system of 
three cameras is determined by maximal from these errors: mm0553.1 (setting 1), 

mm0909.1 (setting 2), mm8473.0 (setting 3). Therefore the system can determine 

coordinates with accuracy about mm1.1 . 

If accuracy is insufficient, then such system should be treated as vision sensor used 
to approximate determination of points positions. Errors of position can be reduced by 
moving camera closer to earlier roughly determined point. It can be made by 
mounting the camera at the robot manipulator.  
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Abstract. The robot recognizes the position for SLAM (Simultaneous 
Localization And Map-Building) There are a number of ways, many of the 
methods recognize the correct position to fuse the various sensors and filter 
used. There are a number of ways for localization for SLAM of the robot. Some 
methods use the fused sensor or filter for accurate localization. In this paper, 
Robot localization using one fixed camera system is proposed. Robot 
localization using color-based CAMShift algorithm which method of object 
tracking. The image processing uses the OpenCV library.  

Keywords: CAMShift, Vision, Localization, OpenCV. 

1 Introduction  

Recently Study about SLAM (Simultaneous Localization And Map-Building) has 
been actively studied. The autonomous driving robot should know the location of 
current position and the perception of the surrounding environment. The way to find 
the position of the robot, there are several types of dead-reckoning, RFID, GPS, etc. 
However, these methods are used in fusion with other sensors because the errors in 
the calculation process and the surrounding environment occur. 

In this paper, the position of the robot was estimated by image processing using one 
fixed vision system. The present day image processing techniques are used in factory 
automation, military, medical, remote sensing, surveillance and security in many 
applications. The image processing was used the OpenCV library. The OpenCV library 
is widely used in the field of image processing got recognition as processing speed and 
reliability. The OpenCV library is composed of a function of more than 500, the 
function of which is usefully employed in the field of various computer vision.  

This paper is organized as follows. Chapter 2 is a configuration of the mobile robot 
system, and CAMShift algorithm. Chapter 3 has verified the validity by experiment. 
And chapter 4 describes conclusions and future study.  

2 Robot Localization Using CAMShift Algorithms 

2.1 System Configuration  

In this paper, the system of mobile robot was configured for localization of mobile 
robot. Fig.1 is a whole system block. Control of mobile robot is used the Bluetooth 
and remote control. Image processing for localization of mobile robot was used the 
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OpenCV library. The vision camera was used Logitech C301. MCU of mobile robot 
was used LM3S8962 (ARM). 

 

Fig. 1. Whole system 

2.2 CAMShift Algorithm 

Typical color-based method using image processing techniques has to be MeanShift 
algorithm and CAMShift algorithm. The MeanShift algorithm is based on the density 
distribution of the data set to ROI at high speed object tracking. And, the initial search 
region size and position, repeationg the color data is determined based on the 
boundary. The object of interest is extracted.  The initial ROI (Region Of Interest) is 
fixed, the center of ROI moved to the center of data after calculating the center of the 
ROI and the center of the data. At this time, the resulting vector is MeanShift vector. 
The new data of interest has been given a ROI interest is given to the movement of 
the center of the ROI. The central position of the new data of interest and the center 
position of the new ROI until the same, repeat this process. But, when tracking a 
target object is smaller than the ROI for the reasons to use a window, and so as to 
unnecessary operations, the algorithm has the drawback of not suitable for real-time 
systems. The designed algorithm is CAMShift algorithm. Fig. 2 shows that 
localization of the robot for CAMShift algorithm. 

 

Fig. 2. CAMShift image processing for region of interest 
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This problem complements the algorithm is designed for real-time systems is 
CAMShift algorithm. The CAMShift algorithm is the same as a way of tracking 
MeanShift algorithm CAMShift algorithm is the same as MeanShift algorithm based 
on the density distribution of the data set that center point of ROI center correspond 
with point of data of interest through an iterative process. But There is difference 
considering the size and rotation of the ROI when specifying ROI. This allows the 
operation of the unnecessary area is removed and the amount of computation is 
reduced advantages. 

2.3 Robot Localization Using CAMShift Algorithms 

RGB (Red, Green, Blue) color model is sensitive to light and lighting. Therefore, by 
using color-based CAMShift algorithm comes to the performance of the robot 
localization problem may arise. Accordingly, RGB model, instead of the light-resistant 
HSV models need to be used.  Equation (1), RGB model changes the HSV model.   

1

2

1
(( ) ( ))

2cos
( ) ( )( ))

3
1 min( , , )

( )

1
( )

3

R G R B
H

R G R B G B

S R G B
R G B

V R G B

−
− + −

=
− + − −

= −
+ +

= + +

                  (1) 

 
If the selected ROI, to analyze the histogram of the color data from the camera in 

ROI, and ROI binarization after the back-projection of the histogram. The white data 
of binary image apply to CAMShift algorithm, as a result to find the center point of 
the target. Fig. 3 is result for localization using CAMShift algorithm.  

 

Fig. 3. Recognition of object using CAMShift algorithm 
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When using CAMShift algorithm has the accuracy. other SLAM method in 
LRF(Lase Range Finder), ultrasonic sensor and odometry(Encoderm, IMU sensor) 
require different filters and compensation. 

3 Experiment 

In this paper, a single sensor was used to find out the exact position of the robot using 
CAMShift algorithm and vision-camera. Fig. 4 shows the experimental environment. 
The tracked object has selected the mobile robot has been widely used in the robot. 

Fig. 5 shows position data shown by the experimenter. Place the paste on the 
ceiling vision sensor (camera), and coordinates of the robot is measured by moving 
the robot after I want to track the ROI setting a desired robot.. An experimental result 
on average error of 2.76% has occurred. It is possible to recognize the precise 
location. However, because the vision system invisible situations, it is impossible to 
know the position of the robot. In addition the precision of data according to the 
frame of the image differ occurred.  

  

 

Fig. 4. Experiment environment 

 

Fig. 5. Experiment Result 



 Localization Using Vision-Based Robot 289 

4 Conclusion   

In this paper, that was localization of the robot using a fixed camera system. 
Localization of robot was used CAMShift algorithm in an object tracking method. 
Further, unlike the method of recognition of position, within a constant range, it is 
possible to know the exact position using a single vision-sensor.  

In the future, the disadvantage for missing object recognizing of CAMShift 
algorithm will improve. And map-building using image processing will study. Also, I 
will try to apply the other robot besides a mobile robot. Comparison with other 
position recognition method analysis would proceed. 
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Abstract. Motion estimation plays an important role in image processing and 
machine vision. Motion blur has always been considered as degradation on 
images in existing majority of motion estimation methods. In this paper, a 
motion estimation technique for blurred image is proposed directly using 
motion blur images. The motion constraint model for blurred images is 
constructed based on alpha channel, and the gradient of alpha channel for 
blurred image is calculated using the filter method to improve the estimator 
accuracy. Experiment results show the proposed motion estimation approach 
can offer good estimator performance for blurred image in term of accuracy. 

Keywords: Motion estimation, Gradient filter, blurred image. 

1 Introduction 

Motion image analysis and motion information estimation is becoming more and 
more popular in image processing and machine vision. The main objective of motion 
estimation based on images is to estimate accurately the scene or motion according to 
motion images as possible. In the last two decades, computational vision researchers 
have proposed a number of algorithms for motion estimation, but majority of motion 
estimation methods is based on unblurred images [1][2][3][4][5]. In such the methods, 
to minimize the effect of motion blur on motion estimation, these general techniques 
employ stroboscopic illumination to “freeze” the measured object or use high-speed 
imaging device to shorten exposure time. However, the equipment cost or the 
measurement complexity is increased using these two eliminating motion blur 
methods. 

At present, motion blur has always been considered as degradation on images and 
little has been done to exploit motion blur as a visual cue for image motion estimation 
[6], then the image blurred is eliminated by such as filter method and the object 
motion is further estimated. In reference [7], a space-variant image restoration scheme 
for interlaced scan images is proposed by estimating motion blur parameters. Dash 
and Majhi presents an approach of motion parameters estimation for motion blur 
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images based on Gabor filter and neural network [8]. Yang et al. presents a blind 
image deconvolution algorithm for motion deblurring from a single blurred image by 
using bilateral filtering [9]. It is clearly that the complexity of the motion estimation 
method is higher, in which motion blur is viewed as degradation on images. 

A long time ago, Prof. Burr proposed the motion-from-blur mechanism existing in 
biological vision [10]. The motion estimation can be performed directly using the 
blurred images according to the vision mechanism, and there is no need to provide the 
stroboscopic illumination or high-speed imaging device, thus the cost or complexity 
for motion estimation is reduced. Recently, several groups measured motion directly 
using motion blurred images and obtained good results. Xu et al. developed an 
approach of translational speed measurement based on motion blur information [11]. 
In reference [6], a method to realize the measurement of rotation parameters from a 
single blurred image is proposed. Dai and Wu presented motion estimation algorithm 
for blurred image based on alpha channel model information [12]. However, majority 
of existing motion estimation methods for blurred image offer poor performance in 
accuracy.  

The paper focuses on the motion estimation directly using motion blurred images. 
The motion constraint model is constructed using alpha channel information, and the 
gradient of alpha channel information is computed based on the filter method to 
improve estimator accuracy. 

2 Motion Constraint Model for Blurred Image 

Generally, for a motion blurred image bI , which it is get by the unblurred image I  

and kernel h , the motion blur constraint can be expressed [12], 

)
2

()
2

(
b

pI
b

pIb|I pb −−+=⋅∇  . (1)

where p is any position in image, ( )Tvub ,=  is the displacement vector and T is 

transpose operator. Here bI  is defined as hIIb *=   and ∗  represents convolution. 
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=∇  represents the partial differential of the blurred image 

bI  in the x and y directions for any position p.  

Equation (1) offers only one given blurred image bI , and the )
2

(
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pI + , 
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(
b

pI +  and the displacement b   are all unknown components, thus requires 

further assumptions or less degree of freedom to solve the two unknown components. 
However, the alpha channel technique applied successfully to image deblurring [13] 
can be used to reduce the degree of freedom for the motion blur constraint [12]. 
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In such an alpha channel method, the image I can be viewed as a linear 
combination of foreground image F  and background B based on an alpha 
channel, and the form can be given by, 

BFI )1( αα −+= . (2)

If the F  and B  are assumed to be locally smooth, and combine the Equation 

(1) and Equation (2) according to hIIb *= , then the expression is given by [12], 
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where hb ∗= αα  is α channel model of the blurred image bI , 
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ααα  represents the partial differential of bα  in the x and y 

directions. Note that the Equation (3) is equivalent to replacing I in Equation (1) by 
using the α  channel model. 

For the blurred image caused by target motion, the alpha values for most pixels are 
either 0 or 1, and the alpha values is considered to be 0 mostly when α∇  is also 0. 

Thus, the Equation (3) can be expressed as follow where 0|||| ≠∇ bα [12], 

1±=⋅∇ bbα . (4)

The Equation (4) is called the α channel motion constraint model for blurred image, 
and this model can simplify motion estimation for blurred image. 

3 Motion Estimation for Blurred Image Using Gradient Filter 

In Equation (4), when the motion parameters are estimated directly using the blurred 

image, one can see that there is need to obtain alpha channel bα  of the blurred image 

and calculate the gradient 
x
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ααα . In this 

paper, the blurred image bα  components are extracted automatically by applying the 

spectral matting method in reference [14]. Furthermore, the approach to calculating 

the gradient bα∇  has direct effect on the estimator accuracy for motion blurred 

image. 
Researchers originally calculated the image gradients using the first-order 

difference [12] [15], but this approach provides inferior performance in accuracy for 
motion estimation. In this paper, the motion estimation is viewed as the signal 

processing, and the gradient of the alpha channel bα for blurred image is calculated 
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using the filter method. The gradient bα∇ can be estimated in the following way that 

the row and column of bα  for the blurred image are convolved by applying filters,  
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where ),( yxbα  is alpha channel model of the blurred image bI , g  represents 

derivative filter, f is pre-smoothing filter, T represents transpose and ∗ represents 

convolution. The way of filter can be expressed as ],...,[)( 1 ixxifilter = , such as it is 5 

taps filter when 5i = . Such a method can be used to estimate the blurred image 

motion and no prior knowledge of the target is needed, thus it is available in all 

applications for the motion estimation for blurred image. One can note that the bα∇  

values can be calculated as long as the appropriate filters are chosen in Equation (5). 
Then, the motion parameters can be further obtained by using the EM-like iterative 
algorithm and the Least Square method [12] according to the Equation (5). 

4 Experiment and Analysis 

In the experiment, the Central filter [17], the Timoner filter [3] and the first-order 

difference method [12] are chosen to calculate the gradient of the alpha channel bα  

to analyze estimator performance of the proposed motion estimation approach for 
blurred image. At the same time, the estimator performance comparison of two 
different blurred images is carried out by using this proposed method. As shown in 
Fig.1, the first image is IC chip image which [16], and the second image is the 
classical Lena image [12]. Here, Fig.1 (a), Fig.1 (b) and Fig.1 (c) is unblurred IC 
image, IC chip blurred image and Lena blurred image, respectively. The IC chip 
blurred image is blurred by the uniform velocity motion of 10 pixels in the 

6
πθ −=  direction, and the Lena blurred image is blurred with the uniform velocity 

motion of 15 pixels in the 
2

πθ =  direction.  

Furthermore, the threshold is set to 0.1 when the motion parameters are 
estimated using EM-like iterative algorithm in this experiment [12]. Additionally, 

22 |||| vus +=  and 
v

u
arctan=θ  are used to represent the length and 

direction of displacement respectively. The tests are repeated 10 times to estimate the 

mean s and the standard deviationδ of each method. 
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Fig.1(a) IC chip unblurred image           Fig.1(b) IC chip blured image 

 

Fig. 1(c) Lena blurred image 

Fig. 1. Blurred images 

Fig.2 and Fig.3 compares the estimated displacement for the IC chip blurred image 
and Lena blurred image, respectively, where each different method is repeated 10 
times. Here, First Diff , 5-Cen, 5-Tim, 7-Tim and 9-Tim in graph represent the 

methods that the gradient of the alpha channel bα  is calculated using the first-order 

difference, 5 taps Central filter, 5 taps Timoner filter, 7 taps Timoner filter and 9 taps 
Timoner filter, respectively. Additionally, the results of 10 times test are connected 
with the dash line for the convenience of display. From results shown in Fig.2 and 
Fig.3, one can see that the estimated displacement using the gradient filter method is 
more approach to the actual displacement than that of first-order difference method. 
Fig.2 and Fig.3 also shows the 9-Tim method with 9 taps Timoner filter has better 
estimator performance than others techniques. 
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Fig. 2. Comparison of estimated displacement for the IC chip blurred image using the different 
methods 
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Fig. 3. Comparison of estimated displacement for the Lena blurred image using the different 
methods 

Table 1 and Table 2 compares the mean s and the standard deviation δ of the 
estimated displacement using the methods in Fig.2 for IC chip blurred image and 
Lena blurred image, respectively, where each method is repeated 10 times. Table 1 
and Table 2 show the standard deviation values applied the gradient filter methods are 
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greatly less than that of the first-order difference technique. From standard deviation 
δ exhibited in Table 1 and Table 2, one can see that while the gradient filter methods 
can all offer good performance, the 5-Tim approach has smaller standard deviation. 
Furthermore, for the Lena blurred image, the δ  value is less than 0.04 pixels for 
motions near 15 pixels. 

Table 3 and Table 4 exhibit the comparison of the angular estimated using the 
methods in Fig.2 for IC chip blurred image and Lena blurred image, respectively. 
Similarly, Table 3 and Table 4 also show the gradient filter methods offer superior 
performance for angular estimation. At the same time, the angular bias of the 9-Tim 
method is smaller than that of others methods. In addition, for the Lena blurred image, 
the angular bias approaches 0.77 degrees in term of the angular motions with 90 degrees.  

From the comparison of results shown in Table 1 and Table 2 as well as Table 3 
and Table 4, one can see that the motion estimation method based on α channel 
motion constraint model for blurred image offers a dramatic improvement in 
estimator performance for the large pixels motions. Especially, the standard deviation 
of the 5-Tim method is smaller than 0.04 pixels for motions near 15 pixels and the 
bias of the 9-Tim technique achieves 0.77 degrees for the angular motion estimation 
with the 90 degrees. This implies that the proposed method can provide good 
estimator performance for motion estimation for blurred image. 

Table 1. Comparison of the mean and the standard deviation of the estimated displacement for 
IC chip blurred image (pixels) 

Type First Diff 5-Cen 5-Tim 7-Tim 9-Tim 

s  9.5678 8.9232 9.1723 9.2084 9.5014 

δ  1.4268 0.6298 0.3837 0.4077 0.5154 

Table 2. Comparison of the mean and the standard deviation of the estimated displacement for 
Lena blurred image (pixels) 

Type First Diff 5-Cen 5-Tim 7-Tim 9-Tim 

s  14.28839 14.45176 14.4531 14.48218 14.58176 

δ  0.10588 0.0458 0.0397 0.082 0.0675 

Table 3. Comparison of the angular for IC chip blurred image (degrees/°) 

Type First Diff 5-Cen 5-Tim 7-Tim 9-Tim 

Angular -41.5 -36.3 36.3  34.3  34.1  
Angular bias 11.5 6.3 4.3 4.1 2.1 

Table 4. Comparison of the angular for Lena blurred image (degrees/°) 

Type First Diff 5-Cen 5-Tim 7-Tim 9-Tim 

Angular 81.78 88.19 88.45 88.72 89.23 
Angular bias 8.12 1.81 1.55 1.28 0.77 
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5 Conclusions 

The motion estimation algorithm for blurred image using gradient filter is developed 
in this paper. The α channel motion constraint model for blur image is constructed. 
The motion estimation is considered as the signal processing, and the gradient of 
α channel for blurred image is calculated by using the filter method. The standard 
deviation is smaller than 0.04 pixels for motions near 15 pixels and the bias achieves 
0.77 degrees for the angular motion estimation with the 90 degrees using the 
presented method. Experiment results show the proposed motion estimation method 
based gradient filter can provide good estimator performance for blurred image. 
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Abstract. SPL (Single Port Laparoscopy) might bring improved surgical 
outcomes but this new procedure needs effective and functional next-generation 
surgical tools. Although several robotic systems for SPL have been constructed, 
only manual SPL tools are currently used in clinical SPL procedures. This paper 
presents the design, construction and experimental characterizations of a stereo 
handheld camera tool with integrated illumination for SPL. The camera tool can 
be folded for the insertion into abdomen through a Ø12mm trocar. Besides 
providing 3D visualization and illumination of the surgical scene, it can also be 
unfolded to spare an additional access port for other surgical tools. The actual 
effectiveness of this camera tool could be further gauged in a surgical setting 
with other manual SPL tools. 

Keywords: Single Port Laparoscopy, handheld tool, stereo camera tool. 

1 Introduction 

SPL (Single Port Laparoscopy) uses one skin incision (e.g., the umbilicus) for 
laparoscopic interventions [1]. Compared with traditional multi-port laparoscopy, 
SPL could bring better surgical outcomes, including lower complication rates, less 
postoperative pain, shorter hospitalization and better cosmesis under a similar setting 
[2]. Although the newly introduced NOTES (Natural Orifice Translumenal 
Endoscopic Surgery) procedures [3] might lead to less invasiveness, NOTES is still 
quite far away from large scale clinical trials, even assisted by the special tools [4] or 
the robotic systems [5-11]. 

Using the newly developed SPL instruments, including the TriPort (Advanced 
Surgical Concepts), the SILS port (Covidien), the RealHand tools (Novare Surgical 
Systems), the Cambridge Endo instruments, etc., surgeons have found SPL a viable 
choice over traditional multi-port laparoscopy [12].  

Although robotic systems for SPL [13-17] could be used to ease the difficult hand-
eye coordination, these robotic systems are often associated with regulatory hurdles 
and high costs. Manual SPL tools are cheaper and could prevail more easily even 
though surgeons need to go through additional trainings.  
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This paper hence presents the design of a stereo handheld camera tool with 
integrated illumination for SPL, as shown in Fig 1. While folded, the tool has a 
cylindrical laparoscope form with an outer diameter of 12mm. This form facilitates its 
insertion into abdomen through a ∅12mm trocar. The camera tool can then be 
unfolded to spare an access port as well as provide 3D visualization and illumination 
of the surgical scene. Other manual SPL tools could be deployed through this 
additional access port. 

 

( )a ( )b

 

Fig. 1. The stereo handheld camera tool for SPL: (a) CAD model, and (b) prototype 

Main contributions of this paper include i) the foldable structure of the camera tool 
which spares an additional access port for other instruments, ii) the incorporation of a 
continuum arm for camera head positioning, and iii) the use of mirrors in the camera 
head which allows the installation of two Ø7.8mm camera chips inside the Ø12mm 
camera head.  

The paper is organized as follows. Section 2 presents the design goals and the 
overview. Detailed descriptions of the camera tool are presented in Section 3. Section 
4 reports the experimental characterization of the camera tool with the conclusions 
followed in Section 5. 

2 Design Goals and Overview 

Attempting to address the increasing needs for SPL tools, this paper proposes the 
design of a foldable stereo handheld camera tool. 

When the camera tool is in its folded configuration, the distal part of the tool 
possesses a ∅12mm cylindrical form so that it can be easily inserted into abdomen 
through a skin incision (e.g., the umbilicus). After insertion, the camera tool can then 
be unfolded to spare an additional access port as well as provide 3D visualization and 
illumination of the surgical scene.  

A proposed use of the stereo camera tool could be seen from Fig. 2. The camera 
tool has unfolded itself and the access port spared inside the camera tool is big enough  
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to pass a standard laparoscopic tool (e.g. the ∅5mm Harmonic scalpel from Ethicon 
Inc. or other ∅5mm tools). The access port could also be used for water or gas. Two 
needle-like laparoscopic instruments (e.g. the MiniLap tools from Stryker or the Mini-
Laparoscopy tools from Karl Storz) can be inserted into the patient’s abdomen for 
tissue manipulations. 

 

 

Camera tool

MiniLap tool

5mm tool Access port
 

Fig. 2. The proposed use of the handheld camera tool 

Considering the intended application of this camera tool, the conceived CAD 
model and the constructed prototype are shown in Fig. 1. The design’s features can be 
highlighted as follows. 

• The distal part of the camera tool only possesses an outer diameter of 12mm in 
its folded configuration. This is inspired by the ∅12mm endoscopic robot as in 
[9, 11]. 

• The use of mirrors allows the installation of two Ø7.8mm camera chips inside 
the Ø12mm camera head. Relatively big camera chips could bring better image 
qualities. 

• An imaging distance of 100mm to 150mm from the access port to the objects is 
achieved. 

• A 3-DoF continuum arm is incorporated to orient and position the camera head 
in order to achieve dexterous viewing perspectives of the surgical site. 

• Illumination using LEDs are integrated. 

Section 3 presents the detailed components descriptions, including the arrangement 
of the camera chips, the design of a pivoting mechanism, dimension determination of 
the continuum arm, and the design of the tool handle. Experimental characterizations 
are reported in Section 4. 
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3 Components Descriptions 

Design of the handheld camera tool include i) the camera head with two camera chips, 
ii) the pivoting mechanism for the camera head, iii) the continuum arm, iv) the 
illumination design, and v) the design of the tool handle. These components are 
described here with sufficient details. 

3.1 Design of the Camera Head 

It’s desired to use high quality camera chips for the camera head. Usually bigger 
camera chips have better imaging qualities. Among the available products from 
several major suppliers of miniature camera chips, MO-B3506 (MISUMI Electronics 
Corp, 640×480 resolution, 50dB S/N ratio, and 0.1 Lux minimal illuminations) is 
selected, as shown in the inset of Fig. 3. The camera chips at smaller sizes can’t 
provide imaging qualities that are good enough. 

In order to fit the two ∅7.8mm MO-B3506 camera chips inside the Ø12mm camera 
head for stereo visualization, an axial arrangement of the two camera chips were used. 
As shown in Fig. 3(a), two mirrors are used to reflect the images. The axially 
arranged camera chips now have equivalent radial orientations because of the mirrors. 
The distance between the two mirror centers is 11mm and the distance between the 
two camera chips is 20mm. If 1γ  (the angle between the two mirrors) is equal to 90°, 

the two equivalent camera chips have parallel axes. By adjusting 1γ , 2γ  (the angle   

between the two equivalent camera chip axes) can be varied as in Eq. (1).  

2 12 180γ γ= − °  . (1)

A series of experiments were conducted to adjust the 1γ  angle for better 3D 

perception for human, as shown in Fig. 4(c). The anaglyph views were shown to 
several human subjects and they picked one that looked the most natural. The 1γ  

angle was then chosen to be 92°. 

 

Fig. 3. Camera chip arrangement in the camera head: (a) the schematic, (b) the prototype, and 
(c) experiments to adjust the camera chip axes 

1 93γ = ° 1 92γ = ° 1 91γ = °Camera chip

Mirror 

1γ

2γ

( )a ( )b

( )c
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3.2 A Pivoting Mechanism for the Camera Head 

The mirrors in the camera head are axially arranged. The camera head has to be 
rotated for 90°, in order to generate a normal stereo view. A pivoting mechanism is 
designed as in Fig. 4 to rotate the camera head about the pivoting screw to transform 
the distal part of the tool from the cylindrical form into the unfolded configuration. 

As shown in Fig. 4(a), the actuation block can be pushed and pulled by the 
actuation rod to move along the pin guide. Outer shape of the actuation block is 
fabricated to make sure that the camera head is entirely within the Ø12mm cylindrical 
shape when the camera head is folded. The actuation rod is a Ø0.4mm super-elastic 
nitinol. When the actuation block is driven, it pushes a driving pin to rotate the 
camera head between 0° and 90°, as shown in Fig. 4(b). 

FlexPCB strips were used to replace the camera chips’ original wires so that the 
wires will not get tangled during the rotating motions of the camera head. As shown 
in Fig. 4(c), the FlexPCB strips were carefully patterned and arranged inside the 
camera head so that the rotation of the camera head is not affected by the FlexPCB 
strips. 

( )a ( )b ( )c
1 

23 

4 5 

FlexPCB

 

Fig. 4. The pivoting mechanism for the camera head: (a.1) pivoting screw, (a.2) actuation rod, 
(a.3) actuation block, (a.4) pin guide, (a.5) camera head, (b) the motion sequence, and (c) 
arrangement of the FlexPCB 

3.3 Design of the Continuum Arm 

A continuum arm is incorporated so that the camera head can be better positioned and 
oriented when the handle is constrained by the inserted extra tool though the access 
port. As shown in Fig. 5, the continuum arm consists of i) actuation rods, ii) a super-
elastic nitinol strip, iii) a fixation ring, and iv) several spacers. 

The fixation ring is attached at the middle of the nitinol strip. The nitinol strip 
between the fixation ring and the arm entrance is referred to as segment #1. The 
nitinol strip between the camera head and the segment #1 is referred to as segment #2.  

Two actuation rods are connected to the fixation ring and can slide in the spacers’ 
holes. Pulling of the actuation rod would bend the segment #1 upwards. Another 
actuation rod is connected to the camera head and can slide in the spacers. Pushing 
this actuation rod would bend the segment #2 downwards. 
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The third DoF (Degree of Freedom) of the continuum arm is the translational feed 
of the segment #1. 

Bending shapes of the segments #1 and #2 are assumed to be circular according to 
the previous studies as in [18, 19]. Using this assumption, some derivations could be 
carried out to calculate the segments’ desired lengths.  

The preferred viewing distance of the arm entrance (the access port) ranges from 
100mm to 150mm. When the segment #1 is assumed for a 90º bending, the following 
can be derived. 
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If the segment #2 bends from 0º to 90º, it is preferred for the viewing direction to 
point towards the middle of the viewing range when 45ϑ = ° . Then Eq. (3) gives:  

( )1 2

4
125OD L L mm

π
= + →  . (4)

 
Many 1L  and 2L  values satisfy Eq. (4). 1 60L mm=  and 2 40L mm=  are 

used.  
 

 

Fig. 5. The continuum arm: (a) structure and (b) dimension calculation  
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3.4 Onboard LEDs for Illumination 

Six LEDs were planned for the illumination of surgical scenes as shown in Fig. 6(a). 
A FlexiPCB strip was used to mount and power the LEDs as in Fig. 6(d).  

Temperature rise could be a concern while using LEDs for illumination. A series of 
experiments were carried out to investigate the potential heating problem. The LEDs 
were powered at different voltages in an indoor environment and temperatures of the 
LEDs were measured. 

The LED has a rated voltage of 2.95v. It was found that powering the LEDs at this 
voltage will always cause heating problems. Then it was decided to power the LEDs 
at 2.70v, since no heating problems were identified under this voltage. 

 

Fig. 6. Illumination tests with LEDs powered at (a) 2.50v, (b) 2.60v and (c) 2.70v; (d) FlexPCB 

3.5 Design of the Handle 

The handle is used to hold and manipulate this camera tool. In order to avoid 
interferences when an additional surgical tool is inserted through the access port, the 
handle is designed to be horizontally placed as shown in Fig.2 and Fig. 11. 

The camera head of the designed handheld tool needs three actuation inputs: i) two 
inputs for the bending of the segments #1 and #2 of the continuum arm, and ii) one 
input for the pivoting mechanism. 

The three inputs are realized by the triggers #1 ~ #3 as shown in Fig. 7. The trigger 
#1 actuates two actuation rods of the segment #1; the trigger #2 actuates the actuation 
rod of the segment #2 by pushing the driving pin which is guided by the actuation 
slider; and the trigger #3 actuates the actuation rod of the pivoting mechanism. These 
actuation rods are routed inside the channels in the handle that was fabricated using 
3D printing. 

All the three triggers have a ratchet-like feature so that the actuation rods could be 
locked in position. The tooth profiles on the triggers are carefully designed such that 
the actuation rods will be pushed or pulled approximately 1mm per tooth. Three 
spring-loaded releases (#1 to #3) could be pressed by a user’s thumb to release these 
triggers and allow the actuation rods to be released. 

The use of the handle is explained in Section 4.1. 

( )a ( )b ( )c

( )d
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Fig. 7. Design of the tool handle 

4 Ex-Vivo Experimental Characterization 

After the handheld camera tool is fabricated and assembled, several experiments were 
conducted to characterize the features of this tool. 

4.1 Tool Deployment 

The handheld camera tool shall be inserted into abdomen in its folded form as shown 
in Fig. 8(a). The distal part of the tool has a cylindrical outer shape. The tool could be 
actuated to unfold itself using the three triggers and then provide illumination and 3D 
visualization of surgical scenes. This deployment is as follows. 

After insertion into abdomen, the handle can further extend the continuum arm 
through the tube, as shown in Fig. 8(b). Then the trigger #1 can be pulled to bend the 
segment #1 of the continuum arm upwards. And the trigger #2 can be pushed to bend 
the segment #2 of the arm downwards. The trigger #3 can be pulled to rotate the 
camera head to provide a horizontal stereo view of the surgical site. The rotation 
motion of the camera head could also be seen from Fig. 4(b). The camera tool is then 
fully deployed as shown in Fig. 8(c).  

The LEDs would be powered on to provide illumination. The triggers and the 
releases can be used together to adjust the continuum arm to a desired pose.  

Other surgical tools can be later deployed through the access port spared within 
this handheld tool. Since the direction of the access port could be constrained by the 
newly inserted tool, the continuum arm allows dexterous positioning and orienting of 
the camera head by adjusting the triggers and the releases. 
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Fig. 8. Tool deployment 

4.2 Shape Identification of the Continuum Arm 

The dimensions of the continuum arm were calculated in Section 3.3 based on an 
assumption that both the segment #1 and the segment #2 have circular bending 
shapes. The experiments reported here were conducted to verify this assumption. 

The experimental setup is shown in Fig. 9(a). An optical tracker (Micron Tracker 
SX60 from Claron Technology Inc.) was used with a pointer. The pointer was pointed 
at different positions along the continuum arm. The tracker could directly provide the 
coordinates of the pointer’s tip. 

The coordinates of the points along the continuum arm were recorded, transformed 
to { }ˆ ˆ,x y  as defined in Fig. 5, and plotted in Fig. 9(b). Two serially connected 

circular arcs approximate the bent segment #1 and the bent segment #2, whereas a 
circular arc with a straight line segment approximates the bent segment #1 and the 
straight segment #2.  

The experimental results clearly indicate that the actual shapes of the segments can 
be well approximated by circular arcs. 
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Fig. 9. Shape identification of the tool’s continuum arm 
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4.3 Calibration of the Camera Chips 

In order to improve the imaging quality, the camera chips might be calibrated.  
The calibration was implemented using the Camera Calibration Toolbox for 

Matlab. The toolbox uses existing algorithms [20]. As shown in Fig. 10(a), several 
photos were taken for a calibration board. The corners were repeatedly detected to 
obtain the distortion correction coefficients. The distortion can be visualized as shown 
in Fig. 10(b). The calibration was conducted for both camera chips. The parameters 
were obtained, including the focal lengths, the principal points, the skew coefficient, 
the distortion coefficients, etc. 

 

 

Fig. 10. Camera chip calibration: (a) calibration board, and (b) distortion visualization 

4.4 Ex-vivo Trial of the Handheld Camera Tool 

The camera tool was also tested in an ex-vivo trial. As in Fig. 11(a), an abdomen 
under pneumoperitoneum was mimicked by a box. The camera tool was deployed and 
another tool was inserted. The scene was visualized with illumination provided by the 
LEDs. The anaglyph view assembled from both camera chips is shown in Fig. 11(b).  
 

 

Fig. 11. Ex-vivo trial of the camera tool: (a) setup, (b) anaglyph view 
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5 Conclusions and Future Work 

This paper presents the design, construction, and experimental characterizations of a 
stereo handheld camera tool with onboard illumination for SPL. 

The distal part of the camera tool can be folded into a Ø12mm cylindrical form for 
the insertion into abdomen. Then it can be actuated to unfold itself using three 
triggers, providing illumination and 3D visualization of surgical scenes. An additional 
access port can also be spared inside the tool to insert other surgical tools.  

Several sets of experiments were conducted to demonstrate the functionality and 
characteristics of this handheld camera tool. Particularly, the camera tool successfully 
visualized a mockup surgical scene using its integrated LEDs. An anaglyph view was 
generated and another surgical tool was inserted through the spared access port to 
perform tissue manipulations. 

The future work shall focus on improving the reliability and sterilizability of this 
design so that the tool can be truly gauged in a more realistic setting. 
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Abstract. The center localization of strip is a key to ensure the accuracy of sub-
micron line width measurement based on optical microscopic image. The 
Gaussian function with appropriate scale is used as kernel to convolve with the 
strip target on the microscopic image, which makes the profile of the strip 
become a ridge. By computing the moment of order 1st and 2nd, the position 
and the angle of the ridge line is obtained. The proposed center localization 
method is robust and precise for positioning the strip object in microscopic 
images. Experiments show that the novel method can not only avoid 
interference of noise but also adapt to changing light source. The repeat 
poisoning accuracy of the proposed method is reach up to 0.003 pixel, and the 
relative error is 1.5% for measuring the center distance of 10μm. 

Keywords: Submicron measurement, Center localization, Ridge, Convolution, 
Moment. 

1 Introduction 

Sub-micron line width of the photolithography mask is the key size to restrict the 
quality of IC manufacturing. Measuring sub-micron line width based on computer 
microscopic image analysis technology belongs to the 2D photogrammetry, which is 
getting more and more applications [1, 4, 5, 15, 17, 18]. Microscopic image 
measurement has lots of advantages such as non-contact, convenient, fast, lower cost, 
etc. Imaging on CCD camera through a optical microscope, the geometry size or 
relationship between points and lines in a planar are converted into pixels’ distance of 
feature point in the microscopic image. In order to measure the line width it is 
necessary to accurately survey both the actual distance represented by the pixel and 
the precise location of the feature point. The PRD (pixel representing distance) is 
determined by the system magnification factor and can be accurately calibrated by 
precisely poisoning the center of strip on the optical microscopic resolution power 
testing board, as shown in Fig.1(a) is the USAF1951 test board. At the same time, the 
center point along the very section of the submicron grade line of the 
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photolithography mask, as shown in Fig.1 (b), is potentially helpful to localizing the 
edge due to the poor signal to noise ratio (SNR) of microscopic images. Thus, it is 
important to precisely localize the center point of the strip line in microscopic image. 

 

           
 (a) The resolution power testing board (b) The microscopic image of the photo mask 

Fig. 1. Strip lines on microscopic images 

The strip target possesses large aspect ratio and characteristics of losing stepping 
edge for the linear object in images applications, such as biological medicine, remote 
sensing, industrial welding, facial organs recognition, airport runway recognition, 
construction or pavement crack detection, and so on. Because of several reasons the 
strip target in microscopic image has unique character of ramp edge with heavy noise. 
The size of the strip object is comparative with the point spread function of imaging 
system, under sampling makes the detail characteristics of the object, especially the 
edges, are aliasing and blurred. In addition, subjected to the space enlarging effect of 
the optical system the light intensity of objects converging on the CCD element is 
very weak, and narrow depth of field of high resolution optical objective lens is very 
easy to make image defocus and blurred. All these factors make most of edge pixels’ 
gray level distribution transitioning slowly into ramp with heavy noise. Articles look 
on this special kind of edge as roof edge or ramp edge and research new edge 
detection algorithm [7, 8]. Petrou and Kittler modeled the ramp edge profile with the 
exponential function which implicitly represents the low-pass effect or bandwidth 
limitation of the imaging system [10]. ZQ Wang modified the exponential model as a 
bipolar one and proposed the expansion matching method for ramp edge detection 
[16]. These methods provide robust edge detector of the unique profile target but the 
center localization method is absent, especially for the strip in the microscopic image. 

The grey value profile of the ideal roof edge is increasing firstly and then 
decreasing, of which the ridge can be denoted by the zero crossing point of the first 
directional derivative. Namely, the ridge of the roof edge profile is the center of the 
strip in special images and reflects the skeleton of targets. To describe the skeleton of 
objects the known literature proposed perfect algorithms of medial axes transform 
(MAT) of 2D planar region of any shape [2, 11, 13, 14]. The MAT method is based 
on the boundary contour which needs to obtain firstly the binary image and the edges. 
What’s more MAT is mainly in order to describe and recognize specific target rather 
than caring the center poisoning precise. For the microscopic image the SNR is too 
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low to detector edges accurately. Therefore it is necessary to study a novel precise and 
robust center localization method for the strip in microscopic image. The layout is as 
follows: The center localization method based on the moment of the ridge 
transformed from the convolved strip with Gaussian kernel is presented in section 2. 
Experiments and results show that the proposed method could get robust and precise 
efficiency in section 3 followed by the conclusion in section 4. 

2 Center Locating Algorithm for the Strip Target in 
Microscopic Image 

Because of the above mentioned factors the perfect edge detection algorithm is not 
work for non step type edge, while the center of the target is not affected and is easy 
to be localized. Thus, it is possible to measure precisely as long as finding appropriate 
center localizing method according to pixel gray level distribution. The result of 
convolved strip with a Gaussian kernel is proved to be a ridge. And the literature 
indicates the moment computes geometric feature with high precision. If we compute 
the moment based on the ridge of the object instead of the boundary, it would extract 
the precise centre of the strip conveniently with no need for binary image or 
segmentation. In order to construct the computational formula for the localization of 
the strip it is need to investigate thoroughly the pixel gray profile of the strip target.  

2.1 The Strip Target and Its Pixel Gray Profile 

Fig.2 presents the optical microscopic image of the resolution power testing board and 
the pixel gray level profile of the part marked by the red straight line. Due to the noise 
and the system characteristics the strip target has unique pixel gray profile which is 
looking like roof with noise. The threshold binary image of the strip has a lot of 
connected regions instead of only one symmetrical BLOB, and bigger threshold value 
introduces holes and smaller makes the edge to be out of strip shape.  
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Fig. 2. Pixel gray level profile of the strip in microscopic image 
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2.2 Transform the Pixel Gray Contour into a Ridge by the Gaussian 
Convolution Kernel 

Through a convolution operation with Gaussian function G  as kernel, the image F  
will be smoothed. The convolution operation is written in formula as  

= ∗R F G                                    (1) 

Denoted as c c( )R x , y , the convolved result of any current pixel is calculated as  

c c

c c c c

eig

( )=
x -h,y -v x,y

R x , y f x - h, y - v g(h,v)dhdv
∈
∫∫

（ ）N ( )

（ ）            (2) 

Where c c( )x , y  is the coordinate of the current pixel. This means that any current 

pixel gray value c c( , )f x y  will be replaced by the weighted sum of all pixels in the 

neighborhood. Surrounding with the current pixel the neighborhood is defined as  

( ){ }c c c cc ceig ( w w), ( w w)x , y x,y x x ,x y y ,y∈ − + ∈ − +N ( ) =              (3) 

For the noisy pixel it will be averaged by the neighbor pixels, as a result the image 
will be smoothed. The Gaussian kernel is fit used as the weight function because of 
the isotropy. The Gaussian kernel takes the form of  

2 2 2( ) exp( )G h,v h v cλ= − +（ ）                         (4) 

Where h  and v  present the horizontal and vertical coordinates in the 2D domain 
of the kernel which are corresponding to the pixel in neighborhood; The parameter c  
denotes the scale factor of the kernel controlling the intension of smoothing effect; 
The parameter λ  plays normalized role making ( , )G h v  to satisfy equation��

w w, w w

,( ) 1
h v

h v h vG d d
− ≤ ≤ − ≤ ≤

=∫∫                       (5) 
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(a) The 3D contour of the ridge          (b) The pixel gray profile curve 

Fig. 3. The convolved result of the strip by Gaussian kernel  

Actually, except the smoothing effect, the result of the convolved image would be 
implying a ridge if the width of the neighborhood w  can be selected approximately 
same as the width of the strip and the scale parameter c  should be took quarter value 
of the w .The correlation between the strip and the kernel is biggest when the centers 
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of them coincide. This means that the convolved result is inevitably a ridge and the 
ridge line denotes the center of the strip. As shown in Fig.3, (a) is the 3D ridge of the 
convolved strip with the Gaussian kernel scale c  equating 4. Fig.3 (b) gives  
the comparing pixels contour curve orthogonal with the medial axis of the strip. 

2.3 Moment Invariant Theory and the Physical and Geometric Meaning 

The moment invariants theory was proposed by MK Hu in 1962 and have been 
frequently used to extract shape feature or recognize object [6]. Based on the method 
of moment it is easy to compute the geometry feature of the bounded ellipse of some 
BLOB, such as the center of mass, long axis and short axis, and spindle orientation 
angle[12]. YZ Niu implemented moment of the BLOB after the threshold 
segmentation and morphological filter to extract the centroid of the connected regions 
in microscopic image[9]. CC Chen proposed improved moment invariants based on 
chain code representation of a shape boundary which needs not all the information of 
shape boundary associated with the interior region[3]. The literature shows that 
moment invariants are useful for 2D shape analysis based on the boundary of object. 
According to MK Hu [6] the moment of order +p q  based on the border B  of the 

binary image b i j（，） is defined as 

B B

= p q
pq

j i

m i j b i j
∈ ∈
∑∑ （，）                      (6) 

Where + =0,1,2p q ， ， the moment of order zero represents the areas of some 

object, and the moment of order 1st is corresponding with the location of the center of 
the mass. The coordinates of the the center of the mass can be calculated as   
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                                 (7) 

The central moment of order +p q is defined as  

B B

= - -p q
pq

j i

i x j y b i jμ
∈ ∈
∑∑（ ）（ ）（，）                    (8) 

Based on the central moment of order 2nd the spindle orientation angle of the 
bounded ellipse of some object can be calculated as  

( )11 20 02=arctan 2 ( - )θ μ μ μ                     (9) 

2.4 Center Localization Algorithm Based on the Moment of the Ridge 

Being the scale reasonably selected the Gaussian kernel convolves with the strip 
target which inevitably results in a ridge denoting the center line of the strip. The 
pixel gray value of the center part is larger than the marginal of the ridge. This will 
induce the center of the mass is coinciding with the centroid of the strip. According to 
the physical and geometric meaning, the center location of the ridge can be calculated 
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by the moment of order 1st. Thus plugging the expression (2) into expression (6) and 
expression (8), the moment of the ridge instead of the boundary of binary image can 
become true. Defining the moment of order +p q  based on the ridge R  as 

Ridge
= p q

pq
j i

m i j R i j∑∑ （，）                        (10) 

Then the centroid coordinates of the strip is defined as 

Ridge Ridge

Ridge Ridge

Ridge 10 00

Ridge 01 00

=

=

x m m

y m m

⎧⎪
⎨
⎪⎩

                           (11) 

The central moment of order +p q  of the ridge is defined as  

Ridge
= - -p q

pq i x j y R i jμ ∑∑（ ）（ ）（，）                 (12) 

Based on the central moment of second order the spindle orientation angle of the 
bounded ellipse of the strip can be defined as  

( )
Ridge Ridge Ridge

11 20 02=arctan 2 ( - )θ μ μ μ                  (13) 

Theorfore the novel method proides the center location of the strip as following 
steps :  

(1) Select a zone including the strip target as the region of interesting (ROI). 
(2) Implement the convolution operation for the ROI to get the ridge.  
(3) Compute the moment of the ridge to get the center location and the orientation 
angle of the target. 

3 Experiment and Result 

Center localization algorithm for the strip can work stable and precisely which is the 
key to guarantee measurement accuracy based on microscopic images. In order to 
examine the robust and precise performance of the algorithm it is necessary to design 
several experiences adopting appropriate testing image.  

3.1 The Robust Experiment of the Algorithm   

The aerial photography of the plane parking on airport is used to test the robust of the 
center localization method which is taken from the SIPI image database of 
University of Southern California. Although there contains much of noise the method 
can locate the center of the target. As shown in Fig.4, (a) shows the original image on 
which the center localization result is denoted as the red star and the spindle 
orientation angle is indicated by the blue line. (b) shows the 3D pixel gray level  
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profile of the plane which contains much of noise. (c) shows the 3D pixel gray level 
profile of the ridge which is the convolution integral of the Gaussian kernel with 
parameters w =15, c =4 . (d) gives the axial orthogonal pixel gray curves of the 
original target and the ridge, denoted in blue and red respectively. By comparison the 
profile of ridge is smooth than the original one and. 
 

Axis: (311.5925,456.5932) ,theta=40.156

   
(a) The localization result of the target          (b) The 3D pixel gray level profile 
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(c)The ridge of the plane    (d) The axial orthogonal pixel gray curves of the target 

Fig. 4. The center localization of the aerial photography of plane 

For image metrology the changing light intensity is a sensitive factor. Thus two 
microscopic images shooting on the 100 line pairs per millimeter (LP/mm) under 
different light intensity are shown in Fig.5 (a) and (b). The magnification of the 
system is calibrated as 78.26 and the actual PRD is 56.2nm/pixel. Indicated by the red 
star and blue line, the center point coordinates and the orientation angle of the middle 
strip under week light is (736.3701,579.6014) (unit: pixel),89.2507 , that of stronger 
light is (736.6544,579.7126), 89.9943 . The result shows the biggest difference 
between two testing times is about 16nm which is satisfying robust to light source 
change for submicron measurement. Moreover there are also some other disturbing 
factors such as mechanical vibration and different ROI selected by mouse. 
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Axis: (736.3701,579.6014) ,theta=89.2507

 

Axis: (736.6544,579.7216) ,theta=89.9943

 
   (a) The strip under week light source     (b) The strip under stronger light source 

Fig. 5. The center localization of the strip shoot under different light intensity 

3.2 The Precise Experiment of the Algorithm 

In order to evaluate the precise of the center localization method, two kinds of optical 
microscopic resolution power test board are used. One is the 228 LP/mm of which two 
center points are 2/228=87711.93e-6 millimeters apart. Another is the 100 LP/mm of 
which two center points are 6/100=60000e-6 millimeters. Experimental measurement is 
executed 20 times and 10 respectively. The testing result is drawn into curves in Fig.6.  

 

 
               (a) The 228 LP/mm                    (b) The 100 LP/mm 

Fig. 6. The center distance of two line pairs by the proposed method 

The measurement data is processed according to the t distribution. The degree of 
freedom for 228LP measurement 1 19v n= − = , and that of 100LP is 9. The 
confidence level 95%p = ，the coverage factor 2.093k = . As a result the mean of 

the center distance of two strips on 228LP is 156.092 pixels with the expanded 
uncertainty 2.093 0.0013 0.003 pixelxU kS= = × = . Use this result we get the pixel 

representing distance as: 
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 PRD=8.7719/ (0.0562 0.0002) /p eµm ix lL = ± . 

The measured center distance of two strips on 100LP is calculated as 9.85μm 
while the nominal value is 10μm. Thus the full relative error is about 1.5% which 
indicates that the accuracy of the center localization method can meet requirement. 

Table 1. 

Statistic items Center pixel distance of 2 
strips on 228 LP  

Center pixel distance 
of 2 strips on 100 LP 

Mean (pixel) 157.9476 175.279 
Expanded uncertainty (pixel) 0.003  - 
PRD (μm/ pixel) 0.0562±0.0002 - 
Measured distance (μm) - 9.85±0.04 
Relevant error rate - 1.5% 

4 Conclusion 

The center localization of strip in microscopic image is a key to ensure the accuracy 
of image measurement. Based on convolution integral of the strip target with 
appropriate scaled Gauss kernel and the compute of moment the robust and precise 
method is proposed which full the blank of poisoning the center of unique object in 
microscopic image and others, for example the aerial photography. Experiments show 
that the novel method is avoided of interferences induced by both noise but also the 
changing light intensity of source. The center localization expanded uncertainty is as 
small as 0.003 pixels and the measurement accuracy is 1.5% for the size of 10μm. 
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Abstract. In the Mura defect inspection for TFT-LCD, the uneven brightness of 
image have directly influence to the inspection results. In order to adjust the 
brightness unevenness of LCD image, this paper proposed a new method which 
combining the homomorphic transform and the independent component 
analysis method. The homomorphic transform method transformed the 
multiplicative uneveness into additive one and then the independent component 
analysis method estimated and separated the mixed source signals and noise 
signals. The inverse homomorphic transform method estimated signals without 
noise, and the target image after brightness adjustment was gotten finally. The 
experiment results show that this method can restrain the brightness unevenness 
and the moire fringe of image and strengthen the defects.  

Keywords: LCD, defect inspection, homomorphic transform, independent 
component analysis, brightness adjustment. 

1 Introduction 

In LCD industry, mura is visible imperfections appearing as local lightness variation 
with low contrast and blurry contour on an active LCD panel, which is a Japanese 
term meaning blemish and is typically lager than single pixels. Once the mura defects 
are inspected, these panels will be repaired or discarded in LCD process. Now, most 
of the defect inspections are currently performed by human observer according to the 
limit samples. But it is difficult to inspect fast and accurate because of the eye 
perception, environment and subjective factors of observers, and the objective 
quantification of mura defect is hard to be carried out. Especially, with the continually 
increasing of the LCD size and resolution, the manual inspection is more and more 
difficult, and the machine vision inspection has become the focus and nodus. 

The mura defects in LCD images for machine vision inspection have irregular 
shape, blurry contour and low contrast, the images also have textured background and   
uneven brightness, which make the traditional edge inspection and threshold 
segmentation method hardly suits to the inspection. Especially, the global uneven 
brightness and the moire fringe due to frequency aliasing in image acquisition have 
many influences on the accurate judgments, although they are not defects. So, before 
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the segmentation of mura defect, the adjustment of brightness uneveness is very 
important in order to avoid the error or omission. 

In the study of LCD brightness adjustment, the method of histogram equalization 
[1],[2], background fitting [3],[4] and frequency filtering [5] are applied. The method 
of histogram equalization is based on the merging of the grey level of similar pixels, 
and the problems are over-enhancement and details missing. The background fitting 
method must solve the problem of the large amount of calculation for online 
inspection. In frequency filtering method, the uneven background and defect are 
looked as linear relationship, which amount to the linear high pass filter in frequency 
domain. The shortcoming of this method is the blurring effect in image boundary, and 
the type and parameters must be selected appropriately, so some prior information 
about the image features need to be known and it is hard to realize the automatic 
online inspection. The theoretical study about the eliminating method of moire fringe 
is rare, and the presented method is the interpolation [6], which also needs the prior 
information about the image frequency and sample frequency. 

The image homomorphic filtering [7] is implemented by homomorphic transform 
via frequency filtering. This method can suppress the multiplicative noise, but the 
appropriate choice of filter is key and difficult. The independent component analysis 
(ICA) method is a newly developing signal processing method in the late 20th 
century. In this method, the observed signal is looked as the linear combination of 
some statistical independence signals, and the blind source separation of independent 
signal is conducted. But, as frequency filtering, the ICA method is based on the 
hypothesis of linear combination signals [8]. Weidong Jiao etal [9] proposed the 
signal homomorphic transform and blind source separation method in order to 
eliminate the multiplicative noise. 

In this paper, the homomorphic transform and ICA method is combined aimed to 
the uneven brightness of LCD image. The homomorphic transform method 
transformed the multiplicative unevenness into additive one and then the ICA method 
estimated and separated the mixed source signals and noise signals. Thus, the image 
brightness adjustment, defect enhancement and moire fringe eliminating method 
without reference image and prior information for the LCD mura defect online 
inspection is studied. 

2 The Uneven Brightness Analysis of LCD Image 

In machine vision inspection, the uneven brightness of LCD images is mainly caused 
by three factors: uneven lighting, uneven material of LCD and the moire fringe 
caused by frequency aliasing. 

2.1 Lighting Factors 

The image acquisition in mura inspection needs the environment of strict lighting. For 
example, in SEMI standard [10], the environment lighting must be controlled 
bellow10lux, the precision is 100cd/m2, and the error is ±0.01cd/m2. Especially, for 
the whole LCD display, the even lighting is needed to avoid the uneven brightness of 
image.  
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2.2 Uneven Material of LCD 

The LCD itself will be uneven of the whole display because of the uneven backlight 
or the uneven distribution of liquid crystal materials, which is also a main factor.  

2.3 The Moire Fringe Caused by Frequency Aliasing  

CCD image acquisition is a process of discrete sampling of continuous image signal. 
According to Shannon sampling theorem, it is not worth mentioning the aliasing 
effect of high frequency information on the image, if the brightness change of object 
is gentle in photography scene. But, if there is fine grid or texture in the scene, then 
the wavy stripe which is called moire fringe is easily formed in image by aliasing 
part. There are many pixels matrix in LCD panel which would form repetitive texture 
background in image and is easy to introduce the moire fringe while image 
acquisition is executed by CCD.  

 

          

           (a) LCD image                          (b) Brightness distribution 

Fig. 1. An example of LCD image with uneven lightness 

Fig.1 (a) shows a LCD image, in which, the repetitive textured background is 
removed through filtering. And, the brightness distribution of this image is shown in 
fig.1 (b). From fig.1 (b), it can be seen that the brightness of the entire image 
nonuniformity is very obvious and it is difficult to distinguish the defect shape. There 
exits corrugated uneven brightness, which is the moire fringe, on the right side of the 
image border. 

The noise in the image, according to its relationship with the image signal, can be 
divided into additive and multiplicative noise. The relationship between the additive 
noise and the image signal is linear, and the noise is unrelated to the image itself. The 
relationship between the multiplicative noise and image is multiplied, and the noise is 
associated with the image pixels or its neighborhood pixels. Through analysis of 
LCD, the uneven lighting factor is unrelated to the original image signal, so it belongs 
to additive noise. The factors of uneven material of LCD and the moire fringe are 
multiplicative noise because they are related to the original image. In current, through 
strict control of lighting online, the uneven lighting can be avoided as far as possible, 
thus it can not be considered temporary. In this paper, the uneven brightness of LCD 
image is treated as multiplicative noise considering the other two factors. 
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3 The Image Brightness Adjustment in Mura Inspection 

3.1 Principle of Homomorphic Filtering 

It can be assumed that the image f(x, y) is determined by two factors: the illumination 
field i(x, y) and the reflection coefficient field r(x, y), and the former can be expressed 
as the product of the later two, which is given by: 

),(),(),( yxryxiyxf =                        (1) 

In order to separate the illumination and reflectance fields, the logarithm transform 
is done to formula (1): 

),(ln),(ln),(ln yxryxiyxf +=                  (2) 

In formula (2), the multiplicative component is transformed to additive one, and 
the description in frequency domain can be simplified as: 

),(),(),( vuRvuIvuG +=                    (3) 

A transfer function H(u, v) is used to dispose the function G(u, v), it can be 
described in space domain:  

)},(),({)},(),({)},(),({),( 111 vuRvuHFvuIvuHFvuGvuHFvuS −−− +==   (4) 

It is amount to the frequency filtering in formula (4). And then the index operation 
is done to get the homomorphic filtering result. In where, the choose of H(u, v) is the 
key to the filter design and the prior information is needed about the illumination field 
of image. 

For the LCD inspection, the inspector can not know the condition of uneven 
distribution of LCD material, so the homomorphic filtering method hardly suits to the 
brightness adjustment in LCD online inspection. 

3.2 Principle of Independent Component Analysis 

X=[x1, x2,…, xn] is the n random variables and S=[s1, s2,…, sm] is m unknown 
independent components, n≥m, then the relationship of the components between X 
and S can be described as: 

ASX =                                (5) 

The best approximation of S can be got by solving formula (5). The basic principle 
of this method is that the solution matrix W is got only through the observed data X, 
under some statistical hypothesis without knowing the coefficient matrix A and the 
source matrix S. The goal is to make the components of the output matrix Y as 
independent as possible, and Y is the best approximation of S: 

YSW =                                (6) 

The requirements of ICA are: (1). Number of the observed signals is greater than 
or equal to the number of source signals; (2). The source signals are statistically 
independent; (3). At most one source signal is Gauss. 
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Therefore, the first demand of ICA method applied in LCD inspection is that the 
linear statistical independence relationship between the original image and the uneven 
brightness component. It is not actual. 

3.3 The Brightness Adjustment Method Based on Homomorphic Transform 
and ICA 

In this paper, the overall uneven image brightness caused by material uneven of LCD 
itself and the moire fringe are both treated as multiplicative noise, denoted by L, so 
the image can be described as: 

LJI ⋅=                              (7) 

In where, I is the acquisition image, J is the source image and L is the brightness 
error field. Logarithm is done to both sides of formula (7) at the same time, which is 
the homomorphism transform:   

LJI lnlnln +=                         (8) 

Formula (8) can also be described as: 

LJI ′+′=′                           (9) 

In this way, the known image matrix is expressed as the linear combination of 
unknown source image and unknown brightness error field. As we known, the image 
signal is super Gauss distribution, and through homomorphic transform, the source 
image and the mixed brightness field are statistical independence. So, the ICA method 
can be used to the blind source separation. In this paper, the classic FastICA 
algorithm [11] is adopted. 

In order to separate the two independent components of source image and 
brightness field, the number of observations must be greater than or equal to 2. The 
observed image can be described as follows with ICA: 

]',,''[]',,''[ 2121 mm sssAiii =  (m≥2)               (10) 

In where, A is the unknown mixing matrix and is the independent source for 
separation. The solution matrix W is obtained using the FastICA algorithm. The 

estimator of 's is obtained by ''ˆ WIS =  and the estimate independent source can be 

restored by 'ˆ'ˆ SAI = . Then the exponential transformation II ˆ)'ˆexp( =  is done and 

the final separation image is gotten. In actual application, mixed multiplicative noise 
can be more than one. 

4 Study on Simulation and Experiment of Brightness 
Adjustment in Mura Inspection 

4.1 The Simulation Study 

The simulation method is first used to verify the model proposed in this paper. All the 
simulation cases in this paper are carried out with the Matlab image processing 
toolbox. 
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Figure 2 (a) and (b) are respectively the uneven illumination fields L1 and L2 
simulated with Matlab, and (c) is the original image: J. The three are multiplied to 
obtain an image I with uneven illumination, that is 21 LLJI ⋅⋅= ,which is shown  

in (d). 

 

          
(a) Illumination field L1                 (b) Illumination field L2 

          
(c) Original image                      (d) Mixed image 

Fig. 2. The simulation image 

In figure 3, the effects of brightness adjustment by the homomorphic transform, the 
ICA and the method proposed in this paper are compared. In which, (a) is the original 
image, and (b) ~ (d) are respectively the images adjusted by homomorphic filtering, 
ICA, and the proposed method. (e) ~ (h) are respectively the 3D brightness 
distributions of (a) ~ (d).  It can be seen from the results that the homomorphic 
filtering method can reduce the uneven brightness to a certain extent, but the contrast 
is lowered and the adjustment effect is not ideal. For the ICA method, the overall   
brightness of the separation image is better adjusted, but there exists serious noise in 
the image, especially in the border of an object. The proposed method, that combining 
the homomorphic transform and ICA has an obvious superior effect to the other two. 
So, because of the multiplicative relationship between the uneven brightness signal 
and original image signal, a better adjustment effect can be gotten with ICA method 
after homomorphic transform.   
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(a) Image to be adjust (b) homomorphic filtering  (c) ICA method  (d) The proposed method 

 
(e) ~ (h) 3D brightness distribution of (a) ~ (d) 

Fig. 3. Effects comparison of the proposed method, homomorphic filtering and ICA method 

4.2 The Experiment Study 

The LCD samples with Mura defects are collected and the experimental platform is 
set up on the basis of the requirements in SEMI standard. In this paper, the 
experimental platform is supplied by Philips Mobile Display Systems. For every LCD 
samples, the bright, 50% gray and dark states of images are captured, which form 3 
observation images in ICA. In experiment, for each 2D image matrix, all of its rows 
are sequentially connected end to end to forming a one-dimensional vector. The three 
observation images are denoted by I1, I2, and I3, the size are 800×600. Three row 
vectors which have the dimension of 1×480000 are formed after row scan, denoted by 
X1, X2 and X3. These three vectors are combined into a 3×4800000 mixing matrix: 
Mix=[X1, X2, X3]

T. The experimental process is shown in figure 4, and the second 
independent source is assumed as the main feature source. 

Figure 5 shows the process of brightness adjustment experiment for a LCD sample, 
in where, (a) ~ (c) are respectively captured at the states of bright, 50% gray and dark 
and serving as three observation images in ICA. In (a), the moire fringe can be seen 
on the right border of image. (d) ~ (f) are the estimated three independent sources 
after the homomorphic transform and ICA. Through comparison, (e) is thought the 
most similar to original image and (f) is the moire fringe feature image. So (e) is 
selected to go through the inverse ICA transformation and exponential transformation, 
and the output image is obtained. The results are shown in figure 5 (d) ~ (f), which are 
the restored images of bright, 50% gray and dark state respectively. From figure 5 (g) 
~ (i), it can be seen clearly that the moire fringes existing in the right border are 
eliminated, the uniformities of image background is increased to a certain extent and 
the defects in the three output images are all been enhanced. 
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Fig. 4. Flow chart of luminance adjustment experiment for LCD images 

 

     
(a) ~ (c) Observation images: bright, 50% gray, and dark state respectively 

     
(d) ~ (f) The independent sources 1, 2, and 3 of ICA 

     
(g) ~ (i) The images of bright, 50% gray and dark state after adjustment 

Fig. 5. The example of luminance adjustment results for LCD images 

In figure 6, the 3D brightness distribution maps before and after adjustment are 
shown. In where, (a) ~ (C) are the distribution maps of input observation images at 
bright, 50% gray and dark state and (d) ~ (f) are the maps of output ones. It can be 
seen that there exist moire fringes on the border of the three original images before 
adjustment. Especially in (a), the moire fringe and the overall brightness fluctuation 
are obvious. Then after adjustment, the moire fringes in all the three images are 
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basically eliminated and the overall uneven brightness of these images is improved 
visible. So, with the proposed method which combining the homomorphic transform 
and ICA, the moire fringe can be eliminated successfully and the overall uneven 
brightness is improved significantly, under the circumstances that the brightness 
distribution and the frequency aliasing condition are unknown. 

 

        

(a)~(c) Before adjustment of bright, 50% gray and dark state 

     

 (d)~(f) After adjustment of bright, 50% gray and dark state 

Fig. 6. Luminance comparison of images before and after adjustment for the LCD example 

5 Conclusions 

In this paper, based on the analysis of the brightness uneven reasons of LCD image, 
the uneven caused by variety of factors are treated as the multiplicative illuminance 
deviation. By using homomorphic transform, the multiplicative brightness deviation is 
converted to statistically independent additive image signals. And then, the ICA 
method is used to the separation of linear mixed signals to remove the noise signals, 
following, the inverse ICA transform and the inverse homomorphic transform are 
carried on to the reserved signals, and finally, the target image after brightness 
adjustment is gotten. Through the simulations and experiments, the proposed method 
which combining the homomorphic transform and ICA is verified that can adjust the 
uneven brightness better and lightening the moire fringe caused by varieties of 
factors. This method dose not requires prior information about the spectrum of the 
original image and can be applied to the defect online inspection of LCD. 

Acknowledgments. This work is supported by the Funding Scheme for Training 
Young Teachers in Shanghai Colleges under Grant 5114508104.  



330 X. Bi, X. Xu, and J. Shen 

 

References 

1. Taniguchi, K., Ueta, K., Tatsumi, S.: A mura detection method. Pattern Recognition 39(6), 
1044–1052 (2006) 

2. Kim, W., Kwak, D., Song, Y., et al.: Detection of Spot-Type Defects on Liquid Crystal 
Display Modules. Key Engineering Materials 270-273, 808–813 (2004) 

3. Lee, J., Yoo, S.: Automatic Detection of Region-Mura Defect in TFT-LCD. IEICE 
Transactions on Information and Systems 87(10), 2371–2378 (2004) 

4. Choi, K., Park, N., Yoo, S.: Image restoration for quantifying TFT-LCD defect levels. 
IEICE Transactions on Information and Systems 91(2), 322–329 (2008) 

5. Chen, S., Chou, S.: TFT-LCD Mura Defect Detection Using Wavelet and Cosine 
Transforms. Journal of Advanced Mechanical Design, Systems, and Manufacturing 2(3), 
441–453 (2008) 

6. Wang, H.Z., Chen, J.P., Xu, J., et al.: Research on the disposal of Moire fringe in 
programmable imaging based on interpolation. Optical Instruments 29(5), 31–33 (2007) 

7. Oppenheim, A., Schafer, R.: Homomorphic analysis of speech. IEEE Transactions on 
Audio and Electroacoustics 16(2), 221–226 (1968) 

8. Wang, Z.L., Gao, J., Jian, C.X., et al.: An Independent Component Analysis based Defect 
Detection for OLED display. Advanced Materials Research 605-607, 724–728 (2013) 

9. Jiao, W.D., Yang, S.X., Qian, S.X., et al.: Homomorphic transform based BSS algorithm 
for multiplicative noise reduction. Journal of Zhejiang University (Engineering 
Science) 40(4), 581–584 (2006) 

10. SEMI D31-1102: Definition of Measurement Index (SEMU) for Luminance Mura in FPD 
Image Quality Inspection. SEMI 2002 (2002)  

11. Hyvarinen, A., Oja, E.: A fast fixed-point algorithm for independent component analysis. 
Neural Computation 9(7), 1483–1492 (1997) 

 
 



Modeling of Temperature Control

for an Intraperitoneal Hyperthermic
Chemotherapy Machine

Teng Wang1, Xinjun Sheng1,�, Jianwei Liu1,
Qiumeng Yang2, and Xiangyang Zhu1

1 State Key Laboratory of Mechanical System and Vibration,
Shanghai Jiao Tong University 800 Dong Chuan Road, Shanghai 200240, China

2 Ruijin Hospital, Shanghai Jiao Tong University School of Medicine
{wangteng,xjsheng,mexyzhu}@sjtu.edu.cn,

liujianwei-618@163.com, yangqiumeng@hotmail.com

Abstract. Intraperitoneal hyperthermic chemotherapy (IHCT) com-
bines the efficacies of hyperthermia and chemotherapy on tumor treat-
ment, which achieves satisfactory curative effects in treating abdominal
cancer and decreasing the recurrence rate after operation. To design an
IHCT machine according to treatment requirements, the temperature
control system of chemotherapy liquid is analyzed in detail in this study.
A mathematical model on liquid heating process is obtained using the
system identification technique. The structure of this model is simple and
the fitting accuracy surpasses 92%. The efforts in this study can provide
a theoretical basis for liquid temperature control of IHCT.

Keywords: System modeling, System identification, Intraperitoneal hy-
perthermic chemotherapy, Temperature control.

1 Introduction

Intraperitoneal hyperthermic chemotherapy (IHCT) is a kind of loco regional
treatment in which heated liquid with high drug concentration continues cycling
after perfusion into patients abdominal cavity. The rationale for IHCT involves
direct cytotoxicity of hyperthermia against malignant cells, synergistic effect of
hyperthermia and chemotherapy drugs and the washing of peritoneal cavity.
As IHCT can destroy free cancer cells in abdominal cavity as well as treat
micrometastasis, IHCT has been widely reported in the treatment of gastric
cancer, liver cancer, ovarian cancer and pancreas cancer, demonstrating that it
has significant clinical effect on these diseases [1,2,3].

The optimal liquid temperature in IHCT ranges from 42.5◦C to 45◦C, ac-
cording to a raft of clinical experiments and studies. The curative effect is not
obvious with a temperature below 41◦C. On the other hand, damage of normal
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tissue occurs with a temperature over 45◦C [1]. Therefore, liquid temperature
control is crucial in the application of IHCT. In the existing devices reported
in [4,5,6], the techniques on liquid cycle, liquid heating and liquid temperature
control are not adequate enough and the designs of liquid recycle are not good
for practical usage, affecting the clinical effects, and the application of IHCT
treatment.

In this paper, an IHCT machine including liquid perfusion and cycle pipe, liq-
uid heating system, liquid temperature measurement system, liquid temperature
flow control system and intelligent monitoring system is designed for satisfying
the needs of IHCT treatment. A mathematical model of liquid temperature con-
trol is deduced by applying the system identification technique. The fitting accu-
racy of this model surpasses 92%, which is of significant importance for precious
control of the liquid temperature.

2 Structure and Working Principle of IHCT Machine

2.1 Design of Pipe System for Liquid Circulation

The liquid circulation system is mainly made up of circulating pipe, pumping
pipe, heating bag, collecting bag, three-limb tubes, filter and switches. Through
connecting the pumping pipe, heating bag, collecting bag, filter and other parts
to circulating pipe via luer taper, the route for liquid circulation is established,
see Fig. 1.

Fig. 1. Structure of IHCT machine system
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The circulating pipe is made from medical polymer materials. A disposable
aseptic filling bag is used as heating bag. Two peristaltic pumps installed on the
pumping pipes generate power for liquid circulation. A well designed collecting
bag with S conduit inside is used for liquid heating. In order to monitor liquid
temperature in real time, temperature sensors are installed in three-limb tubes.
A filter is used for filtering microembolus from the liquid. Four switches V1, V2,
V3 and V4 in Fig. 1 are used for accommodating the whole liquid circulation
pipe in different treatment phases. Liquid circulates in the pipe and patients
abdominal cavity during the whole course of treatment, and pollution can be
avoided.

2.2 Temperature Measurement System

Pt resistance temperature detector (RTD) is used for temperature measurement.
Once the liquid temperature rises, the resistance of temperature detector Rt de-
creases linearly. Through connecting Rt in the temperature measurement circuit
in Fig.2, the liquid temperature T can be converted to a voltage signal UAB

between dot A and B, which can be calculated according to equation(1).

Fig. 2. Temperature measurement circuit

UAB =
R2 · R3−R1 · Rt

(R1 +R3)(R2 +Rt)
· US. (1)

As the amplitude of UAB is very small, an AD8051 chip is used as an amplifier.
A second-order active low-pass filter made by AD8603 is used to eliminate high
frequency interference. Within the working temperature range of 0-100◦C, the
range of voltage output Uo can be 2.21-0.5V,which decreases linearly with the
temperature.

Voltage output of the temperature measurement circuit is acquired by a digital
signal processor (DSP) TMS320F2812. TMS320F2812 consists of 16 channels of
analogue to digital conversion, and the input voltage range of each channel is
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0-3V, which is capable for sampling voltage from 0.5V to 2.21V. The analogue to
digital conversion can be completed in 80ns with a voltage resolution of 12 bit,
and the accuracy of temperature measurement can be 0.15◦C accommodating
with Pt resistance RTD.

2.3 Power Conditioning of Heating Board

A circuit for power conditioning of heating board is designed in Fig.3. The heat-
ing board and the bidirectional controlled silicon BTA16-600B are connected in
serious to 220V AC power supply. PWM (Pulse Width Modulation) signal gener-
ated by TMS320F2812 is applied on the photoelectric coupler MOC3041, which
works as an on-off switch in the circuit. By controlling the on-off of BTA16-600B,
power of heating board can be adjusted.

Fig. 3. Heating board power conditioning circuit

2.4 Intelligent Monitoring System on HMI Machine

The Human-machine Interface(HMI) machine with an intelligent monitoring sys-
tem is connected to TMS320F2812, which works as the slave machine, through
serial communication. The HMI machine receives and displays temperature data
acquired by the slave machine and sends parameters like treatment phase, ob-
jective temperature, heating time to the slave machine. With this interaction,
all phases in IHCT treatment can be fully completed.In the meantime, the tem-
perature data is saved, and can be used for the effect evaluation after the IHCT
operation.

3 System Modeling and Identification

3.1 Analysis and Modeling on Liquid Temperature Control System

The IHCT machine heats the liquid to an objective treatment temperature by
tuning the power of heating board. During a treatment phase, the duty cycle of
PWM signal generated by DSP processor changes automatically according to the
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deviation between the current temperature and objective temperature. By this
way, temperature deviation is eliminated and the liquid temperature acheives
the objective one. The current of heating board is outputted by MOC3041 chip
according to the duty cycle of PWM signal, and the equivalent current I varies
proportionally to the duty cycle D, then I = Imax ·D,D ∈ [0, 1] , Where Imax
is a constant value.

The heat exchanging process between heating board and the liquid is illus-
trated in Fig.4.

Fig. 4. Heat exchanging process between heating board and the liquid.

Heating board is considered to be a capacitive object. Once it was conducted,
heat is generated by resistance wire inside the heating board. Temperature on
the shell of heating board rises through heat conduction and heat radiation from
the resistance wire. Considering the heat capacity, heating board can be modeled
as a first-order inertial element [7,8], transfer function from current I to surface
temperature T1 on the heating board is:

G1(s) =
T1(s)

I(s)
=

k1
τ1s+ 1

. (2)

In the heating bag, liquid absorbs heat from the heating board via heat con-
duction. According to heat conduction functions, temperature variation of the
liquid can be calculated in equation(3), without considering the heat conduction
from heating board to the air, heating bag to the air and heat radiation loss.

αA[T1(t)− T (t)] = CρL
dT (t)

dt
. (3)
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In equation(3), T1 is surface temperature of the heating board, T is the average
temperature of liquid in heating bag, α is the coefficient of heat conduction
between liquid and the heating board, A is the contact area between heating
bag and the heating board, C is heat capacity of the liquid, ρ is the density of
the liquid, and L is flow value of the liquid.

After Laplace transform, equation(3) is transformed to equation(4):

G2(s) =
T (s)

T1(s)
=

1

τ2s+ 1
. (4)

Where τ2 = CρL
αA , as the flow value of liquid L is set to a constant value, τ2

is a constant value accordingly.
According to equation(2) and equation(4), the relationship between duty cycle

D and liquid temperature T is achieved:

G(s) =
T (s)

D(s)
= G1(s) ·G2(s) =

K1

ps2 + qs+ 1
. (5)

Where p = τ1 + τ2, q = τ1τ2, both p and q are constant value.
A block diagram on the liquid temperature control system of IHCT machine

is illustrated in Fig.5:

Fig. 5. Liquid temperature control system of IHCT machine

At the beginning of a treatment phase, an objective liquid temperature T i is
set on the HMI machine as an input to the liquid temperature control system.
When the temperature deviation ΔT between T i and the current liquid temper-
ature T is detected by temperature sensor, the controller Gc convertsΔT to duty
cycle D proportionally, then ΔT = K ′ · D,K ′ is a constant value. Considering
Pt resistance temperature sensor as a pure time delay component, the transfer
function of liquid temperature control system is:

T (s)

T i(s)
=

G(s) ·Gc(s)

1 +G(s) ·Gc(s) ·H(s)
=

K

ps2 + qs+ 1
· e−Tds. (6)

In equation(6), parameters K, p, q, Td are all undetermined constant values.
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3.2 System Identification and Parameter Estimation

As the modeling of liquid heating process deduced above is based on simplifi-
cation and approximation of the actual heat exchange process, parameters K,
p, q, Td in equation (6) can’t be determined by measurement or referring to
datasheets. System identification technique is applied in this part in order to
estimate model parameters of liquid temperature control system with a high
accuracy. System identification is a kind of black box modeling method, the
model of an actual system can be achieved by the analysis of system input and
output data based on a cost function. System identification can be divided into
two categories: structure identification and parameter estimation, depending on
whether the system structure is known beforehand or not [10].

Considering the model structure of the liquid temperature control system G0

has been obtained above in this paper, parameters in this model can be estimated
along a specific direction to decrease the cost function between G0 and G via
recursive algorithm, see Fig.6:

Fig. 6. A principle diagram on system identification

A general identification expression of the liquid temperature control system
G0 is:

A(q)y(t) =
B(q)

F (q)
u(t− nk) +

C(q)

D(q)
e(t). (7)

Where y(t) is system output at time t, u(t − nk) is system input, e(t) is
white-noise disturbance value, nk is time delay, q is a translation operator and
polynomials A(q), B(q),C(q), D(q), F (q) are defined as:

A(q) = 1 + a1q
−1 + . . .+ anaq

−na . (8)

B(q) = b1 + b2q
−1 + . . .+ bnb

q−nb+1. (9)

C(q) = 1 + c1q
−1 + . . .+ cncq

−nc . (10)

D(q) = 1 + d1q
−1 + . . .+ dnd

q−nd . (11)
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F (q) = 1 + f1q
−1 + . . .+ fnf

q−nf . (12)

Here na , nb, nc, nd , nf are the orders of the polynomials, ana , bnb
, cnc , dnd

,
fnf

are the coefficients of the polynomials.
According to model structure of liquid temperature control system in equa-

tion(6), K, p, q, Td are all time invariant parameters, therefore, polynomialsD(q)
and F (q) are both taken as 1 in equation(7). As for the model has a single in-
put T i and a single output T , which can be taken as a SISO(single input single
output) system, ARMAX model can be used in this paper:

A(q)y(t) = B(q)u(t− nk) + C(q)e(t). (13)

Parameters ana , bnb
, cnc in ARMAX model can be calculated by using least

square algorithm (LS-IV) to minimize the cost function, which is defined as
follows :

VN =

N∑
t=1

ε2(t). (14)

Where N is the number of data samples, and the lager N sampled, the more
accurate the model becomes.

The cost function minimization process is illustrated in Fig.7:

Fig. 7. Process of cost function minimization

Matlab system identification toolbox offers variety kinds of system identifi-
cation models which can be applied in parameter estimation of the model of
temperature control system by sampling system step response data.

3.3 Data Acquisition and Preprocessing

At the beginning of a treatment phase, a constant objective treatment temper-
ature Ti is set as the system input. Liquid temperature acquired by the temper-
ature measurement system is the system output T . Since liquid temperature is
a kind of slowly varying signal, sample frequency of the temperature measure-
ment system is set 4Hz, and temperature data can be recorded via intelligent
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monitoring system on epigynous machine. As Initial liquid temperature T0 and
temperature rise differ in different experiments, data preprocessing method is
used in order to eliminate the influence of different Ti and different temperature
rise. Input data and output data are normalized in equation(15):

T ′ =
T − T0

Ti − T0
. (15)

In equation(15), T ′ is the normalized temperature, T is liquid temperature
acquired by the temperature measurement system, T0 is initial liquid tempera-
ture and Ti is the objective treatment temperature. The normalized input and
output data plotted by matlab are shown in Fig.8:

Fig. 8. Normalized input and output temperature

3.4 Parameter Estimation

Parameter estimation can be realised offline in matlab system identification tool-
box. As the model structure of liquid temperature control system obtained above
belongs to the second-order system with time delay, process models option is used
and the model transfer function is defined as G′ in equation(16):

G′ =
Ke−Tds

1 + (2ZetaTw)s+ (Tws)2
. (16)

Where the value of proportional coefficient K is 0.96049, time constant Tw
is 236.2703, damped coefficient Zeta is 0.67048, time delay Td is 15. The loss
function is 4.33337×10−4 and the final prediction error (FPE) is 4.34354×10−4.

By comparing equation(8) with equation(16), parameters in equation(8) can
be calculated: K = 0.96049, p = Tw2 = 5.58237 × 104, q = 2ZetaTw =
316.82902, Td = 15.
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3.5 Model Verification

In order to verify how the model matches the actual system, step response of
the actual system and the model is obtained and illustrated in Fig.9.

Fig. 9. Measured and simulated model output

Simulated model output plotted in red fits measured output plotted in black
well in Fig.9. As the best fit is 92.98%, the model can accurately perform the
characteristics of the actual system, and parameters calculated by system identi-
fication can be used in the model of liquid temperature control system obtained
above.

4 Conclusions

According to the requirement of intraperitoneal hyperthermic chemotherapy
treatment, an IHCT machine is designed in this paper. A mathematical model
for liquid temperature control is obtained by the analysis on the inner workings
of temperature control system. In order to determine model parameters of liquid
temperature control, system identification technique is applied and the model
can be verified to fit the actual system well. The analysis and modeling on liquid
temperature control presented in this paper provide a theoretical basis to further
design and optimization of the control strategy in IHCT treatment.
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Abstract. Radio frequency (RF) based Device-free localization and
tracking (DFLT) monitors the change in received signal strength (RSS)
measurements to locate the targets without carrying any electronic de-
vices in the sensing area covered by a RF sensor network. This paper
presents a new modified exponential model to accurately describe the
relationship between the RSS measurements and the target state, which
can effectively predict the variation of RSS when the target is present
on line-of-sight (LOS) path or non-line-of-sight (NLOS) path. Based on
the diffraction theory, we first show that the RSS attenuation caused
by target mainly depends on two factors: the target-nodes distance and
the target-link distance, which can be exploited to depict the change of
RSS on LOS and NLOS, respectively. By taking into account these two
factors, we then develop our model, and validate it with single link ex-
periments. We finally explore the use of the proposed model with particle
filter for DFLT, and demonstrate that our model can improve the DFLT
performance by conducting actual experiments.

Keywords: Device-free localization, received signal strength, radio fre-
quency sensor networks, diffraction theory, particle filter.

1 Introduction

Device-free localization and tracking (DFLT) [1] is an emerging technology that
enables locating the target without carrying any devices or tags. Lots of sensor
technologies, such as ultrasonic sensor, infrared camera and light sensor, can be
used for the purposes of DFLT. Recently, there have been a growing interest
in DFLT with using the received signal strength (RSS) measurements of radio
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frequency (RF) [2]. The basic idea is to monitor the changes in RSS when a
target moves across or near the link that connects two sensor nodes. Actually,
the presence of a moving target may diffract, reflect, or scatter the RF waves
when an intrusion happens [3]. Taking advantage of this feature, the position
of the target can be inferred from the RSS measurements. As opposed to the
traditional sensor technologies, RF waves can transmit through walls [4], in dark
or smoke-filled environments, and protect the privacy at the same time. Thus
the DF system has various applications including building security and alarm
systems, military and police operations, fire and disaster rescue, and so on.

Several approaches have been proposed for the purpose of RSS based DFLT.
One is radio tomographic imaging (RTI) [5], in which the attenuation or motion
images are inferred firstly and then the target location is estimated from the
images. While such a method can efficiently capture the visual shadowing images
of the sensing area, it may introduce additional measurement noise in the two-
step process. Another approach is based on RSS models. Exponential model
[6], magnitude model [7] and ER model [8] have been presented to describe the
target-induced RSS change on radio links and exploit the location information
directly. However, the RSS-based models mentioned above only focus on the
relationship between the target-link distance and the RSS measurements, while
the changes of RSS in case that the target stands at different positions on line-of-
sight (LOS) are ignored. Recently, a stochastic model based on diffraction theory
[9] is proposed, which takes into account the impact of target cross-section on
LOS. However, this model can not provide an effective process for the area
outside the LOS. Hence, it is necessary to find a more advanced measurement
model to characterize an explicit relationship between the RSS changes and the
target locations.

In this paper, we focus on the RSS attenuation both on LOS and non-line-
of-sight (NLOS). Based on the diffraction theory, we first model human body
and analyze how human body contributes to the attenuation. The theoretical
analysis highlights the RSS attenuation caused by target mainly depends on
two factors: the target-nodes distance and the target-link distance. These two
distance factors can be used to depict the changes of RSS on LOS and NLOS
paths, respectively. Inspired by this, we propose a new modified exponential
model which considers both of these two factors. A single link experiment is
conducted to validate the effectiveness of this theoretic model both on LOS and
NLOS paths. We then exploit our model with a particle filter for the purpose
of target localization and tracking. Finally, we demonstrate that the proposed
modified exponential model outperforms the existing models by means of target
tracking experiments in outdoor environments.

The paper is organized as follows. In Section 2, we briefly formulate the model-
based DFLT problem. In Section 3, we present the new modified exponential
model and conduct a single link experiment to show its validity. The experimen-
tal studies in the context of target localization and tracking are conducted to
demonstrate the effective of the proposed model in Section 4.
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2 Problem Statement

DFLT system is based on a RF sensor network consisting of N sensor nodes and
M = N(N−1) unidirectional communication links which spread over the sensing
area. In each sampling interval, theN nodes broadcast packets to the neighboring
nodes by using a simple token ring protocol. The RSS measurements of these
M links will change when a DF person moves into the sensing area since the
person can diffract, scatter,and reflect the RF signals. Therefore, the position of
DF people can be estimated from the temporal variations of RSS measurements.

Let γ̄ ∈ R
M×1 denotes the average background RSS measurements in the case

of missing target. And γk ∈ R
M×1 denotes the instantaneous RSS measurements

at time k when the DF target exists in the sensing area. The presence of the
target typically causes variation of RSS measurements, which is defined as zk

zk = γ̄ − γk (1)

If we can find a mathematical model which depicts the relationship between
the change in RSS and the motion state of the target xk, the predicted value
yk ∈ R

M×1 can be obtained. Then the error between the measurement value zk
and the predicted value yk is given by

ek = zk − yk (2)

The more accurate the mathematical model is, the less noise will be introduced.
While the predicted value agrees well with the measurement value, ek could be
assumed to be zero-mean Gaussian, that is, ek ∼ N(0, σ2

ωI).
Most of the RSS-based models (e.g., exponential model [6]) assume people

to be a point without considering the impact of human body on LOS. The
diffraction model [9] focuses on the attenuation caused by human cross-section
on LOS, but the changes of RSS outside the LOS are ignored. It is inevitable to
introduce unpredictable noise ek for the models mentioned above.

Therefore, our goal is to propose a novel RSS-based model to reduce the
noise level. we first model human body in the spatial area (i.e., an ellipsoid
area that centered around the LOS) and analyze the impact of human body
using the diffraction theory. The theoretical analysis demonstrates that the RSS
measurements change when the target stands at different positions on LOS.
By combing it with the attenuation outside the LOS which can be depicted as
an exponential decay, we propose a new modified exponential model. This new
model aims at depicting the changes of RSS both on LOS and NLOS accurately,
thus improving DF localization and tracking performance effectively.

3 Modified Exponential Model

3.1 Theoretical Modeling

Consider a single link and a DF person standing on LOS path as shown in Fig.
1. The target is approximated by a conducting cylinder [10], with radius r and



A Diffraction Based Modified Exponential Model for DF Localization 345

height 2h. The ellipse centered around the LOS path denotes the spatial impact
area, which has been widely used [3], [5]. The distance between the transmitting
and the receiving nodes is d, and dtx(xk), drx(xk) are the distances between the
target and the two nodes respectively.

TX RX
txd rxd

d

r

Target

Diffracted waves
y

x

The spatial impact area

(a) Top view

r

h
y

z
The spatial
impact area

Target

(b) Side view

Fig. 1. Geometrical description of a DF person standing on LOS path

In this paper, we assume that the RSS attenuation is mainly caused by the
diffraction. As shown in Fig. 1, when the target obstructs the LOS path, the
radio waves diffract around the target as the RF propagation is obstructed, thus
leading to diffraction loss. For simplicity, the human body is assumed to be a
knife-edge object. Following the study of diffraction in [11], [12], the RF energy
loss can be calculated based on Fresnel-Kirchhoff method.

Let Ef denotes the free space field at the receiver when the target is not
present, and E(xk) denotes the field when the target stands at xk on the LOS
path. Then their ratio is the electric field loss, which can be written as:

∣∣∣∣E(xk)

Ef

∣∣∣∣ = 1

2

∣∣∣∣∣2− j

∫ A

−A

exp {−j(
π

2
y2)}dy

∫ B

−B

exp {−j(
π

2
z2)}dz

∣∣∣∣∣ (3)
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where A, B are the Fresnel-Kirchhoff diffraction parameters given by

A = r

√
2d

λcdtx(xk)drx(xk)
(4)

B = h

√
2d

λcdtx(xk)drx(xk)
(5)

where λc denotes the wavelength of carrier frequency. Assuming that h � r and
dtx(xk), drx(xk) � h, r, λc, the electric field loss can be approximated as follows

∣∣∣∣E(xk)

Ef

∣∣∣∣ ≈
√
2

πA
(6)

The RSS attenuation in decibel is defined as the squared electric field,
|Ef/E(xk)|2. Thus the variation of RSS on LOS yLOS can be expressed as:

yLOS(xk) ≈ π2r2d

λcdtx(xk)drx(xk)
(7)

From (7) we can conclude that the attenuation is determined by the distance
between the target and the two nodes when the target obstructs the LOS path.
The closer people gets to the transmitter/receiver, the more attenuation hap-
pens. Let β(xk) denotes the target-node distance given by

β(xk) =
dtx(xk)drx(xk)

d
(8)

The RSS attenuation yLOS can be simply expressed as:

yLOS(xk) ≈ π2r2

λcβ(xk)
(9)

It has been observed that, when the LOS path is vacant from the target
but the spatial impact area is partially obstructed, there still exists significant
attenuation which could not be ignored. Previous works have shown that the loss
can be calculated by a piecewise function [13]. However, it is too complicated
for a DFLT system to use this method directly. For simplicity, the exponential
model is adopted to depict the attenuation on NLOS path, given by

yNLOS(xk) = ψ exp(−λ(xk)

σ
) (10)

where ψ is attenuation parameter, and λ(xk) is the target-link distance function
of the certain propagation link, which describes the relationship between target
state xk and the LOS path. The value λ(xk) is defined as

λ(xk) = dtx(xk) + drx(xk)− d (11)
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Combining the cases of LOS and NLOS paths, we can conclude that the
changes of RSS mainly depend on two factors. One is the target-link distance
λ(xk) and the other is the target-node distance β(xk).

Therefore, we propose a new model based on diffraction which can be written
as:

y(xk) =
ϕ

β(xk)
exp(−λ(xk)

σ
) (12)

Where ϕ and σ are attenuation parameters which can be identified by least
square algorithm. The new model depicts the relationship between the changes
of RSS and the target state both on LOS and NLOS paths.

3.2 Experimental Validation

We assess the validity of the proposed model using single link measurements. Two
radio nodes are set separated by 6m, which use the IEEE.802.15.4 standard for
communication. As shown in Fig. 2, the single people stands at different points
along the LOS path with intervals of �x = 0.5m, and the target stays 10s at
each point. Then the person walks through the link along three different paths
orthogonal to the LOS path at a low speed. We choose the RSS measurements
collected in path 1 to show the attenuation on NLOS path.
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Fig. 2. The single link experiment setup. Square markers indicate the positions of
target standing on LOS path. Arrows indicate the paths of a moving target.

In Fig. 3, the RSS attenuation increases as the target moves close to the
transmitter or receiver along the LOS path, and the minimum attenuation is
observed in the middle of the link. The new model represented by red solid line
fits the measurements well, which shows the attenuation caused by the target
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Fig. 3. The RSS attenuation on the LOS path
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Fig. 4. The RSS attenuation on path1

on LOS path mainly depends on the target-node distance β(xk). As shown in
Fig. 4, the RSS attenuation decreases dramatically when the person moves away
from the LOS. It is reasonable to describes this change as an exponential decay
in the proposed model. Therefore, our modified exponential model is validated
to be effective both on LOS and NLOS path.

4 DFLT with Our Model

4.1 Localization and Tracking Algorithm

Our task is to localize and track DF people from RSS measurements. Sequen-
tial Important Re-sampling (SIR) particle filter [14] is adopted to provide the
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position estimation. The kernel of this method is utilizing some random sample
to express the posterior probability density of system variable, and the opti-
mal approximate numerical solution of the system model can be obtained. This
property is fit for our system. The target motion can be regarded as a first-
order Markov process p(xk|xk−1,xk−2, ...,x0) = p(xk|xk−1). It indicates that
the current motion state is determined by the last motion state. Here we simply
use the autoregressive gaussian (ARG) model to describe the process of target
movement. That is

xk+1 = xk + σvv (13)

where σv is a constant and v ∼ N (0, I).
The state xk is hidden into the RSS measurements zk, we use particle filter to

track the posterior distribution P (xk|zk). The pseudo-code of SIR particle filter
is specified as Algorithm 1.

Algorithm 1. SIR particle filter

Initialization: {xi
0}Np

i=1 uniformly distributed, {ωi
0}Np

i=1

for k=1 to T do
for i=1 to Np do

predict step: xi
k ∼ f(xi

k|xi
k−1)

weight update: ωi
k ∝ p(ek|xi

k), ek = zk − yk

normalization: ω̄i
k =

ωi
k

∑Np

i=1 ω
i
k

, i = 1, 2, . . . , N ;

estimation step: x̂k ≈ ∑Np

i=1 ω
i
k−1x

i
k

resample step: {ωi
k, x

i
k} → { 1

Np
, xi

k}
end for

end for

4.2 Experimental Setup

As shown in Fig. 5, we build a RF sensor network with 24 radio nodes along
the perimeter of a 6m×6m square area to calibrate and validate the parametric
model. There is 1m interval between two adjacent nodes, and the height of each
node is 1m.

The radio nodes are MIB520CB made by Crossbow, which use the 2.4GHz
IEEE.802.15.4 standard for communication. A base station is utilized to transmit
data or command between the RF sensor and computer. In addition, a simple
toking ring protocol is used to collect the RSS data of all possible radio links.

RSS data of all links are gathered when a single person stands at a certain
point or walks along a predefined path. These samples are then used to identify
the parameters and validate the the new model using least square algorithm. In
this paper, we set the parameter ϕ = 13.82 and σ = 0.023 for the experimental
scene. We perform the single target localization and tracking experiments using
the proposed model, exponential model and diffraction model.
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(a) Photograph of experimental setup
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(b) Layout of experimental setup

Fig. 5. Experimental platform is built in an open environment at Sun Yat-Sen Univer-
sity. 24 RF sensor nodes are deployed on the boundaries of a 6m×6m sensing area.

Table 1. The Localization error using different models

Model Mean error (m) Max error (m)

Diffraction model 0.29m 0.85m

Exponential model 0.21m 0.78m

Modified Exponential model 0.12m 0.25m
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Fig. 6. The 15 groups of localization results using the proposed modified model
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Fig. 7. Tracking result using the proposed modified exponential model
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Fig. 8. The cumulative error distribution for tracking using different models

4.3 Localization and Tracking Results

To evaluate the effectiveness of the proposed model, 36 groups of single target
localization are tested using different models. Here, the particle filter is used for
localization, and each estimated position was taken after 50 iterations with 100
particles, and the average result of three model are listed in Table 1. It can be
seen that the new model enhances the accuracy of estimation compared with the
other two models. We choose 15 groups of localization results to demonstrate the
localization performance using the new modified exponential model, as shown in
Fig. 6.
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For the tracking issue, we use the ARG model to predict the motion state
with the parameter σv = 0.5. Fig. 7 shows the tracking performance using the
proposed model. The cumulative error distribution for tracking using different
models is shown in Fig. 8, which illustrates the proposed modified model outper-
forms the diffraction model and the exponential model in tracking performance.

5 Conclusions

We present a new modified exponential model to describe the RSS attenuation
caused by people in outdoor environments. The diffraction theory is introduced
to analyze how human body contributes to the RSS attenuation in this paper.
The theoretical analysis highlights that the RSS attenuation mainly depends on
the target-node distance and target-link distance. The proposed model, which
combines these two factors, can perform well in handling the changes of RSS both
on LOS and NLOS paths. Experiment results show that the modified exponential
model achieves high estimation accuracy using SIR particle filter. In future, we
will develop the model for multiple targets and apply it in cluttered indoor
environments.
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Abstract. In this paper, a novel mathematical piezoelectric hysteresis model 
based on polynomial is proposed. This model uses quadratic polynomial and 
linear equation to describe the relationship between input voltage and output 
displacement precisely. To describe the hysteresis characteristics, experiments 
are performed with three kinds of input triangular wave signals. The simulation 
results are compared with the experiment data to demonstrate the validity of 
this proposed model. The results show that the mathematical model can 
completely match the hysteresis of the piezoelectric actuator at lower errors. 

Keywords: Piezoelectric actuator, hysteresis model, quadratic polynomial, 
linear equation. 

Introduction 

Piezoelectric actuators are widely used in high-speed and high-precision positioning 
applications because of their fast response time, large bandwidth and high output 
force [1-5]. However, the piezoelectric actuators exhibit hysteresis behavior, creep 
and nonlinear multi-valued hysteresis phenomenon, which can cause inaccuracy in the 
system response. To compensate for the piezoelectric hysteresis effects, many models 
have been developed. These models can be mainly classified into the physics-based 
models and the phenomenological models. Physics-based models are generally 
derived on the basis of a physical measure, such as energy, displacement, or stress-
strain relationship e.g., the classical Jiles-atherton model [6]. Alternatively, the 
phenomenological models contain the Preisach model [7-9], the Bouc-Wen model 
[10, 11], the Prandtl-Ishlinskii model [12-15], the Duhem model [16], the Backlash-
like model [17] and the Polynomial model [18]. However, the drawbacks exist such 
that most of these models are relatively complex. Complicated expressions and 
intricate identification with a large amount of data are often needed in these models. 
Another disadvantage is that it is not easy to get the precise inverse model directly.  

In order to remedy the above disadvantages, a new mathematical model with 
quadratic polynomial is proposed to describe the hysteresis behavior in piezoelectric 
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actuators. To characterize the hysteresis effect precisely, simple identification of a set 
of parameters with the designed signals is needed. In this new model, the linear fitting 
of hysteresis data in small input voltage is adopted. The validity of this new model is 
demonstrated by both simulation and experiments. 

1 The New Hysteresis Model 

This section describes the modeling of hysteresis using quadratic polynomial and 
linear equation instead of cubic polynomial. In Sun [18], the curve which passes 
through the initial point is called the reference rising curve (u(t))nP . When the input 

voltage changes direction from ascending to descending or from descending to 
ascending, the input voltage value is called the turning voltage 

iU . 

1.1 Rising Hysteresis Curves 

The relationship between the referenced rising curve and the other rising 
curves (u(t))nP ,

+1(u(t))iP , (u(t))iP  and 
1(u(t))iP−  are shown in Figure 1 

 

Fig. 1. Rising hysteresis curves 

In Figure 1, it is obvious that all the raising curves converge to one point. In this 
paper, quadratic polynomial is proposed to describe the hysteresis curves in order to 
simplify polynomial model according to equation (1) 

 2

( ) 1 2 3
( ) ( )(u(t))

t i i i i
y P a u t a u t a= = + +         (1) 

Where (t)y and ( )( )iP u t are the output displacement of the piezoelectric actuator; 

(t)u is the input voltage; 1ia , 2ia  and 3ia are the polynomial coefficients. But there 

are some big errors in the initial small input voltage according to the above model 
directly. In order to reduce these errors, the rising hysteresis curves are segmented 
according to equation (2)  
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 ( )
2

1 2 3

1 i2

( ) ( ) ( )
( ) ( )

( ) ( )
i i i c

i

i c

a u t a u t a u t U
y t P u t

b u t b u t U

⎧ + + ≥⎪= = ⎨ + ≤⎪⎩
 (2) 

Where CU  is a dividing voltage whose value is fixed.  CU  is set as about 8 percent 

of the maximum input voltage. 1nb , 2nb are coefficients. Figure 2 shows the 

segmentation process of the hysteresis curves. 

 

Fig. 2. Piecewise curves 

The rising reference curve can be obtained by using quadratic polynomial in full 
range according to equation (3) 

 2
1 2 3(u(t)) a (t) a (t) a 0 (t)n n n n np u u u U= + + ≤ ≤  (3) 

When the input voltage is smaller than CU , this part of curve can be acquired by 

using the linear equation according to equation (4) 

 1 2(u(t)) b (t) b 0 (t)c n n cp u u U= + ≤ ≤  (4) 

All the rising curves converge to the peak ( nU , (U )n nP ). The input voltage (t)u  

is larger than or equal to the turning voltage 
iU  in the rising curves. Every rising 

curve has this following relationship with the reference curve: 

 2 2 2
0

(U ) P (U )

(U ) P (U )
n n i i

i n n
n n n

P
a k a a

P

−
= =

−
i i  (5) 

 1 1i nb b=  (6) 

According to the value of the turning voltage 
iU , the rising curve is divided into 

two cases. 

1) The turning voltage 
iU  is smaller than or equal to the fixed voltage CU . 

When u(t) Ui CU ≤ ≤ , this part of curve is described by the linear equation according 

to equation (7) 
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 1 1(u(t)) u( ) (U )i n i i n iP b t P b U= + − i  (7) 

When u(t) UC nU ≤ ≤ , this part of curve is described by the quadratic polynomial. It 

passes two points (
c

U ， i
( )

C
P u  ) and （ nU ， n

( )
n

P u . The point (
c

U ， i
( )

C
P u ) 

can be obtained according to equation (7). 2ia  is obtained according to equation (5). 

Under these conditions, the relationship is obtained: 
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2 2
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2 2
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n

n c

n n i c n n c
n n n n n

n c

a u t a u t a

P ka U U
u t ka u t

U U

P ka U U
P ka U U

U U

= + +
− −

= +
−

− −
+ − − •

−

 (8) 

2) The turning voltage 
iU  is larger than the fixed voltage CU . 

This part of curve is also described by the quadratic polynomial. It passes two 

points ( iU , (U )i iP ) and ( nU , n
(U )

n
P . The point ( iU , (U )i iP ) can be acquired by 

the i-1th descending curve. 2ia  can be obtained according to equation (5). Under 

these conditions, the relationship is obtained: 
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(U )-P (U )
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n i

n n i i n n i
n n n n n

n i
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P ka U U
u t ka u t

U U

P ka U U
P ka U U

U U

= + +
− −

= +
−

− −
+ − −

−
i

 (9) 

1.2 Descending Hysteresis Curves 

Figure 3 shows that the reference descending curve (u)nD  and descending curves 

(u)iD . The descending curve which passes the maximum voltage and the minimum 

voltage at the first time is named the reference descending curve (u)nD . In Sun 

Lining’s paper [18], all the descending curves converge to one point (
0

U ，

n 0(U )D ), whereas curves in the real experiment converge to different point, 

0(U )iD . Figure 4 illustrates this characteristic. 

The descending hysteresis curves are segmented according to equation (10) 

 ( )
2

1 2 3

1 i 2

( ) ( ) ( )
( ) ( )

( ) ( )
i i i c

i

i c

q u t q u t q u t U
y t D u t

s u t s u t U

⎧ + + ≥⎪= = ⎨ + ≤⎪⎩
 (10) 
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Fig. 3. Descending hysteresis curves 

 

Fig. 4. Hysteresis curves 

Where CU  is the same fixed voltage as the rising curves; 1iq , 2iq , 3iq , 1is  and 2is  

are the polynomial coefficients. The reference descending curve can be obtained in 
the same way like the reference rising curve. The descending curve function is given 
by 

 2
n 1 2 3( ( )) ( ) ( ) 0 ( )n n n nD u t q u t q u t q u t u= + + ≤ ≤  (11) 

 1 2( ( )) ( ) 0 ( )c n n cD u t s u t s u t U= + ≤ ≤  (12) 

The input voltage (t)u  is smaller than or equal to the turning voltage 
iU  in the 

descending curves. All the descending curves have these following relationships with 
the reference descending curve: 

 2 2i nq q= ,
1 1i ns s= , 2 0(U )i is D=  (13) 

 

( ) ( )( )
( )
( ) ( )( )

0 0 0 0

0
0 0 0
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( ) ( )

( )
( ) ( )

( )

i n n n

i i n
n n n

n n n

D U K D U P U P U

D U D U
D U P U P U

D U D U

= − +

−
= − +

−
 (14) 
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According to the value of the turning voltage 
iU , the descending curve is also 

divided into two cases. 

1) The turning voltage 
iU  is smaller than or equal to the fixed voltage CU . 

This part of curve which passes the point (
iU , (U )i iD ) can be described by the 

linear equation according to equation (15) 

 ( ) 1 i2 1 1u( ) ( ) ( ) ( )i i n i i n iD t s u t s s u t D U s U= + = + −  (15) 

2)  The turning voltage 
iU  is larger than the fixed voltage CU . 

When
0 u(t) UCU ≤ ≤ , the descending curve function is given by 

 ( ) 1 i2 1 0u( ) ( ) ( ) ( )i i n iD t s u t s s u t D U= + = +  (16) 

When u(t) UC iU ≤ ≤ , this part of curve which passes two points (
c

U ，
i
(U )

C
D ) and 

( iU ， (U )
i iD ) can be described by quadratic polynomial. The point (

c
U ，

i
(U )

C
D ) 

can be acquired according to equation (16). The coefficient 2iq  can be obtained by 

equation (13). So, the function of this part of curve is given by 
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 (17) 

2 Experimental Description 

A number of experiments have been conducted on a 1-DOF piezo-driven compliant 
mechanism (see Figure 5.a). A stack piezoelectric translator PST 150/7/60VS12, 
which is a preloaded piezoelectric translator (PZT), was used to describe hysteresis 
characteristic. This actuator which includes an integrated high-resolution strain gauge 
position sensor (SGS) provides maximum 60μm displacement. The control signal was 
amplified by an XE-500D controller from Harbin Core Tomorrow Science & 
Technology Company with an amplification factor of fifteen. The output 
displacement was measured by strain gauge position sensor (SGS). The dSPACE-
DS1104 rapid prototyping controller board equipped with 16-bit ADC and 16-bit 
DAC was adopted to generate and obtain experiment data. The experiment set up is 
shown in Figure 6(b). The sampling frequency of the system was set as 10 kHz. All 

the parameters, which include n2a , 1nb , n
(U )

n
P , n 0

(U )P , 2nq , 1ns  and 0(U )nD , can 

be identified from the experiment data by the direct least square fitting method 

through the MATLAB offline. In this paper, 
c

U  was chose as 10 V. Figure 7 shows 

the structure of the experimental system. 
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Fig. 5. (a) 1-DOF compliant mechanism 

 

Fig. 5. (b) Experiment set up 

 

Fig. 6. Structure of experiment control system 

3 The Test of the New Model 

In order to protect the stack piezoelectric actuator, the maximum input voltage in 
experiments is 135 V instead of 150 V. The real output displacement is less than 60 
μm. In the experiment, both the input voltage and the output displacement were 
normalized with the values (150 V and 48 μm respectively) so as to process the data 
easily. Three kinds of input triangular wave signals (signal A, signal B and signal C) 
were adopted in the experiments for the purpose of demonstrating the validity of the 
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new hysteresis model. Signal A is shown in Figure 7(a) whose peaks are 135 V. 
Figure 8(a) shows Signal B whose troughs are 0 V. Signal C in Figure 9(a) is 
irregular. The output displacement was obtained by the strain gauge position sensor 
(SGS). The simulated displacements were acquired by using the new model. The final 
results and errors between measured displacements and simulation are shown in 
Figure 7(b) and (c), Figure 8(b) and (c), Figure 9(b) and (c). 

 

Fig. 7. (a) Triangular wave 

 

Fig. 7. (b) Contrast between the measured and simulated 

 

Fig. 7. (c) The errors between the measured and simulated 
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Fig. 8. (a) Triangular wave 

 

Fig. 8. (b) Contrast between the measured and simulated 

 

Fig. 8. (c) The errors between the measured and simulated 
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Fig. 9. (a) Triangular wave 

 

Fig. 9. (b) Contrast between the measured and simulated 

 

Fig. 9. (c) The errors between the measured and simulated 

In order to quantify modeling errors, the maximum absolute modeling error 
max

(x )
i

Δ  

and the maximum relative modeling error max
δ  in [10] were introduced into this 

paper. The average absolute modeling error (x )(i)Δ  was also introduced. These are 

defined as follows 

 max 1 n
(x(i)) (i) (i)pi

MAX x x
≤ ≤

Δ = −  (18) 

 max 100
100max

max

(x(i))

(i)x
δ Δ

= ×  (19) 
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 1

(x(i))
(x(i))

n

i

n
=

Δ
Δ =

∑
 (20) 

Where i=1, 2,  . . . n is the total number of sampling; x(i) and (i)px  are the measured 

and predicted output displacements. According to equations (18), (19) and (20), the 
errors of the three kinds of signals of the input triangular voltages are listed in Table 
1. It is observed in Table 1 that the average absolute modeling error is about 0.28μm 
and the maximum absolute modeling error is less than 0.88μm. 

Table 1. The modeling errors 

Input signals 
Error 

max
(x(i))Δ  maxδ  (x )(i)Δ

Signal A 0.7934μm 2.06％ 0.2496μm 

Signal B 0.8851μm 2.36％ 0.2736μm 

Signal C 0.6403μm 1.65％ 0.2784μm 

4 Conclusion 

In the paper presented above, a novel mathematical hysteresis model is established 
and its performance has been investigated. Adopting the quadratic polynomial and 
liner equation to describe the hysteresis makes this hysteresis model simple and 
convenient to use, which also brings great convenience in getting the inverse model. 
The simulation results agree well with the measured data and demonstrate the validity 
of the proposed model. In the future, a model-based feedforward will be 
implemmented with the help of  this model to cancel the hystresis. 
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Abstract. Presliding may be the most difficult regime to characterize in friction 
phenomenon. Two different friction models which are widely used in practice 
are discussed in this paper, also there performance on presliding. The 
disadvantages and advantages of these friction models are compared in this 
paper, at last, the phenomenon of presliding is detected in one experiment, and 
the future work on presliding research is proposed. 

Keywords: presliding, friction model, stick-slip, nano position. 

1 Introduction 

Friction is a complicate nonlinear phenomenon exist in nearly every mechanical 
system, which can cause many problems for mechanical control, even for precise 
positioning machine. Stick-slip actuated machine is a mechanism actuated by friction, 
which can achieve nanoscale positioning (Fig. 1). Since the existence of friction, 
when a small amplitude vibration is applied to basement, the slider will move 
together. If the input vibration signal is suitable, slider can move towards one 
direction in nanoscale. 

 

Fig. 1. Schematic diagram of stick-slip actuated machine 

In general, the basement is fixed to and actuated by piezoelectric material, because 
of its high stiffness and high response frequency. If a suitable voltage signal is input 
to the piezoelectric material, etc. sawtooth like signal, the slider will move towards 
one direction, and have a nanoscale net displacement. The movement can be 
described as follows (Fig. 2): 

x 

Ff
Input 
vibration 
signal basement 

slider 
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Phase 1, basement and slider are in the initial position, no voltage signal is applied 
on the piezoelectric material, and there is no relative moving between the basement 
and slider; 

Phase 2, input a slowly rising voltage signal to the piezoelectric material, which 
will be elongated, and the basement is pushed forward slowly. Since the friction and 
the low velocity of basement, the slider will stick to basement and move together. 

Phase 3, the input voltage decrease to zero suddenly, since the high response 
frequency of piezoelectric material, the basement will be pulled back to the initial 
position simultaneously, the slider will slip forward because of its inertia. So that, 
when a whole cycle of input voltage finished, slider will move forward in a short 
distance. If we keep input the sawtooth like voltage to piezoelectric material, the 
slider will keep moving forward. 

 

Fig. 2. Principle of stick-slip actuated machine 

So as the description above, during the period of stick-slip actuation, the movement 
state of slider is switches between stick and slip, so as the primary driving force of the 
mechanism, friction also changes from static friction to dynamic friction again and 
again, which will cause many obstacles to the smooth moving of slider, such as 
vibration, hysteresis, and backlash, etc. 

In order to control the stick-slip mechanism moves smoothly and precisely, we 
need to describe and explain the friction phenomenon in a reasonable and simple way, 
so a sensible friction model is requested. 

In the past few decades, many classical friction models had been proposed, such as 
LuGre model (LGM) and Elasto-Plastic model (EPM). We will introduce these two 
models in the following sections. 

Presliding is a kind of contact state when slider moves from stick to slip, and also 
maybe the most difficult regime to be modeled by friction model. Many friction 
model will have some problems when modelling presliding, this will be discussed in 
the following sections too. 

Phase 1 

Phase 2 

Phase 3 
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This paper is organized as follows. First, the presliding phenomenon is introduced 
and some problems in presliding research is discussed in section 2. Next, two classical 
friction model which are widely used in friction research are introduced in section 3, 
and also there advantages and disadvantages. Then the performances of these two 
friction models in presliding modeling are compared and one experiment to detect 
presliding phenomenon is proposed in section 4. Finally, conclusion and future work 
about presliding research are presented. 

2 Introduction of Presliding 

According to the research so far, friction is a result of extremely complex interactions 
between the surface and the near surface regions of the two interacting materials, and 
other substances present such as lubricants [1]. 

According to one widely accepted conclusion, the surface of object cannot be 
absolutely smooth, there are countless tiny asperities with stiffness, approximately 
uniformly distributed on the surface. So the contact of two surfaces is indeed contact 
by these asperities in micro scale (Fig. 3) [2]. 

 

Fig. 3. Contact of two surfaces in micro scale 

Asperity model is a wonderful description of contact, and proposes a new direction 
of friction research. Since the asperity has stiffness, when a tangential external force 
is applied to one object, the asperities will deform. If the external force is small 
enough, asperities will have some elastic deformation. If the external force is big 
enough, when reach the asperity’s yield limit, some asperities may have plastic 
deformation. If the force keep rising, and when most of the asperities deform 
plastically, object begin to slip. 

So in the presliding regime, since the deformation of asperity, friction force appears 
to be a function of displacement rather than velocity [3] [4]. 

There are many problems in presliding regime have not been clearly researched, 
they will be introduced as follows. 

1) In Fig.3, in order to simplify the research, LGM and EPM consider that the 
asperities on one side is rigid body. So that only one side asperities can deform. In 
practice fact, the two contact material always have the different stiffness, so that 
asperities on both the two contact surfaces will deform, despite the different degree of 
deformation. Does this simplified way affect the accuracy of these friction model? 
Can it be more accuracy if we consider two side deformation? 
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2) A widely accepted view is that, the shape of asperity may be circular cone like 
[5] [6]. Since the height and diameter of asperity are not the same, the stiffness of 
asperities cannot be the same, so even on the same side, not all the asperities can be 
contacted or deform at the same time, so, when some asperities deform elastically, 
other asperities may deform plastically or even not deform. How we calculate these 
deform, can an average value of deform be enough? In practice, the height of 
asperities is based on the distribution of probability density function [5]. This may be 
considered in some new friction model building. 

3) As we all know, in the static friction regime, the value of friction between the 
two contact surfaces is equal to the value of external force. But how to confirm the 
value of the maximum static friction force? The most popular view is that, the value 
of the maximum static friction equals to the product of static friction coefficient and 
the normal stress (1). 

 s s nf Fμ= ⋅  (1) 

In practice, we always test the maximum static friction first, and then calculate the 
value of static friction coefficient. One of the most popular view is that, the static 
friction coefficient is independent of the size of the contact area [5]. We suppose that 
asperities distribute on the surface which contact uniformly in the micro scale, so that, 
the bigger contact surface is, the more asperities contact each other, the larger force is 
needed to push slider to move. But on the other hand, with the same weight, the larger 
contact area is, the less pressure exist between the two contacted surfaces, so the less 
asperities stagger each other, the smaller force is needed to pull slider to move. So 
whether the friction force is related to the size of contact area, also need more 
research. 

4) In the presliding regime, can the deformation of asperity fully recover? As we 
know, when most of the asperities deform plastically, slider will slip. So if an external 
force is applied on the slider, which value is close to the maximum static friction 
force, when we remove this force, can slider move back to the initial location? The 
LGM and EPM propose two different description, they will be introduced in the 
following section, and the real presliding phenomenon will be proposed too. 

In the next section, two classical friction models will be introduced and their 
performance in presliding description will be compared. 

3 Introduction of Friction Model 

In the past few decades, many friction models had been developed. A suitable friction 
model can help us to understand the friction theory correctly and predict friction 
behavior, and also can help us to design, analysis, control, compensate the mechanical 
system contain friction [3] [4]. So far, there are some very classical friction models, 
which are widely accepted and applied in research of control system design, two of 
them are LuGre model [7] [8] and Elasto-Plastic model. They will be introduced 
respectively in the following part. 
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3.1 LuGre Model 

LuGre model is developed based on Daul model, compared with Daul model, LuGre 
model can describe the static friction, Stribeck effect, viscous friction, and hysteresis 
friction. Its equations are as follows [9].  

Where σ0 is the asperity stiffness, and σ1 is the damping coefficient of asperity, and 
σ2 is the damping coefficient in macro scale. v is the relative velocity between two 
contact surfaces, vs is the Stribeck velocity, fs is the maximum static friction force, fc 
is the dynamic friction force, and z is the average deformation of asperities. 

 0 1 2f z z vσ σ σ= ⋅ + ⋅ + ⋅  (2) 
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Different with the Daul friction model use the random amount to describe 
asperities’ deformation, LuGre model describe the deformation of asperity with the 
average deformation, which make the model more simple and easy to use. 

3.2 Elasto-Plastic Model 

Elasto-Plastic Model is developed based on the LuGre model. One of its 
breakthroughs is that, it classified the deformation of asperity into elastic and plastic 
deformation, and give the way to calculate them. Its equations are as follows [10] 
[11]. 

 0 1 2f z z vσ σ σ= ⋅ + ⋅ + ⋅  (5) 
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Where zss is the stable asperity deformation when slider is sliding, zba is the 
deformation when asperities breakaway. α is a coefficient, which can distinguish the 
slider is in static regime, or presliding regime, or sliding regime. Other coefficients, 
such as σ0, σ1, σ2, fc, fs, vs, have the same meaning with the LuGre Model. 

According to this model, when z is smaller than zba, the deformation of asperity 
will be pure elastic deformation, when the external force is removed, the deformation 
can recover, and slider can back to the initial position. When z is larger than zba, and 
smaller than zss, the deformation will be elastic mixed with plastic, so when the 
external force removed, the deformation may not recover all. 

This model will do a better performance if zba=0.7169zss, so that nearly 71.69% of 
the friction state’s motion, presliding displacement is purely elastic [10] [11]. 

4 Presliding Simulation  

4.1 Introduction of Stick-Slip Stage 

A mechanism as follows is proposed to process stick-slip actuation. 

 

 

Fig. 4. Stick-Slip mechanism 

This mechanism consists of three parts: slider, basement, and actuator. Slider is a 
chrome plated steel cylinder, which is supported by four ruby balls. The ruby balls are 
fixed on the basement, which is actuated by actuator (piezoelectric ceramics). Input 
suitable voltage signal to the piezoelectric ceramics, the actuator will actuate 
basement to move back and forth in a high frequency, so the slider will move towards 
one direction. 

Since the slider is actuated by friction force supplied by ruby balls, so whether the 
slider will move a displacement, when the actuated force is smaller than the 
maximum static friction force? A simulation and one experiment have been done to 
investigate the performance of these friction models. 

slider 

basement 

actuator 
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4.2 Simulations with Different Friction Model 

We use MATLAB/Simulink and Adams to do some co-simulations. The diagram of 
simulation is shown in Fig. 5. 

 

Fig. 5. Diagram of simulation 

The external force applied on slider is calculated by Simulink and input to Adams, 
and the velocity and displacement of slider are output from Adams to Simulink to 
calculate friction. 

In simulation, we propose different external force to the slider, compare the 
displacement of the slider calculated by different friction models. 

The parameters of these simulations are shown in table 1, some of them are 
according to [9]. 

Table 1. the parameters of simulations 

Parameters Value Unit 
σ0 105 N/m 

σ1 10  Ns/m 

σ2 0.4 Ns/m 
m 1.76 kg 
μc 0.1 - 
μs 0.15 - 
fc 1.72 N 
fs 2.58 N 
vs 0.001 m/s 

 
As shown in table 1, the mass of slider is 1.76 kg, the dynamic friction force is 1.72 

N, the maximum static friction force is 2.58 N.  
Two simulations have been done in this paper. In the first simulation, an external 

force is applied on the slider, which rise slowly to 1.6 N (less than the dynamic 
friction force), keep for a while and decrease to zero slowly, keep for a while and rise 
slowly again; and in the second simulation, the same type external force with the 
same frequency is applied, but the different amplitude, which is 2.4 N (larger than the 
dynamic friction force fc, but smaller than the maximum static friction froce fs). The 
results of these two simulations are shown as below. 

Adams Matlab/Simulink

Velocity and displacement
 of slider

Friction and driving
force on slider
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                 (a)                        (b)                                   (c) 

Fig. 6. The external force (a) and the responces of LGM (b) and EPM (c) in first experiment 

As shown in Fig. 6, when the external force is smaller than the dynamic friction 
force, the displacement of slider simulated by LGM is drifting as the external force is 
applying, and the displacement of slider simulated by EPM has no drift happens. This 
is as same as the conclusion made in [10] [11]. 

When the external force is larger than fc and smaller than fs, just like Fig. 7 (a) 
shows, both the results simulated by LGM and EPM are drifting as the external force 
is applying. But in EPM, the slider has a smaller displacement than LGM.  

   

               (a)                            (b)                               (c) 

Fig. 7. The external force (a) and the responces of LGM (b) and EPM (c) second experiment 

As we all know, if we push a heavy object, when the force is smaller than the 
maximum static friction force, we could not move this object at all. But an different 
result is made in these two simulation above, espacially in the second simulation, both 
the two friction models have the drifting phenomenon. 

One experiment will be done in the next section, in order to check whether these 
two friction model can describe the real presliding phenomenon. 

4.3 Experiment 

We choose one chrome plated steel cylinder, which length is 80mm and diameter is 
30mm, as the slider. A digital force gauge is fixed on one linear stage, and the front of 
the digital force gauge touch the cylinder, as the Fig. 8 shows. When the linear stage 
moves forward in a fixed velocity, we can detect the dynamic friction force of the 
stick-slip stage. The dynamic friction force of this stage is detected and shown as  
Fig. 9. The mean value of this friction is 0.4751 N, which is calculated by matlab. 
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Fig. 9. The dynamice friction force of Stick-Slip Stage 

In the next part, we will pull the slider with two forces in different values, one is 
less than the dynamic friction force, and the other one is between the dynamic and the 
max static friction force. Laser Interferometer is used to dectect the displacement of 
slider in different external force. The result is shown as follows. 

When the external force is smaller than the dynamic friction force fc, the 
deformation of asperities will be pure elastic deformation, so when remove the 
external force, the displacement of slider will drop to zero and slider back to the 
initial position, just like the Fig. 10 shows. 

  

Fig. 10. The external force and the displacement of slider (F<fc) 
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Fig. 8. Detect the dynamic friction of Stick-Slip Stage 
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Fig. 11. The external force and the displacement of slider (fc<F<fs) 

  

Fig. 12. The external force and the displacement of slider (F>fs) 

In Fig. 11, if the external force is larger than the dynamic friction force and smaller 
than the maximum static friction force, the deformation of asperities will be mixed by 
elastic and plastic deformation, so when the external force is removed, the elstic 
deformation recover, and the plastic deformation cannot be revoverd,so the slider will 
have a small displacment in nanoscale. 

At last, in order to be compared with the two conditions above, when the external 
rises up to bigger than the maximum static friction force, most of the asperities‘ 
deformation will be plastic, so the slider slides. 

5 Conclusion and Future Work 

In this paper, some problems about presliding have been discussed. There are still 
many problems in this regime, which have not been clearly solved, need more 
research. 

Two simulations and one experiment have been done, and found that, the LuGre 
Model can not reflect the presliding phenomenon in evry condition, so it is not fit for 
the research of presliding. And the elasto-plastic model can describe the presliding 
phenomenon corectly. 

In the future, more research should be done on the deformation of asperity, and one 
new simple friction model should be proposed to describe this complicated friction 
phenomenon. 
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Abstract. This paper proposes a fieldbus network system for oil tank by using a 
DPQ (Distributed Precedence Queue) algorithm that collects the state of oil 
tank, temperature and pressure of tank through the CAN (Controller Area 
Network) network. The CAN is developed by Bosch corp. In the early 1980's 
for automobile network. The data from various sensors in the flowing-water 
tank are converted to digital by the analog to digital converter and formatted to 
fit the CAN protocol at the CAN module. Nine CAN modules are connected to 
another CAN Modules through a CAN BUS for the efficient communications 
and processing. This design reduces the cost for wiring and improves the data 
transmission reliability by recognizing the sensor errors and data transmission 
errors. Also each CAN Module processes sensor’s error data, transmission 
errors data and it can be served as a master-slave system as well. Via the real 
experiments, effectiveness of the Fieldbus Network System using DPQ 
algorithm in CAN Network is verified. 

Keywords: CAN, Fieldbus network, oil tank, DPQ algorithm, Monitoring 
system, Receiving rate. 

1 Introduction 

In the oil tank, is important to check the status of the each part and then check the 
status of observation or information about oil tank. In practically, engineer can check 
the internal state of the oil tank that means directly exposing with the negligent 
accident. For the reason of diagnosing the state of the water level, temperature, 
pressure, water leak rate and so on, it is important to check real-time oil tank 
monitoring system. Nowadays, the oil tank and variety of applications including 
fieldbus network are researched actively underway. Accordingly, in the industrial 
environment of the network, it is needed to have a higher reliability and stability of 
the system. Therefore CAN (Controller Area Network) communication via the 
fieldbus network-based real-time monitoring is a dominant interest. 

CAN is half-duplex communication and two twist pair wires is used to send short 
message, which is suitable for the system of high-speed applications. CAN 
communication is determined by priority. Therefore, problem of CAN is not 
guaranteed low priority of the node. In this paper, to solve the problem a node of the 
low Priority receiving rate guarantee and proposed each individual treatment system 
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for applying Using DPQ algorithm CAN fieldbus system. Also CAN module can be 
served as a master-slave, depending on user’s role, it can be master or slave, so it will 
be more efficient implementation of the fieldbus network. 

In the second chapter, the basic theory of CAN is presented briefly while in the 
third chapter, it is described about DPQ algorithm. System organization and system 
result analysis via experiment will be shown in fourth chapter and fifth chapter, 
respectively. 

This system allows to compare the general CAN Receiving rate by using DPQ 
algorithm Receiving rate base on the pros and efficiency of DPQ algorithm. As a 
result base on fieldbus network system to the real-time monitoring system of oil tank 
using DPQ algorithm, it can be applied to the processing industry. 

 

 

Fig. 1. Oil tank using CAN Fieldbus Network  

2 CAN (Controller Area Network) Analysis 

2.1 CAN Feature 

In 1986, CAN protocol was officially released by Bosch.corp for automobile of 
controller, sensor, actuator, ABS, audio system, engine control system and so on. It is 
a serial communication protocol, based on the Human-Machine Interface, it manages 
the communication of rational way. CAN provided high data rates, stability and 
reliability according to distance. For example, with the high rates up to 1Mbps, 
automatic retransmission of collided messages and 15bit Cycle Redundancy Check 
(CRC) using error detection. So it interconnected variable electric control system and 
effectively support to distributed control network of real-time control.  

The CAN bus which is commonly used in Embedded Systems (or Microcontroller) 
is formed the communication network between the Microcontrollers. The half-duplex 
communication connected between two twist pair wires is used to send short message, 
which is suitable for the system of high-speed applications. In addition to the external 
factors (such as noise), communication system can minimize the error rate because of 
the toughness, which shows the high reliability of the system. In theory, 2032 
different devices (Embedded Controller) connected to the single communication 
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network is performed, but due to the limitations of CAN transceiver 110 different 
devices can be connected to a node. 

2.2 CAN Frames Structure 

Fundamentally, as according to standard division CAN protocol (serial, asynchronous, 
time sharing multiple clock/data connected) is classified CAN 'A', 'B' of the ISO / OSI 
(International Standardization Organization/Open Systems Interconnect) model. CAN 
2.0A and 2.0B version is also compatible with any previous protocol. CAN 2.0A is 
composed 11 bits while extended CAN 2.0B is composed 29 bits. Main properties of 
CAN BUS protocol structure are pecking order, latencies guarantee, flexible 
configuration, and time synchronization based on multi-source can accommodate. 
Additionally, Multi-master capability, error detect, transmission, retransmission of 
error message, time error, division of non-functional permanent and automatic 
disconnection of the wrong node have attributes as well. 
 

 

Fig. 2. Configuration of CAN data frames 

Table 1. Type of CAN frame 

Type Role 

Data Frame Transports data from the sender to the recipient. 
Remote Frame Sends a remote frame for requesting transmission of a data frame 

node that is enabled on the bus and has the same value as the 
identifier of the remote frame. 

Error Frame Any node on the bus will send an error frame when error is 
detected on the bus. 

Overload Frame It is used in data frames transmitted previously or a data frame to 
be transmitted subsequently, in order to request additional time 
difference between the remote frame 

Inter Frame Inter frame is used to separate the remote frame or the data frame 
that was already transmitted using the inter-frame space. 
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3 DPQ (Dynamics Precedence Queue) Algorithm 

CAN strictly assigns each object exchanged in the network a priority that corresponds 
to the identifier of the object itself. Even though this algorithm enforces a 
deterministic arbitration which is able to resolve any conflict which occurs when 
several nodes start transmitting at the same time, it is clearly unfair. If many nodes are 
connected on the network, nodes which are low priority rank can continuously lose a 
transmission opportunity. Namely, If high priority object transmit continuously, 
finally low priority object can lead to dangerous situations due to missing important 
message which is relatively not important than high priority object. In accordance 
with this, it is necessary to have the algorithm which uses a relative priority according 
to considering low priority nodes although CAN implicitly assigns a priority. Fair 
behavior, which, for example, enforces a round-robin policy among the different 
stations, has to be guaranteed to all the objects which exchanged at a given priority 
level. 

In this paper, it is shown that this kind of behavior can be obtained by slightly 
modifying the frame acceptance filtering function of the LLC sub-layer. In particular, 
only the significance of the identifier field in the transmitted frame has to be modified 
in some way. The resulting arbitration mechanism is able to enforce a round-robin 
policy among the stations which want to transmit a message on the bus, and provides 
two levels of a priority for the frame transmission services. At this time, both ID of 
the standard CAN protocol and ID of the DPQ protocol is used to determine the 
priority of message transmission. Little or nothing has to be changed at the MAC 
level and in this way it is possible to reuse the same electronics components  

3.1 DPQ Algorithm Definition 

The basic idea of this CAN fairness control algorithm which is introduced at this 
paper is to insert into a global queue all the nodes which want to transmit over the 
shared medium. A node D of which transmission is continuously delayed like Figure 
3 creates queue to transmit node standard D and the other nodes which transmit with 
D, so several queue can be made partially. In this research, two queues will be 
considered.  

 

Fig. 3. Generation of a precedence queue in DPQ algorithm 
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This dynamic precedence queue protocol provides opportunity to create precedence 
queue to all nodes on the network. Additionally, in case of existing several precedence 
queues, each precedence queue assigns a priority lank. So they can implement 
independently. Field at the Figure 5 indicates precedence queue which orders itself of 
each node. Whenever a node carries out a transmission, it moves to the end of the 
queue, thus lowering its precedence to the minimum. All the nodes are following the 
transmitting node in the queue advance by one position, filling up the space which has 
just been created. Using this round-robin policy, it is implemented to manage collision 
among the messages. The queue is not physically stored in some specific location. 
Instead it is distributed among all the nodes on the network. Each node is responsible 
for storing and updating. Namely, if it comes permission maximum delay time of itself, 
it creates precedence queue, then it has to change dynamically priority to transmit 
preferentially with relatively nodes. And a precedence queue has to be disjointed when 
finished an urgent situation. Like Figure.3, we suppose a network which is composed 
from A to G. If the node D builds up queue, ID which is entered data frame queue can 
transmit and designate to 7 by lower 7 byte. At this time, it will be designated 
precedence priority to higher byte. Then, each node is filtering to enter itself to the 
queue, and it assigns its queue, After D transmits message which is desired, it will go 
the last position in the queue. And the other nodes will go the upper queue by order. 
And the reminder nodes which are transmitted are designated using the upper 1byte in 
the Figure 4; they will be disjointed or maintained using the upper 1 byte in the Figure 
4 after finished all transmission 

 

 

Fig. 4. Structure of a data field for DPQ 

At this point, it is necessary to point out the differences between the priority and 
the precedence. At first, the priority is assigned to an object (message) when it is sent 
on the network, it is designated transmission order to precedence in the queue when 
the queue is occurred. Namely, the priority is assigned by importance and emergency, 
the precedence express transmission order in the queue. Both are related to the 
deterministic resolution of collisions on the bus, the priority is static value, but the 
precedence that can’t be verified by user is dynamic value. The priority and the 
precedence of the message are assigned 18 bits ID and 11 bits ID in the each 
transmission frame. This way is efficient method to resolve when a collision occurs. 

3.2 DPQ Algorithm Realization Method 

The DPQ algorithm can be implemented without changing any modifications to the 
basic format of CAN frames. It is used identified field to designate the priority queue.  
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Since the length of the conventional identifier field defined in the CAN standard is 
too small, the CAN extended format is adopted. DPQ uses the first 11 bits of the 
identifier field for its control information, while the remaining lower order 18bits (ID 
ext.) are used to store newly and dynamically the effective identifier if the exchanged 
object (EID). The first two bits (t0, t1) must be set at the logical value zero like Figure 
5. Then, the protocol is divided by a standard CAN communication and DPQ frames. 
Therefore, DPQ has always a higher priority than CAN frames, and they can exist at 
same space. The priority bit P specifies whether the frame has to be transmitted as a 
high priority frame (P=0) or as a low priority frame (p=1). When T1 and P are used 
virtually, the priority can be assigned maximize 4 queues. The next 8 bits represent 
the precedence level of the frame. Namely, these 8 bits show transmission queue 
order. DPQ, which is used at this research use t0, t1 to distinguish the standard CAN 
frames, sets each queue Using P, and concludes the precedence in the queue using 8 
bits. 

 

 

Fig. 5. Format of the header of Extended CAN frames and DPQ frames 

4 System Organization and Experiments 

4.1 System Organization 

The algorithm in this paper is verifying the effectiveness of one SPU (Signal 
Processing Unit) module and 9 transceiver modules which is connected by CAN bus 
line. It is constituted nine transceiver module are received to the SPU module and 
then sent to the PC using RS232 serial communication. Using the custom-built MFC 
program derives the result. And proposes to the real-time monitoring system of oil 
tank using DPQ algorithm. Figure 6 shows Oil tank Monitoring system structure 

4.2 System Experiments 

Figure 7 shows the overall system of Oil tank Monitoring system structure. It is 
hardware structure of the CAN module and MFC application. Each object has ARM-
Cortex M3 (STM32F107) which uses built-in CAN module. Each CAN module can 
be playing a role as SPU through the CAN BUS. SPU module is available to 
transmitted integrated processing and individual processing data into the system.  
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Fig. 6. Oil tank Monitoring system structure 

 

Fig. 7. The organization of system. 

CAN module can also running as a master-slave system. Experimental systems are 
using same hardware and communication and then check the MFC application to real-
time monitoring system. Each Device (1~9) uses MFC application and stores in the 
1000 buffer with the graphed results 
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5 Result and Analysis 

In case of faster speed CAN communication or large number of devices, having low 
priority node data is a problem to poorly receive. For this reason, DPQ algorithm can 
be applied. Relatively low priority node is guaranteed for the receiving rate. Also 
keeping track of each object is controlled by setting for receiving rate safety. In 
experiment, the general CAN Receiving rate and DPQ algorithm in CAN Receiving 
rate through MFC application are compared. Figure 8 is general CAN receiving rate, 
and figure 9 is CAN receiving rate using DPQ algorithm. 

 

 

Fig. 8. General CAN receiving rate 

 

Fig. 9. CAN receiving rate using DPQ algorithm  

At the Figure 8, it is CAN mode (2.0B)’s results in experiment, high priority node 
data is received but relatively low priority node data is received poorly. For this 
graph, CAN Receiving rate are device 1 is highest and Device is 9 lowest. Because it 
is priority rule of CAN system.  
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Figure 9 is the result on experiment of using DPQ algorithm in CAN receiving 
rate. Unlike the existing general CAN Receiving rate, relatively low priority node 
data and constant type of CAN receiving rate are guaranteed. For this graph, using 
DPQ algorithm on CAN Receiving rate is confirmed stable. 

6 Conclusion 

This paper is using general CAN protocol suitable real-time or distributed processing 
and it adjusts to the network collision. For this method, to improve the inefficiency of 
the priority, DPQ algorithm is used following by analyzing the result through real-
time oil tank monitoring system. Using DPQ algorithm is a low priority to the node of 
Receiving rate was found to be guaranteed. Also CAN module can be served as a 
master-slave, depending on user’s role, it can be master or slave. Therefore, this 
system can be used for the advantage in the industrial applications.  

In the future research, how this developed algorithm can be applied conveniently 
for the other CAN application compatibility will be considered. In term of pros and 
cons of DPQ algorithm, it is need to in-depth study. It will be need to developed 
algorithm with efficient management of each object DPQ algorithm. 
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Abstract. Surgical simulation increasingly appears to be an essential aspect of 
tomorrow's surgery. In this paper we present a preliminary work on virtual 
reality applied to liver surgery. The area of the liver, intra-hepatic arteries, 
veins, the portal vein and tumor have been extracted based on the seeded region 
growing algorithm. Then a realistic three-dimensional image was created, 
including the liver and the four internal vessels. After that, a user graphical 
interface was designed to interactively adjust the surgical resection planes. The 
surgical simulation platform was developed by providing a 3D visualization and 
virtual cutting system of liver based on personal computer. Our preliminary 
result shows that the visualization of liver and internal vessels and interactive 
modifications of the resection plane could present with a vivid profile. 

Keywords: Visualization Toolkit, surface intersection, plane cutting, sphere 
cutting. 

1 Introduction 

Liver carcinoma belongs to the most wide-spread malignant diseases world-wide. 
Primary liver cancer (cancer that starts in the liver) affects approximately 1,000,000 
people each year; in 2002, it caused 618,000 deaths, while 45 percent of the deaths 
has happened in China [1]. Often, the only cure for primary liver cancer is liver 
resection, which is the surgical removal of various types of liver tumors that are 
located in the resectable portion of the liver. To elaborate a surgical plan for each 
patient, doctors must retrieve the required indices during preoperative planning based 
on the planar slices of CT and MR images [2]. However, without knowledge of the 
major blood vessels and other important structures related to the lesion, surgery 
cannot be performed curatively and safely. Reconstruction 3D images have been very 
useful and widely adopted in neurosurgery [3].  

Research work in computer-aided liver surgical planning is primarily found in 
Europe at the French National Institute for Research in Computer Science and Control 
(INRIA) [4]. Developed by INRIA, the Epidaure system features a physical liver tissue 
model to simulate cutting within the liver structure using a force-feedback device. 
                                                           
* Corresponding author. 
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Currently, a mimic resection system on liver has been developed at Southern 
University (SMU), which construct the liver’s surface and its internal structures whit 
MIMICS and performs optional resection with the hepatic device (PHANTOM) [5]. 
However, both the systems developed by INRIA and SMU rely on the expensive 
hepatic device, which may be difficult to promote in the small and medium-sized 
hospitals.  

A 3D visualization and virtual cutting system of liver has been developed based on 
personal computer without additional devices. The system has been designed by using 
the Visualization Toolkits (VTK) [6] and realized by VC++ 6.0. Moreover, a user 
graphical interface is provided to observe the spatial relationship among liver and 
internal vessels by adjusting the transparency of the object. 

2 Principles and Methods of 3D Resection 

In order to simulate the operation of the liver resection, the cutting plane should be 
interactively adjusted by the users. And the system needs to demonstrate the spatial 
relationship of the liver and the internal vessels after the cutting operations, which is 
useful for surgeons to choose the proper surgery program. 

2.1 The Principle of Cutting Operation by the Plane and Sphere 

The liver and the internal vessels are visualized by surface rendering method. In order 
to simulate the resection of lesion, we have to consider the intersection between the 
cutting plane and the liver. The surfaces of liver and the internal vessels are composed 
of small triangles, and we need to consider the space relationship between cutting 
plane or sphere and the triangles of all the surfaces. 

The cutting plane is defined as: 

0ax by cz d+ + + =  (1)

There is a vertex P (x, y, z) in the 3D data space, and the space relationship 
between the point and the cutting plane could be calculated by: 

F ax by cz d= + + +  (2)

s 
The point P is on the cutting plane when F equals to 0. If F is bigger then 0, the 

point P is in front of the cutting plane. Otherwise, the point P is at the back of the 
cutting plane. We can retrieve all the vertices of surfaces and determine the remaining 
vertices based on the relationship between vertices and cutting plane. 

For each triangle, there are three vertices 1P , 2P  and 3P . The relationship between 

the vertices and cutting plane can be calculated by Eq. (2), and the results are defined 

as 1F , 2F  and 3F . The triangle will be preserved if all the values of three vertices are 

no smaller than 0, which means that all the three vertices of the triangle are in front of 
the cutting plane. However, the triangle should be deleted if all the values are no more 
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than 0. For the other situations, we need to delete some vertices and reconstruct the 
triangle [7]. 

IF there is only one vertex of the triangle in front of the cutting plane, which is 

labelled as 1P . And the other two vertices 2P  and 3P  are at the back of cutting 

plane. Those two vertices 2P  and 3P  will be deleted after the cutting operation. The 

Intersection points between the cutting plane and the line 1 2PP  and line 1 3PP  are 

defined as 4P  and 5P  separately, which need to be calculated. As shown in Fig 1 

(a), the new triangle consists of vertexes 1P , 4P  and 5P  after the cutting operation. 

For the other situation, there is only one vertex of the triangle at the back of the 
cutting plane, and there are two vertexes in front of the cutting plane. As the same, the 
vertex at the back of the cutting plane will be deleted, and the new triangle consists of 

1 4 5PP P  after the cutting operation [7]. The schematic diagram is shown in Fig.1 (b). 

 

Fig. 1. Intersection among the cutting plane and triangular vertices 

In three-dimensional data space, there is a sphere with centre in O(a,b,c) and radius 
R, which is defined as following: 

2 2 2 2( ) ( ) ( )x a y b z c R− + − + − =  (3)

where (x,y,z) are the values of three-dimensional coordinate of the points on the 
surface of the sphere. We define P(x,y,z) as a vertex of the triangle, and the space 
relationship between the vertex and the sphere could be calculated by: 

2 2 2 2( ) ( ) ( )G x a y b z c R= − + − + − −  (4)

The vertex is inside the sphere when G is no more than 0. Otherwise, the vertex is 
outside the sphere. As the same with cutting operation of plane, we can get the cutting 
results of sphere after the cutting operation. 

2.2 Cutting Operation Based on the VTK 

The plane and sphere are used to simulate the cutting operation, which has been 
implemented based on VC++ 6.0 and the VTK. The flow charts of the cutting  
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operation based on the plane are shown in Fig. 2. For the cutting operation of the 
plane, the object vtkBYUReader is used to read the data files. In order to appoint the 
data source and the values of cutting function, our implementation is based on two 
key methods: SetInput() and SetClipFunction() of the vtkClipPolyData class 
separately. In our application, the values of cutting function are controlled by the 
vtkPlane, which is an attribution of the vtkImplicitPlaneWidget class.  

 

Fig. 2. Flow chart of the cutting operation based on the plane 

The cutting operation based on the sphere is the same as the cutting operation by 
the plane. However, the vtkSphere class is used to specify the SetClipFunction() 
method of the vtkClipPolyData class, which is controlled by the vtkSphereWidget 
class. 

3 Result 

A visualization and simulation system has been developed based on VC++ 6.0 and the 
VTK. The region growing method has been used to extract the liver, intra-hepatic 
arteries, veins and the portal vein [8]. Then the contour tiling method has been used 
for surface reconstruction of the liver and internal vessels. And a user graphical 
interface was provided to observe the spatial relationship between the liver and blood 
vessels by adjusting the transparency of the object.  
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Fig. 3. Simulation of the cutting operation by plane  

 

Fig. 4. Simulation of the cutting operation by sphere  

Two basic interaction approaches for virtual resections were developed. Users can 
simulate the operation of cutting by interactively adjusting the plane or the sphere. 
The surface of the liver is semi-transparent in order to show the inner vessels of the 
liver. The colour of intra-hepatic arteries is red, and the orange colour and the blue 
colour are used to indicate the veins and the portal vein separately, as shown in Fig.3 
(a). The darker area dynamically shows the cutting area. The results of cutting 
operation by the selected plane are shown in Fig. 3(b) and Fig. 3(c). As the same, the 
cutting operations by the sphere are interpreted in Fig. 4. By the visualization of liver, 
intra-hepatic arteries, veins and the portal vein, the space relationship is clearly 
demonstrated, which is useful for surgery planning. At the same time, the cutting 
operations roughly simulate the liver resection, and help the surgeons to comprehend 
the primary result of the surgery of liver resection. 

4 Conclusion 

The rapid development of computer technology offers many possibilities in diagnosis 
and surgery planning. With MDCT, thin slices are obtained with excellent temporal 
resolution, and precise 3D models can be created. We have successfully developed a 
PC-based system for liver surgery planning and simulation in 3D environment.  
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Abstract. As the brain of CNC machine, the CNC system faces a great 
challenge in meeting various kinds of the demands. In the paper, model 
integration architecture for CNC system design and development is presented. 
Then, a CNC modeling language, naming CNCMoL is developed, in which the 
VFC methodology is used to deal with the modeling complexity, and get 
performance parameters and acquire reusability. The strategies for CNC meta-
modeling are described in detail. The approach is attempts to create an 
infrastructure to support the CNC system design in a swift way, at the same 
time acquire some advanced capability of the system such as modularity, 
flexibility, reusability, etc. 

Keywords: Model integration architecture and language, CNC. 

1 Introduction 

CNC system determines the functions as well as the performances of the CNC 
machine to a degree. With the trend of increasing function and increasing speed and 
accuracy, the CNC system development faces a great challenge in meeting various 
kinds of the demands.   

From the industrial point of view, open architecture is the fundamental demand in 
achieving the modern CNC system. At present, most CNC system incorporate 
proprietary control technologies that have associated problems: non-common 
interfaces, higher-integration costs, and specialized training. The function change or 
adding can be rather difficult in the proprietary control system. For example, in a 
tuning machine, the tool breakage detection function needs to be added to improve the 
product quality. On the other hand, different CNC machines call for different control 
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system functions. For example, the milling machine will have different function unit 
in the control system with the laser machine etc. The flexibility of the machine type 
calls for the flexibility of the function union to form the CNC system for high 
efficiency control system development process to shorten the time-to-market.  

From academic point of view, CNC system is a typical embedded control and 
computing system with strong multidisciplinary characteristics as well as its rigorous 
performance requirements, for example, real-time performance and safety criticality. 
The flexibility function demands call for modularity, reusability and reconfigurability 
during the system design and implementation.  

What’s more, due to the performance and function variety of the application, it 
calls for the different computing platform to realize the demands. For example, the 
general proposed CPU with windows XP plus a RTOS extension are used. While a lot 
of DSP combine with FPGA modules are also used. At the moment the development 
of the CNC system is more like an art than a science, to make the system possess 
more function as well as performance properties. 

Due to increasing complexity of CNC systems and the requirement for shortening 
the development cycle and increasing variety of design choices, the need arises for 
innovative approaches and greater tool support for development of such systems. So it 
would be beneficial if the design and development of the CNC system can follow a 
systematic way and use proper tool set to fulfill the flexibility, modularity and at the 
same time guarantee the performance such as speed as well as the accuracy of the 
machine from the early development stage.  

The study shown in this paper attempts to create an infrastructure, which supports 
the CNC design and implementation in a swift way. The remaining of this paper is 
organized as follow: A short overview of related work is concluded in section 2. 
Section 3 gives the model integration architecture for the CNC system design. Then, 
the strategies to develop the CNC domain modeling language described in detail. 
Finally, in the last part conclusions of this paper is drawn. 

2 Related Work 

A lot of effective works in developing open CNC system are implemented since 
1990s, such as Open System Architecture for Control within Automation (OSACA) in 
Europe [1], Open Modular Architecture Controller (OMAC) in the USA [2], and 
Open System Environment for Controller (OSEC) in Japan [3]. In China, the national 
standard Open Numerical Control system (ONC) has been implemented since 2003. 
Recently, Researches on open and component based CNC system are becoming a 
hotspot in CNC system development. Shige Wang etc. from the University of 
Michigan present the functional and non-functional classification of CNC system to 
design component-based CNC system [4]. Wang Heng etc. from Tsinghua University 
put forward the research on software-based open architecture controller platform,  
and realize the system function component of lathe CNC system [5]. Liu Tao etc.  
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from Harbin Institute of Technology develop an open architecture soft-CNC system 
named HITCNC [6]. Whereas, these researches focus on function modularization and 
interface standardization of CNC system and pay little attention to the performance 
maintenance of CNC system, then is not so effective to guarantee the reliability of 
CNC system. 

At the same time, model-based design and component-based design for embedded 
computer control system is currently exploited in many engineering activities, using 
several domain-specific tools and frameworks. The OMG (Object Management 
Group) proposed the MDA (Model Driven Architecture) for software development, 
which uses UML (Unified Modeling Language) as meta-modeling language, takes the 
model as the center role in the development process, to realize requirement analysis, 
system design as well as code generation [7]. Obviously, MDA is a good method to 
make the development process automatic, then to increase the software development 
efficiency. Whereas, as a unified language, UML doesn’t always adapts to all domain. 
What’s more, the performance description in UML is not so convenient. 

DSM is the domain-oriented develop approach to deal with the deficiency of UML 
modeling. It proposed the Domain specific modeling language (DSML) development 
to precisely describe the domain, which makes the model transformation and code 
generation much easier for developer. MetaCase from Finland developed a DMSL on 
the consumption electron producer and the integration environment MetaEdit+[8]. 
ISIS researched EMSL[9] that specifically on aviation domain. This method is 
efficiency in system development.  

What’s more, how to make the embedded system with better quality and more 
advanced characteristics is the problem that a lot of people try to solve. Thomas A. 
Henzinger etc. at the University of California at Berkeley develop model of 
computation (MOC) theory [10] which allows different domains to be described in 
the same language and allows the user to combine partial models of different kind 
into a common heterogeneous model. Job van Amerongen etc. from the University of 
Twente[11] use two core models of computation to describe the total embedded 
control system and develop a series of toolsets for system modeling, simulation and 
verification. Christo Angelov etc. at University of Southern Denmark [12] develop 
Component-based Design of Software for Embedded Systems (COMDES) framework 
for distributed embedded system design to obtain the reusability and reconfigurability 
of the system. These methods are effective in their way to develop the corresponding 
systems. 

3 The Model Integration Architecture for CNC system Design 

The design and development infrastructure for CNC system is shown in Figure 1. 
From the development sequence of the CNC system, it can be classified into 2 stages, 
domain development stage and application development stage, which is divided by 
dash line in the figure 1. 
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Fig. 1. The integration framework for CNC system design 

3.1 Domain Development Stage 

Domain development stage is the basis for the application development stage. The 
meta-model obtained in this stage is the pre-condition for constituting domain 
modeling environment, which is then used for CNC system modeling. This stage 
includes domain analysis, CNC meta-model design and some extensive tools 
development or integration for simulation, verification and code generations. 

Domain analysis is the first assignment in the domain development stage. It is a 
process to analysis the requirements of the CNC domain, for example, the system 
properties such as open, reusable, reconfigurable etc. What’s more, the characteristics 
of all CNC systems, including the alterable characteristics and immobility 
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characteristics should also be analyzed in the process. For example, the axis motion 
control is community characteristic in all CNC system, whereas, the axis number is an 
alterable characteristic. From the analysis, the requirement of the system can be fully 
found. 

Then, the CNC meta-modeling is the next work. The meta-model precisely defines 
the structures and rules for creating application models. After the meta-model 
completed, a CNC domain modeling environment can generate to describe the 
system, to achieve consistency, un-ambiguity and completeness, and produce formal 
requirements specification with high quality. Meta-meta-modeling languages such as 
GME [13] can be used to meta-modeling for building a domain specific modeling 
environment. The constraint language OCL (Object Constraint Language, a subset of 
UML 2.0) is also supported, which can be used to help specify the complex static 
semantics.  

The domain analysis and meta-modeling is an iterative process, to guarantee the 
finally meta-model satisfy the requirements that are listed in the domain analysis. 

Some extensive tools can also be developed in the domain development stage, such 
as the code generation interpreters, model transformation tools. These extensive tools 
realize the transformation from CNC domain model to platform-specific code or other 
model type. The CNC domain meta-model and target model criterion determines the 
transformation implementation. 

3.2 Application Development Stage 

Application-oriented development stage aims at a practical application requirement, 
to develop an application system such as a two-axis lathe system corresponding to the 
modeling language for CNC system domain. It owns the CNC domain modeling 
element, semantic and constrains. It can be a 3-step process. 

Firstly, the application requirements should be confirmed, including function and 
performance requirements, HMI style, target hardware platform and embedded 
operation system etc. The requirement information is the basis for application 
modeling.  

Secondly, the system application model should be checked and verified to ensure 
its correctness and reliability. The model will be transformed to some integrated tools 
such as Simulink or UPPAAL for function simulation and performance verification. 
These transformations will be performed by different model transformers which have 
been developed in the domain-oriented stage. The results of the model verification 
can be used to judge the quality of the model for further modification and 
optimization.  

Thirdly, the verified model will be generated to platform specific source code 
automatically by the code generator. Different code generators will be used aiming at 
various target platforms, such as DSP/BIOS platform, WinCE platform, VxWork 
platform, etc. The generated code can be imported to integration development 
environment for compiling and linking via no or little modification, which will then 
be generated to target executive application system. 
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4 CNCMoL Development 

The meta-model precisely defines the structures and rules with the domain specific 
syntax and semantics. After the meta-model completed, a domain specific modeling 
language naming CNCMoL can generate to explicitly describe the CNC system. 
Meta-meta-modeling languages such as MoF[14], Dome[15] and GME[13], can used 
to meta-modeling for building a domain specific modeling environment. The 
constraint language OCL (Object Constraint Language, a subset of UML 2.0) is also 
supported, which can be used to help specify the complex static semantics. 

4.1 VFC Methodology Definition 

To achieve consistency, un-ambiguity and completeness, and produce formal 
requirements specification with high quality, a VFC methodology is used for CNC 
system meta-modeling. VFC methodology means using a multi-view fashion to 
capture the feature of a domain, and using multi-view components to composite the 
domain system, then mapping the feature to the components. It can be represented by 
a set VFC= <View, Feature, Component>. 

View means to describe and analyze a domain space from different standpoint 
using different model formalism. It can be represented by a set View ={view1, 
view2,…viewn}.The multi-view strategy makes the system well performed from the 
specific perspective, at the same time makes the system more explicitly organized. 

Feature is the inherent attributes of system and components captured by multi-
view, reflecting the performance of a system. It can be represented by a set 
Feature={feature1,feature2,…featuren}. The feature can be the property such as real 
time, reliability, safety etc. Each feature contains a set of parameters, which will then 
be attached to components.  

Component is the reusable element that can constitute the system from 
composition. It is prefabricated function module or subsystem that encapsulate 
executable industrial algorithms in a form that can be readily understood. Complete 
applications, can be built from networks of components, formed by interconnecting 
their inputs and outputs. A Component is defined as a port-based object: 

Component =<AC, EC, I, O, BC,TC> ,where, 
AC is a set of computations, called actions, which implement the components 

functionality; 
EC is a set of events, to activate the behavior of component; 
I is a set of input ports through which the component receives its inputs; 
O is a set of output ports through which a component exposes its computation 

results; 
BC ⊆ EC × I →AC specifies a set of behavior of the component; 
TC is a set of attributes of the component. It comes from the parameters of  

Feature. 
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4.2 The CNC Meta-Model Design Based on VFC 

Utilizing the VFC methodology, the CNC system meta-model can be developed by 
following steps: 

CNC domain view select: The views in CNC system design include behavioral, 
structural, and system, which is depicted in figure 2. A structural view specifies the 
hierarchical architecture of a CNC system from the prefabricated component 
composition to explicitly describe the structure of the system. A behavioral view 
specifies control of the CNC system using state-oriented and data-oriented model to 
describe the interaction and activities in the system (Fig4 is the FSM meta-model in 
behavioral view). A system view specifies the runtime architecture and execution 
environment for CNC system, including the platform information, communication 
mode, operation system, storage resource etc. 

CNC domain feature appointment: The main feature of CNC system is real time 
property. A set real time feature=<Period, WCET, Priority, Deadline> is used to 
represent the real time performance of the system. Period is the cycle of a task; 
WCET is the worst case execution time; Priority is the sequence to execute a task; 
Deadline is the time that the task should completed. 

CNC system composition: It is a process to rationally partition the system to a set 
of components. To handle complexity, the design must progress in a top-down and 
evolutionary manner. The components can be described in different abstract level, 
with a different granularity of detail. With the abstractions, the model design will be a 
stepwise refinement process. The CNC system is compartmentalized to HMI, PLC, 
MC in the first level, then the MC component can be divided into code interpretation 
component, task manage component, interpolation component, etc, which is depicted 
in fig 3. 

 
 

 

Fig. 2. The multi-view selection in CNC system 
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Fig. 3. VFC tree for CNC system development 

Using the proposed strategy, a multi-view hierarchical meta-mode is built in GME. 
A domain-specific modeling language, i.e. CNCML, is generated from the meta-
model. Figure 4 is the hierarchical FSM meta-model in behavioral view of a CNC 
system. It can be instantiated to the model for state transition in CNC HMI model, 
which is depicted in Figure 5. 

 

Fig. 4. The HFSM meta-model of CNC system 
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Fig. 5. The FSM model in CNC model environment 

5 Conclusion 

Model integration architecture for Computer Numerical Control system Design and 
Development is presented in the paper, which can be used to develop the CNC system 
design in a swift way, at the same time acquire some advanced capability of the 
system such as modularity, flexibility, reusability. The CNC modeling language 
naming CNCMoL are developed, in which the VFC methodology is used to deal with 
the modeling complexity, and get performance parameters and acquire reusability. 

The CNC development environment is then generated by the CNCMoL, in which 
models are developed. The architecture can use to the fast reconfiguration for the 
systems, especially for those products that belong to the same product family. 
Development experience shows that development lifetime can be shortened greatly 
and development cost can be saved compared to a traditional approach. 
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Abstract. To enhance the efficiency and stability of real-time data ac-
quisition and transmission in motion control process, a high-speed real-
time communication architecture based on FPGA and DSP is developed
in this paper. The direct-memory-access (DMA) control module initiates
DMA transfers over the peripheral-component-interconnect (PCI) bus.
After that, two first-in-first-out (FIFO) buffers work as caches and con-
vert data widths between the PCI bus and the local bus. Consequently,
the data caches can be accessed by DSP over the local bus under DMA
mode. The size of data transferred each time is able to be adjusted ac-
cording to the application requirements. Experiments are carried out to
demonstrate that the proposed communication architecture is capable
of achieving high speed and stability in data communication with low
consumption of compute resources.

Keywords: DMA transfer, PCI bus interface, dual-clock FIFO, data
communication, motion controller.

1 Introduction

With the rapid development of computer and microelectronics techniques, the
realization of embedded motion control systems with combination of DSP and
FPGA becomes the mainstream for the design of open architecture motion con-
troller based on computer platform [7]. The standard peripheral interfaces for
computer equipments, which exchange data with controllers, can be divided into
two categories. Serial interfaces like USB and RJ-45 have a simplified way of
connection, which seems to be cheap and flexible. But the speed and stability
of transmission between devices are not guaranteed by considering the complex
validation rules and high traffic on the bus. In contrast, parallel ones like PCI bus
have a higher transfer speed with lower error rate and are capable of supplying
power to controllers. The efficiency and stability of real-time data acquisition
and transmission in motion control process play an important role in pursuing
the system characteristics, such as high speed, high precision, good real-time
capability and so on. Therefore, improving the communication performance on
the PCI bus becomes one issue to be solved in the paper.
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The input/output (I/O) access between the PCI bus and the local bus is usu-
ally adopted in data communication of embedded motion control system, which
results in low transmission efficiency, coarse time granularity and poor reliability
[6]. The software real-time extension (RTX) was installed in some cases to im-
prove the performance of data transmission [5]. However, this method restricts
latencies to the microsecond range and leads to over reliance on computer ability
[4]. On the other hand, it is only suitable for motion control systems directly
controlled by computers due to the presence of clock frequency offset. On the
contrary, bulk data transfers under DMA mode from one memory to another
without the intervention of processors have a higher average speed and the data
cache of FPGA can be accessed by DSP, which can reduce the dependence on
the performance of processors clocked by a plurality of low precision crystal os-
cillators [3]. A steady rate of transmission and the flexibility of communication
must be assured to meet the reliability and maneuverability request of control.
Therefore, the FPGA implementation of the PCI protocol module is adopted in
the communication architecture design to realize DMA transfer, and the size of
data transferred should be adjustable.

Besides the approach for enhancing the transmission performance on PCI bus,
the other one is to improve that on local bus between DSP and FPGA. In real ap-
plications, compared with the WINDOWS operation system environment, DSP
has a more powerful real-time processing capability while FPGA is more excel-
lent in precise timing control [1]. Data acquisition and data storage are generally
done by FPGA. And then, DSP fetches data and enables essential calculations
immediately, whereas the processor of computer is only responsible for the com-
mand interaction and data collection. In [2], the core processor of the four-axis
motion controller is the DSP chip TMS320F2812, which interacts with external
devices via limited number of buses under I/O mode. The floating-point DSP
chip TMS320F28335 can adjust the data size transferred each time and achieve
better communication performance via new added six-channel DMA bus, which
has a base of four cycles/word. In order to improve the real-time performance in
data processing and transmission, TMS320F28335 could be chosen as the kernel
processor in the communication architecture implementation.

In this paper, a PC-based motion control system with DMA mode realized by
a PCI protocol module in FPGA and XINTF of DSP is presented. The size of
data transferred each time in the PCI bus and that in the local bus are both able
to be adjusted according to the application requirements. The dispatch work can
be mostly executed by DSP rather than the computer. The communication ar-
chitecture is implemented in the self-designed embedded motion control system.
Experiments are conducted on two different platforms and the results verify that
the scheme of bulk data exchange over a PCI bus under DMA mode enhances the
speed and stability performance of real-time data acquisition and transmission
in motion control system.

The remainder of this paper is organized as follows: in Section 2, the DMA con-
trol module is firstly introduced and the computer application procedure to realize
DMA communication between the computer and FPGA is discussed consequently.
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Section 3 detailed the proposed cachemodules. In Section 4, the hardware connec-
tion between FPGA and DSP is described and then the detailed implementation
of data transfer is given. In Section 5, the experimental results are further pre-
sented to validate the effectiveness of the communication architecture. Section 6
gives the conclusion.

2 Transmission Architecture between FPGA and PC

2.1 Implementation of DMA Control Module

The hardware architecture of motion control system is shown in Fig. 1, which
takes a host PC with WINDOWS operation system as the platform. The DSP
chip TMS320F28335 and the FPGA chip EP2C8Q208I8N are chosen as main
components of multi-axis motion controller to implement control operations.
DSP is the core microprocessor responsible for the calculation of data and gen-
eration of control signal, while FPGA generates logical modules with parallel
structures such as data collectors and buffers. Data like position, analog voltage,
external I/O signal status and other parameters is continuously collected and
transmitted to the DSP during the control process, and finally sent to PC after
calculation.

Fig. 1. Hardware architecture of motion control system

To control the DMA transfer on the PCI bus, the PCI bus interface controller
is integrated in FPGA. This DMA control module contains a master module, a
target module and a parity generation-and-check module. The master module
works mainly as a PCI bus manager and is responsible for master DMA-mode
data transfer. The PCI interface controller is designed by using languages of
VHDL, Verilog and schematics according to PCI Local Bus Specification 2.3.
DMA transmission in 32-bit PCI bus is initiated by the master module in FPGA
after determining the data storage status of caches. During DMA transfers, the
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PCI protocol module initiates data transmission process assisted by the master
module. Once the high-speed data transmission is triggered, an internal counter
begins to judge whether the transmission is completed. After eliminating miscel-
laneous work of I/O, the more efficient use of interrupts can solve the bottleneck
of the original large volume data exchange process. In this way, the transmission
efficiency on PCI bus is significantly enhanced between the computer and motion
controller.

2.2 Design of Application Procedure

The system driver development environment comprises of Visual C++6.0, Win-
dows XP DDK and Driver Studio 3.2. To realize the data transmission under
DMA mode, a common buffer is added in upper computer and data will be
read or write after being moved into or out of the dedicated memory space. The
common buffer is used as the kernel mode stack, and its size can be adjusted if
necessary.

Once a DMA-writing operation is conducted, data is firstly shifted to the com-
mon buffer. Specific transmission parameters are informed to the PCI protocol
module integrated in FPGA by the configuration of source address register and
byte count register. The computer issues a DMA-writing request to the module.
After that, the DMA master controller within the module requests control of
the PCI bus, and then initiates a transaction with the memory-read over the
PCI bus after permission. Data is finally written into the selected memory loca-
tion according to the address map of device that is built at system power-up. If
the amount of data sent is bigger than the depth of FIFO, transmission will be
terminated after the receive FIFO is full.

Fig. 2. Real-time data display interface

When a DMA-reading operation is conducted, the application makes a read
call to a user-mode dynamic link library (DLL). The component in DLL, which
implements the call, starts a kernel-mode thread to wait until the data has been
prepared. The thread uses the WaitForSingleObject function. After the desired
interrupt signal is captured, the driver configures destination address register
and byte count register, and dismisses the interrupt. A DMA-reading request
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to the module is then issued, notifying the DMA master controller to initiate a
transaction with the memory-write. Data will be copied from the kernel mode
stack to its user mode stack in computer at the end of the data transfer.

Microsoft foundation class (MFC) is used to program the graphical user inter-
face (GUI) of motion control system. In practice, to ensure that the monitored
process is under control, data should be obtained sustainedly from the PCI bus
to the user mode stack. However, the thread for capturing the notification sig-
nal may be closed unexpectedly. A simple worker thread of data receiving can
prevent the background process from being stopped accidentally. Fig. 2 shows
the real-time data display interface.

3 Cache Module Architecture for Import and Export

3.1 Description of Cache Module

The communication between the PCI interface controller and DSP is based on
the 16-bit local bus at 150MHz operating frequency, while the 32-bit PCI bus at
33MHz operating frequency is used to exchange data between host PC and the
PCI interface controller. To solve the problem caused by different width of data
and unrelated clocks, dual-clock FIFO buffers instantiated through Quartus II
IP core are chosen to interface the PCI bus with the local bus [8]. The Altera pa-
rameterizable dcfifo megafunction is used to provide the high-speed data buffer
with the width and depth, which is required here for the high-data-rate and
asynchronous-clock-domain application. The full and empty flags of the FIFO,
caught by the PCI interface controller and DSP, are used to schedule bulk data
transfers with start and end times while performing reading and writing opera-
tions. Fig. 3 is the typical timing diagram for dual-clock FIFO captured by the
system-level debugging tool named SignalTap II Embedded Logic Analyzer. The
data is imported from the data port at the rising edge of write clock, and then
exported at the output port on the rising edge of read clock when wrreq and
rdreq are high.

Fig. 3. Timing diagram for FIFO in FPGA
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3.2 Implementation of Data Transfer Functions

A set of high-speed dual-clock FIFO modules created with Altera Quartus II
development platform is used to provide interconnections between the computer
and the DSP chip on motion controller, as is shown in Fig. 4.

Fig. 4. Structure for dual-clock FIFOs

There are two stages in data transmission process from PC to DSP. In the
first stage, data is transferred from the computer to FPGA via PCI bus. Once
the DMA transfer is triggered, user-specified data is transferred from computer
memory to the 32-bit-wide data port of FIFO 1. Then it is stored and read
by DSP from the 16-bit-wide output port. Based on the work principle and
time sequence requirement of FIFO 1, the connection of port linked with DSP
communication module is different from that with PCI interface controller. The
read signal of DSP operates as the clock signal, and the clear signal generated by
DSP operates as not only the asynchronous clear signal (aclr) after negation but
also the normal read request signal (rdreq). Tri-state gate works as the switch
of output port to avoid any interference on local bus. Reading operations are
conducted by DSP according to the flag signals of FIFO 1, and data is moved to
the internal RAM on DSP for further processing. Each time before DSP enters
into the normal work state, FIFO 1 needs initialization to enable the input and
output lines and reset all memories. The signal here is triggered by the clear
signal of DSP. In the second stage, data is transferred from FPGA to DSP via
local bus. After all the data in FIFO 1 is ready to receive, DSP initiates DMA
transfers by reference to the address mapping table. During the read cycle, data
is sampled on the trailing edge of read signal and latched inside the DSP, which
means only one rising edge is generated within the cycle. After the transmission
has done, FIFO 1 releases the local bus by deasserting the enable signal of the
tri-state gate.

Similarly, the other module FIFO 2 is used in the data transmission process
from DSP to PC. DSP controls the acquisition and calculation, and fills the FIFO
with the feedback data. An interrupt is generated by the PCI interface controller
to the driver afterwards. The driver program, which responds to the interruption,
informs the application immediately. The PCI interface controller triggers the
DMA transfer after accepting the read request of computer. And then feedback
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data is transferred from the output port of FIFO 2 to computer memory. The
initialization and emptying of the FIFO 2 and the state of tri-state gate are
still controlled by signals of DSP. One thing should be noticed that there exists
FIFO flag latencies during simultaneous read and write transactions. With the
proposed architecture for data import and export, few resources are taken and
the high-speed buffers are easy to implement. The depth of high-speed buffers
are also adjustable. As a result, commands and feedback information can be
exchanged efficiently in real-time data communication.

4 Transmission Architecture between DSP and FPGA

4.1 Hardware Connection between FPGA and DSP

As shown in Fig. 5, the external interface (XINTF) is a non-multiplexed asyn-
chronous bus, which is used to realize seamless connection to the FIFOs instan-
tiated in configurable logic of the FPGA. Furthermore, not only the address bus
and the 16-bit data bus but also the read and write control signals are directly
connected to the I/O ports of FPGA.

Fig. 5. Connection between FPGA and DSP

The address decoding module in FPGA is realized to help DSP complete the
FIFO reading and writing operations under the control of the synchronous clock
provided by DSP. The traditional I/O operations in processing other non-real-
time data are also assisted by the same module. The occurrence of data overflows
in the reading and writing process can then be prevented in this way, ensuring
a uniform transmission rate during the DMA transfer.

4.2 Design of DMA Transfer Process

The digital signal control modules of TMS320F28335 contain a six-channel DMA
controller, which is capable of performing data transfers not involved by the DSP
processor. In this paper, channel 1 and 2 are configured as the receive channel
and the transmit channel. The space of FIFOs is mapped into two fixed zones
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named XINTF Zone 6 and Zone 7, which are programmed with specified wait
states, setup and hold timings. Data from FIFO1, which is mapped into Zone
6, is transferred to L6 SARAM integrated in DSP through the DMA channel
1. Data from L7 SARAM is transferred to FIFO 2, which is mapped as Zone
7, through the DMA channel 2. The amount of transmission data and trigger
conditions are also configured during the initialization process of motion con-
trol system. The DMA capability of DSP allows its processor not to be intecy-
clone2007devicerrupted frequently when a set of data is transferred, providing
an efficient and convenient data manipulation for real-time communication in
motion control process.

Fig. 6. Flow chart of DMA transfer controlled by DSP

Fig. 6 shows the integral process of the master DMA transfer initiated by DSP.
Firstly, the configuration of control registers of XINTF is performed automati-
cally from a power-up or a reset. The size of memory space used and that of data
transmitted are also configured at the beginning of each data transfer. Then, the
data from FIFO 1 is transferred to L6 SARAM after capturing the read ready
signal generated by FPGA. The DSP processor executes algorithms and gener-
ates control signals. The processing results and feedback data are stored in L7
SARAM afterwards and written back to FIFO 2 when accessible. Finally, the
required data is received by the computer through FIFO 2 before the advent of
the next set of data.

5 Experimental Studies

5.1 Experimental Setup

The proposed communication architecture is implemented on the five-axis mo-
tion control system. The FPGA and DSP are core modules of the self-designed
motion controller. FPGA accomplishes the PCI protocol and dual-clock FIFOs,
while DSP implements the operating instructions and the complex control algo-
rithms. The data transfer system with dual DMA channels on the local bus is
designed to transfer data between them. This motion controller is installed on
the PCI slot for exchanging data with the computer through the PCI bus under
DMA mode.
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Fig. 7. Industrial PC platform Fig. 8. Mini PC platform

Two different experimental platforms are established to evaluate the over-
all performance of the communication architecture, in which the DMA mode
transmission is compared with the traditional I/O mode one. The first platform
contains an industrial PC with Pentium 2.80 GHz CPU, 2 GB DDRII RAM and
Windows XP Operating System, as is shown in Fig. 7. The other one contains
a mini PC with Atom 1.86 GHz CPU, 2 GB DDRIII RAM and Windows XP
Embedded (XPE) Operating System, as is shown in Fig. 8.

5.2 DMA Configuration of Motion Control System

The DMA configuration of the communication on the PCI bus is analyzed firstly
in this subsection. The size of data read or written by the computer each time
is adjustable and its configuration is discussed below. The performance test of
DMA transfers over the PCI bus is carried out to verify the reliability and
efficiency of different size data transmission. Data is read by the computer from
the FIFO in FPGA in this test. DMA mode is suitable for transmission of a
large volume of data. One hundred tests of data transfer over the PCI bus are
conducted for each case. Fig. 9 shows the averages and standard deviations of
time consumed in data transmissions of different size over PCI bus on industrial
PC platform. Thus, to take full advantages of DMA-mode data transfer, 2 K, 4
K and 8 K bytes of data are selected to be transmitted through PCI bus in the
test for communication within the overall motion control system.

The DMA configuration of the communication on the local bus within motion
controller is then analyzed. The DMA controller of DSP is confirmed to be
capable of performing one 16-bit data reading operation every 5 clock cycles and
one 16-bit data writing operation every 9 clock cycles in the operating frequency
of 150 M, which achieves the highest transmission rate. And in the test, it is set
to perform one reading operation every 9 clock cycles and one writing operation
every 13 clock cycles. For instance, to exchange 8 K bytes data between DSP and
FPGA through 16-bit DMA channel, the consumption of time at each reading
operation is 245.76 us and that at each writing operation is 354.99 us.
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Fig. 9. Time consuming of DMA-mode data transfer on the PCI bus

5.3 Performance Test of Communication Architecture

During the test for communication within motion control system, data is first
sent to FPGA by the computer through the PCI bus. And then, the data buffered
in one FIFO is read into the internal RAM of DSP through the local bus. After
executing simple handling tasks, DSP copies the feedback data to another inter-
nal RAM and transfers it back to another FIFO in FPGA. Finally, the computer
receives the data and determines whether the feedback data is correct. The value
of data sent by the computer is generated repeatedly in an ascending order and
a descending order.
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Fig. 11. Time consuming of 4 K Bytes

The performance difference between I/O mode transmission and DMA mode
transmission on the same platform is first tested in this subsection. To evaluate
the overall system communication performance on industrial PC platform, one
hundred tests are conducted for each case. The time required to complete the
transmission of 2 K and 4 K bytes of data under two data transfer modes is
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Table 1. Time consuming in the data transmission of 8 K bytes

Industrial PC platform (ms) Mini PC platform (ms)

I/O mode DMA mode I/O mode DMA mode

265 15 640 16
282 16 641 15
265 16 641 16
281 15 625 15
265 16 640 16
282 15 625 16
281 16 641 15
281 16 641 16
266 15 640 16
281 16 641 15
266 16 625 16
281 15 640 15
281 16 641 16
266 15 625 16
282 16 641 15

shown in Fig. 10 and Fig. 11. The time consumed in data transfer under DMA
mode is usually between 15 ms and 16 ms, while that under I/O mode varies a
lot among data transmissions of different sizes.

The performance difference of two mode transmissions on different platforms
is then tested, and the amount of data tested here is 8 K bytes. With two different
host PCs, the time required to complete the transmission of 8 K bytes of data
under two data transfer modes is shown in Table 1. The processor of industrial
PC here is stronger than that of mini PC, but the operation system Windows
XPE on mini PC platform is more stable and reliable. In fifteen tests for each
case, the mean value of the time consumed in the traditional I/O data transfer
on industrial PC platform is 275.0 ms, while that on mini PC platform is 636.5
ms. The standard deviation values on two PC platforms are 8.0 ms and 7.2 ms
respectively. The DMA capability allows the processors of the computer and DSP
not to be interrupted frequently when a set of data is transferred, providing an
efficient and convenient data manipulation for real-time communication. Thus,
the mean values of the time consumed in the DMA data transfer on two PC
platforms are both reduced to 15.6 ms and the standard deviation values on two
PC platforms fall into 0.5 ms.

Therefore, compared with the traditional way of transmission, the proposed
communication architecture can guarantee the efficiency and the stability of data
exchange with little reliance on the change of data size and the performance of
the host PC, which will contribute much to the achievement of the high-speed
and high-accuracy requirements in the motion control process.



Design and Implementation of Real-Time Communication Architecture 413

6 Conclusions

In this paper, a high-speed real-time communication architecture based on FPGA
and DSP is proposed to enhance the efficiency and stability of real-time data
acquisition and transmission in motion control process. FPGA integrates the pe-
ripherals such as the PCI interface controller and dual-clock FIFOs. As the core
processor, DSP is responsible for performing data transfers and enhancing the
throughput within the motion controller. The implementation of DMA trans-
mission based on the PCI bus and the local bus enables data to be exchanged
efficiently and frequently in real-time application. The adjustable size of data
transferred under DMA mode also ensures the flexibility and the maneuverabil-
ity of the communication architecture. Experiments are conducted on two dif-
ferent platforms and the results demonstrate that the proposed communication
architecture is capable of achieving high-speed real-time data communication.
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Abstract. Valve remote control system is a convenient system which it is 
possible to operate the valves installed in the cargo or ballast tanks from the 
remote wheelhouse. This paper is dealing with an integrated hydraulic actuator 
with a power line communication module for a valve remote control system. 
The integrated hydraulic actuator consists of a gear pump, integrated block, and 
controller with a power line communication module. We try to design and 
implement the hydraulic actuator and this tries to be verified through an 
experiment. The developed actuator has two advantages. One is that the 
pipelines between an actuator and a power unit are not needed since a solenoid 
valve rock and a hydraulic power unit used in the conventional control can be 
removed. The other is that the pressure loss can be minimized due to 
simplifying a pipeline and improving the power transmission ability. 

Keywords: Valve remote control system (VRCS), Integrated hydraulic 
actuator, Power line communication module, Cargo tank, Ballast tank. 

1 Introduction 

In order to ensure stability of ships and offshore structures, various type valves have 
been installed at a pipeline for controlling a ballast system or a liquid cargo system. 
Valve remote control system (VRCS) is the key equipment in a shipboard monitoring 
and control system. VRCS enables valves to be operated by control signals from the 
remote wheelhouse [1-6]. According to the power sources, VRCS is divided into the 
hydraulic, pneumatic, and electric-powered. The hydraulic VRCS is mainly applied to 
ship and offshore structures because it can operate at a higher torque level compared 
to pneumatic and electric-powered VRCS. And, it has a fast-responsibility by using 
an incompressible fluid. 
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Due to the scale-up of the shipbuilding and the additional safety functions, it has 
the problem of setting up the hydraulic power unit additionally as the amount used of 
the valve and actuator increases. And the shipbuilding cost is increased because the 
pipe length is lengthened and it is difficult to install a complex pipeline. Therefore, in 
the previous study, the hydraulic actuator was developed for solving the installation 
problem and reducing the length of pipeline and the loss of transmission power. And 
the developed hydraulic actuator stably operated at three state (Fully open, 50% open, 
fully close) of valve position [7].  

In this study, to operate valves from remote site, we try to design a compact type 
hydraulic actuator with a power line communication. First, we describe the trend of  
VRCS of ship. And then, hydraulic actuator parts are developed and assembled. Power 
line communication network is also applied to the control system. Finally, the 
operating performance tests are carried out for verification of the developed hydraulic 
actuator with a power line communication. 

2 Trend of Valve Remote Control System 

In a conventional VRCS as shown in Fig. 1, the electric control signals from the valve 
control console which is installed at wheelhouse transfer to the various valves such as 
a solenoid valve, a proportional control valve, and so on. And the compressed 
hydraulic oil from a hydraulic power package transfers to the hydraulic actuator 
through a pump, a solenoid valve, a check valve, a relief valve, and so on as shown in 
Fig. 2. 

There are some problems in a conventional VRCS [4,7]. First, the quantities of 
valves and actuators for controlling a ballast and a liquid cargo are incredibly 
increased as scale-up and specializing of shipbuilding. Thus, the additional or huge 
hydraulic power package is needed. It is difficult in configuration of a hydraulic 
power unit and a power transmission line. Secondly, in the case of using the long 
distance pipelines, 

 

 

Fig. 1. Conventional valve remote control system 
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Fig. 2. Control flow diagram of a conventional valve remote control system 

the incompressible fluid has compressible characteristics because moisture and bubble 
come up in the fluid. It is difficult to control the position of a hydraulic valve due to 
compressibility in a fluid. Thirdly, when the hydraulic power unit has a malfunction, 
the whole of the valve has to be passively operated. Finally, in case of the control 
system by using a centralized hydraulic power unit, it is difficult to individually 
control each actuator. In the previous study, the hydraulic actuator was developed for 
VRCS to solve these problems [7]. The actuator is composed of a gear pump, an AC 
motor, a check valve, a relief valve and a controller. And, this study proposes the new 
stand-alone type hydraulic actuator with the power line communication. The main 
idea is that actuator is integrated with the hydraulic power unit and the power line 
communication unit. 

3 Integration of Hydraulic Actuator 

We try to design and fabricate a compact hydraulic actuator with a power line 
communication network for solving the above problems. Figure 3 shows the 
schematic diagram of the integrated hydraulic actuator. The actuator consists of a bi-
directional gear pump, an AC induction motor, an integrated block including a check 
valve and a relief valve, and a controller with a power line communication. 

 

Oil tank

Gear pump
Integrated 

block

AC induction 

motor

Main & Power line 

communication board

 

Fig. 3. Schematic diagram of the integrated hydraulic actuator 
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3.1 Integration of Hydraulic Actuator Unit 

In the previous study, the compact type hydraulic actuator was fabricated as shown in 
Fig. 4 [7]. It is composed of the gear pump for generating a hydraulic power, the AC 
induction motor for rotating the gear pump, the micro check valve, the micro relief 
valve, and the oil tank.  

The micro check valve and the micro relief valve are inserted into the integrated 
block which is connected with head of the gear pump. In case of the gear pump, the 
discharging flow rate is determined by the size of toothed gear. Table 1 shows the 
specifications of the gear pump. We selected a second column of Table 1 
(displacement: 0.3cc/rev) and manufactured the gear pump as shown in Fig. 4. 

As using the integrated hydraulic actuator, the solenoid valve rack and the 
hydraulic power package shown in Fig. 1 can be eliminated as shown in Fig. 5. It 
means that the integrated hydraulic actuator can provide the high quality of efficiency, 
profitability, and stability.  
 

 

Fig. 4. Development of the gear pump and the integrated block 

Table 1. Specifications of the gear pump 

 Specifications 

Displacement (cc/rev) 0.2 0.3 0.5 0.7 1.1 

Flow (Liter/min, 2500RPM) DC 0.5 0.7 1.2 1.7 2.7 

Flow (Liter/min 1700RPM) AC 0.3 0.5 0.8 1.1 1.8 

Max. Operating Pressure (bar) 190 

Max. Peak Pressure (bar) 230 

Max. Speed (rpm) 7,000 

Area (mm2) 54 56 59 64 67 
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Fig. 5. Velve remote control system using the integrated hydraulic actuator and the power line 
communication 

3.2 Power Line Communication Network Based on LonWorks 

The power line communication is a system which uses the existing power line 
infrastructure to transmit and receive data. AC or DC power line can be used and a 
maximum communication speed is up to 400Mbps. The power line communication 
has great advantages such as a weight reduction, a cost reduction, and so on. 
Therefore, it has attracted attention as the next generation communication technology 
[8-11].  

Figure 6 shows the schematic diagram of the power line communication module by 
using the PL3150 Transceiver (Echelon Co.) [12]. The PL3150 transceiver utilizes a 
dual carrier frequency signaling technology to provide superior communication 
reliability in the face of interfacing noise sources. In the case of acknowledged 
messaging, packets are initially transmitted on the primary frequency and if an 
acknowledgement is not received, the packet is retransmitted on the secondary 
frequency. In the case of repeated messaging, packets are alternately transmitted on 
the primary and secondary frequencies. Figure 6 includes the PLC coupler circuits. 
Injecting a communication signal into a power mains circuit is normally accomplished 
by capacitively coupling the output of a transceiver to the power mains. In addition to 
the coupling capacitor, an inductor or a transformer is generally present. The coupling 
capacitor and the inductor or the transformer together act as a high-pass filter when 
receiving the communications signal. The high-pass filter attenuates the large AC 
mains signal at 60 Hz, while passing the communication signal of the transceiver. The 
value of the capacitor is chosen to be large enough so that its impedance at the 
communication frequencies is low, yet small enough that its impedance at the mains 
power frequency 60 Hz is high. The value of the inductor is chosen to provide a 
relatively high impedance at the communication frequency of the PL3150 transceiver.  
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Fig. 6. Schematic diagram of the developed power communication module 

3.3 Controller 

The controller is composed of a MCU (PIC16F877A/I PT), a relay, a photo coupler, a 
16-bit A/D converter, and a serial communication port. The Relay and the photo 
coupler are used for electrically isolating and controlling of the induction motor. The 
position of valve is measured from a valve position sensor and a 16-bit A/D converter. 
The controller is communicated with the other controller by using RS232 and 
RS422/485. Figure 7 shows the developed control module. 

The controller has three function modes for monitoring status of a valve and a 
hydraulic actuator. In Manual Mode, an actuator is independently controlled as open 
and close. Dead band and delay time are adjusted by using Setting Mode. And Auto 
Calibration Mode offers to decrease error between an actuator with a valve. 
 

Manual Setting Button

MASTER
SLAVE

 

Fig. 7. Control module 
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4 Performance Evaluation 

4.1 Power Line Communication Test 

Figure 8 shows the developed hydraulic actuator with the power line communication 
module for VRCS. The gear pump, the AC induction motor, the controller, the 
integrated block and the power line communication module are together comprised 
for fabricating the actuator.  

Figure 9 shows a communication check by setting of a communication voltage, a 
margin, and a speed. In the power line communication, voltage range of AC and DC 
is tested as shown in Figs. 10 and 11. The results show 5~30 V in DC range 110/220 
V in AC range. The communication speed is set as 5,400 pbs, the frequency is used 
132 kHz or 3.6 kHz. The communication test is executed as shown in Fig. 12. We 
confirmed a stable communication through Rx & Tx Flicker of LED. 

 

  

Fig. 8. Developed hydraulic actuator with the power line communication module 

  

Fig. 9. Power line communication using PLDSK 
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Fig. 10. DC vlotage in power line communication 

  

Fig. 11. AC vlotage in power line communication 

  

Fig. 12. Signal check 

4.2 Performance Evaluation of the Developed Integrated Hydraulic Actuator 
with the Power Line Communication Module 

The maximum working pressure is 150 bar, the maximum output torque of this 
actuator is 5,000 Nm, and it can be operated and monitored at remote wheelhouse in  
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ship by power line communication. In order to evaluate performance of the developed 
actuator, experiments has been carried out for three state (Fully open, 50% open, 
Fully close) of valve position. And the valve monitoring program is implemented by 
using LabVIEW as shown in Fig. 13. The developed actuator is stably operated as 
shown in Fig. 14. 

 

 

Fig. 13. Valve monitoring program. 

   

    (a)  Fully open             (b)  50% open              (c) Fully close 

Fig. 14. Performance evaluation 

5 Conclusion 

This study shows the modular type hydraulic actuator in small size. An AC induction 
motor, a gear pump, and valves are integrated, and a power line communication is 
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applied to the hydraulic actuator for remote control. The effectiveness of the 
developed system was shown through experiments. The experiment results show that 
the system can stably operate at three of valve position from remote site. The 
developed actuator has two advantages. One is that the pipelines between an actuator 
and a power unit are not needed since the solenoid valve rock and the hydraulic power 
unit used in the conventional control can be removed. The other is that the pressure 
loss can be minimized due to simplifying a pipeline and improving the power 
transmission ability. 
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Abstract. To improve a quality of the steel plates in the hot rolling process is 
an important objective of research. The flying touch hot rolling process is the 
method that controls the gap between the rolling rolls when the steel plate is 
transported through rolling rolls. If the steel plate is processed in hot rolling 
process when the gap between rolling rolls is fixed, the steel plate is damaged 
by friction and it occurs scratch. So it needs to control precisely the gap and 
angular velocity of rolling rolls to minimize the friction between steel plate and 
rolling rolls. 

Keywords: hot rolling, flying touch, robotics lab, synchronization control. 

1 Introduction 

To improve a quality of the steel plates in the hot rolling process is an important 
objective of research. The steelworks’ laboratory develops a control algorithm of hot 
rolling process to provide a good quality of coils to consumers, because the quality of 
steel plates is directly related to the value of products. 

It needs proper thickness of slabs to start the hot rolling process. The slab is the 
processed steel which is made by continuous casting process, and the iron ore is 
changed to the steel in blast furnace by iron making process. Because the slab made 
by several processes is too thick to use in factories, it needs to modify the thickness of 
slab, and this procedure is a hot rolling process. The simple diagram of the hot rolling 
process is described in fig. 1. 

The first procedure is a furnace process which heats cold slab. The goal 
temperature is generally higher than the melting point of the steel. The heated slab is 
transported to roughing mill to modify a thickness and width. The steel whose 
thickness and width are adjusted in roughing mill is transferred to crop shear which 
cuts the useless head part of the steel, after then, the finishing mill finally fine-tunes 
the steel. This finishing mill process makes the accurate size of consumer’s request. In 
run out table, the heated steel is cooled to make recrystallization. Because the final 
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steel plate’s length is about 1000m, it needs coiling process to transport to factories. 
These coils are finally supplied to factories so that they can produce useful goods 
which are required by end-consumers. 
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Furnace

F1
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Roughing Mill

Crop
Shear

Finishing Mill
RunOutTable Down

Coiler

Pinch 
roll

F7
R1 R4

E2A E2B
R3

E3 E4

 

Fig. 1. The simple diagram of the hot rolling process. The slabs are transported to left-to-right 
direction[1]. 

1.1 Flying Touch 

The flying touch hot rolling process is the method that controls the gap between the 
rolling rolls when the steel plate is transported through rolling rolls. If the steel plate 
is processed in hot rolling process when the gap between rolling rolls is fixed, the 
steel plate is damaged by friction and it occurs scratch. So it needs to control precisely 
the gap and angular velocity of rolling rolls to minimize the friction between steel 
plate and rolling rolls. The simple explanation about flying touch hot rolling process 
is described in fig. 2. 

1v  is a transportation velocity of slab, 2v  is an angular velocity of the upper 

rolling roll, and 3v  is an angular velocity of the lower rolling roll. 2v  and 3v  are 

connected by mechanical axes and joints, so upper and lower rolling rolls rotate at  
 

 

Fig. 2. The explanation picture about flying touch hot rolling process. The transportation and 
rolling direction should be matched to process the steel plate. The useless head part will be cut 
in crop shear. 
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same speed. 1v , 2v , and 3v  should be synchronized to minimize the scratch of the 

steel plate. In this paper, we propose the control algorithm to minimize impact on the 
steel plate by control the gap and velocity of rolling rolls. 

2 The Design of Hot Rolling Model 

Because the real hot rolling system is huge and dangerous, it needs miniature model 
to simulate flying touch control algorithm. The miniature model should apply the ratio 
of total size of real flying touch hot rolling system, and the velocity of steel plate 
should be coincided.  

We can apply the gap control profile and the angular velocity control profile of 
rolling rolls of miniature model on the real flying touch hot rolling system. The 3D 
CAD model of miniature flying touch hot rolling model is described in fig. 3. 

 

 

Fig. 3. The 3D CAD model of miniature flying touch hot rolling model. It is designed to 
simulate the position profile of the gap between rolling rolls and the angular velocity profile of 
the rolling rolls. 

The flying touch hot rolling miniature model is 1/40 size of real system. It consists 
of 4 actuators which are controlled by micro controller. The motor 1 translate the 
upper rolling roll to control gap between rolling rolls, and motor 2 transport a belt. 
Because we cannot use a steel plate in miniature system, the steel plate is substituted 
to the rubber belt.  

The motor 3 rotates the upper rolling roll, and the motor 4 rotates the lower rolling 
roll. In real system, the upper and lower rolling rolls should be rotated by only one 
motor because of its mechanical connection. But the miniature system is too small to 
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design universal joints, so we used two motors at each rolling roll and control two 
motors by synchronization control. 

3 Simulation 

The 3D CAD model is designed to control the gap between the rolling rolls and to 
synchronize the velocity of rubber belt and rolling rolls. So we need the profile of the 
gap position data and the roller velocity data. Robotics Lab is used to simulate how 
the perturbation of motors is occurred when the rolling rolls contact the steel plate. 
The simple model of the flying touch hot rolling system is described in fig. 4.  

 

 

Fig. 4. The robotics lab modeling of flying touch hot rolling system. It is designed to research 
the influence of contact between the rolling rolls and the steel plate by computing the 
perturbation of each motor. 

In the robotics lab, a model is formed. In the model, the metal is flowing between 
rolling rolls through left-to-right direction.  

The rotate velocity of roller is Vr , and the metal flow velocity is Vm 

In the simulation, the flying touch by rolling rolls was tested in three cases.  
 

Case 1   r mV V=  

Case 2   1.1  r mV x V=  

Case 3   0.9  r mV x V=  

 
For these three cases, the perturbation is estimated. It is assumed that, if the 

perturbation is increased, the probability of occurring scratches will increase. For all 
three cases, the plots look almost same.  
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The perturbation of motors from contacting rolling rolls with a steel plate is 
represented in fig. 5. 

 

Fig. 5. Estimated Perturbation of metal at flying contact with roller 

It can be assumed that, at the point of contact, the perturbation rises very sharply. 
Therefore, in real system, the dP/dT can give sufficient information to synchronize 
the speed of rolling rolls and steel plate. Furthermore, the velocity profile of the steel 
plate can give synchronizing information. 

The desired velocity and actual velocity of the steel plate is shown in fig. 6 

 

Fig. 6. The desired velocity and actual velocity of the steel plate. 

4 Experiment 

The manufactured 1/40 size miniature flying touch hot rolling machine is shown in 
fig. 7, and equipment for experiment is shown in fig. 8. Each AC servo motor needs 
servo driver to control the velocity and of rolling rolls and rubber belt. The purpose of 
this experiment is to synchronize rolling rolls’ rotational velocity and rubber belt’s 
velocity. 
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Fig. 7. 1/40 size miniature model of real flying touch hot rolling system for simulation 

 

Fig. 8. Servo drivers, SMPS, switches to simulate flying touch hot rolling control algorithm 

If the rolling rolls’ rotational velocity and rubber belt’s velocity are synchronized, 
we can assume that the scratches of processed steel plate are reduced. The rubber 
belt’s velocity is measured at 0.455m/s, and the converted rotation velocity of rolling 
rolls should be 30.333 rad/s. The experiment result is shown in fig. 9.  
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Fig. 9. Experiment result of 1/40 size miniature model of flying touch hot rolling system. The 
velocity profile(up) and torque profile(down) is shown. 

 
In the experiment, the average rotational velocity of rolling rolls is 30.110 rad/s, so 

the accordance rate with rubber belt’s velocity is about 99%. And the estimated 
torque profile of each motor is going to almost 0. Therefore, it can prove the rubber 
belt’s velocity and rolling rolls’ rotational velocity are synchronized. 

5 Conclusion 

The miniature model of flying touch hot rolling system is design by 3D CAD 
modeling and the perturbation of each motor is simulated by robotics lab to research 
the influence of contacting rolling rolls with a steel plate. The velocity profile of the 
Robotics Lab simulation is used to synchronize the rolling rolls’ velocity. 

In the experiment, the rubber belt’s velocity and rolling rolls’ rotational velocity 
were synchronized at 99%, and the torque profile of each motor was almost 0. 
Therefore, the velocity synchronization can reduce the scratches of processed steel 
plate in flying touch hot rolling process. 
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Abstract. Pneumatic muscle actuators (PMAs) have been widely used in wear-
able robots due to its high power to weight ratio and intrinsic compliance. 
However, dynamic modelling of PMAs, which is important to control perfor-
mance, has not been researched extensively. Hence, a testing device was  
designed and built to investigate PMA’s dynamics. The device automates the 
experimental process by providing motions and recording pressure, force, posi-
tion and velocity data. The gathered experimental data enable the authors to  
validate a previous PMA dynamic model. Meanwhile, new models are devel-
oped from the original model. Statistical analysis proves that the new models 
can better represent the PMA dynamics during the experiments.   

Keywords: Pneumatic Muscle Actuator, Wearable Robotics, Rehabilitation 
Robotics. 

1 Introduction 

Pneumatic muscle actuators (PMAs) was firstly invented by Joseph L. McKibben for 
an orthotic application in 1950s [1]. There were not many further applications or de-
velopment of PMAs until 1980s, when  the original PMAs were redesigned to actuate 
robotic arms in Japan [2]. In the past two decades, PMAs have redrawn the attentions 
of researchers mainly due to their advantages their advantages of having high small 
weight, high strength and high power to weight ratio. PMA is also of controllable 
compliance, due to the compressibility of the gas [3].These advantages make the 
PMAs widely adopted in robot-human interaction applications such as  robotic ex-
oskeleton or orthosis [4-6].  

Although there are various constructions of PMAs, the most common one used in 
research is the McKibben design which consists of a cylindrical flexible airtight tube 
that fits inside a sheath with braided thread. When a PMA is inflated, it widens and 
shortens to generate a contracting force and displacement [7]. In spite of the advan-
tages of PMA, a major challenge of using PMAs as actuator is about controlling them 
precisely. Due to the compliance, elasticity of the material and friction, the PMA 
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operation is highly nonlinear and subjects to hysteresis behaviour.  Hence, a number 
of researches have been conducted to model PMA operations and thus control algo-
rithms based on developed models. The essential predecessor of accurate control is 
the appropriate model of the PMAs.  

A number of researchers have investigated different modelling method of PMAs. 
Chou and Hannaford [8] developed the simple but widely used geometrical model on 
McKibben PMA. Tondu and Lopez [9]further improved the model in [8] by compen-
sating the end deformation (PMA is not a cylindrical shape when inflated) and at-
tempting to offset the hysteretic behavior between inflation and deflation of a PMA.  
Another commonly adopted model of PMA is the phenomenological model devel-
oped by Reynolds el al. [10] . The PMA model is similar to the Hill’s muscle model 
in biomechanics. It contains parallel force generation, spring and damping elements as 
shown in Figure 1.  The dynamic force behavior is represented by Equation 1  

 ( ) ( ) ( )F P B P x K P x L Mx+ + = +  (1) 

where:  ( )F P , ( )B P , ( )K P are force, damping and spring parameters which are all 

linearly dependent on pressure (as indicated in Equation 2) and determined experi-
mentally; M is the mass of the load; x is the contracting length of PMA and L is the 
force exerted on the load.  

 
0 1

0 1

0 1

( )

( )

( )

F P F F P

K P K K P

B P B B P

= +⎧
⎪ = +⎨
⎪ = +⎩

 (2) 

 

Fig. 1. The model used in [10] for the dynamic behavior of PMA 

Compared to McKibben PMAs used in the previous mentioned modelling research, 
the PMAs manufactured by FESTO are able to generate much larger forces for the 
same amount of contraction.  

PMA manufactured by FESTO is a special type of McKibben PMA actuators. Its 
pressure tight rubber tube and braided sheath are integrated into the contraction sys-
tem. Due to the different in construction, PMAs manufactured by FESTO have differ-
ent properties compared to the PMAs modelled in [8-10]. At the same pressure, 
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FESTO PMA can generate significant larger force than conventional McKibben 
PMAs with same size and contracting length. This thus makes PMA manufactured by 
FESTO increasing popular in wearable robotic research. However, modelling of 
FESTO muscle has not been extensively researched. Models developed for conven-
tional muscles are adapted to model FESTO muscles with adjusted parameters. Choi 
et al.[11] adopted the dynamic model [10] to FESTO muscles with adjusted parame-
ters; meanwhile, sliding mode control was implemented to cope with inaccuracy in 
modelling. Experiment based static models have also been developed to express the 
force-pressure-contraction relationship[12, 13]. However, to make better use of the 
FESTO PMAs in dynamic application, a more specific dynamic model for FESTO 
PMA is yet to be developed. 

In this paper, an improved dynamic model to the one described in[10] will be in-
vestigated. Section 2 describes the setup of the testing device and the how the experi-
ments are conducted. Section 3 is devoted to analyze the experimental results,  
propose the improved dynamic models, as well as validating the models. Section 4 
concludes this paper and provides the direction for future research.  

2 Experimental Setup and Procedures 

The experiment setup (Figure 2) contains two PMAs. PMA_1 (FESTO DMSP-20-
400N-RM-CM) at the bottom is the muscle to be modelled. PMA_2 (FESTO DMSP-
40-300N-RM-CM) is to provide motions as required during the experiments. Both 
PMAs are pressure controlled with a pressure regulator (FESTO VPPM-6L-L-1-G18-
0L6H-A4N). A pressure sensor (SPTE-P10R-S6-V2.5K) is also placed next to the  
 
 

 

Fig. 2. Setup of the testing device 
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pneumatic connection to PMA_1 for more accurate pressure measurement. The linear 
potentiometer (Variohm VLP100) and the load cell (FUTEK LTH350) are used to 
measure displacement and exerted force respectively. The assumption of this testing 
setup is that mass of all moving components are negligible.  

A National Instrument CompactRio is employed for hardware interface and control 
processing. The experimental procedures are implemented in LabVIEW program. At 
the beginning of the one experiment, the PMA_1 is inflated to a certain pressure. By 
adjusting the bolts at the bottom of the test rig along the thread rod, an appropriate 
initial contracting length ( 0x ) can be achieved, and at this instant the linear potenti-

ometer has a reading of 0d . Being appropriate means the bolts are in contacted with 

the bottom plate of PMA_1. As the result, the contracting length during the experi-
ment can be calculated using the following equation: 

 0 0( )x x d d= − −  (3) 

where: x  is the instantaneous contracting length of PMA_1; d  is the instantaneous 
linear potentiometer reading.  

 

Fig. 3. The force verses contraction and velocity scatter plot, when the pressure of PMA_1 is 
2.2bar. Red and blue dots represent data during the contraction and stretching of PMA_1  
respectively 

During one set of experiment, the pressure of PMA_1 is regulated to the fixed val-
ue, while the pressure of PMA_2 is manipulated to simulate different motions. Initial-
ly, PMA_2 is fully deflated. After the measurement of 0x  is completed, the press 

regulator of PMA_2 will receive a step input for a certain pressure. As a response, 
PMA_2 contracts to stretch PMA_1. After the movement is settled and a short wait, a 
control signal will be applied to bring the pressure of PMA_2 back to zero. Thus, 
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PMA_1 contract again back to 0x . Then, the set pressure of PMA_2 increases by 0.2 

bar, and repeats the inflation-settling-deflation process. Higher set pressures to 
PMA_2 lead to larger displacements, larger forces and higher velocities during both 
the inflation and deflation of PMA_2. The set point for PMA_2 keeps increasing 
while the experimental steps are repeated, until a cap force is exceeded. Up to here, 
the experiment for the selected pressure of PMA_1 is completed. Fig. 3 is showing 
the gathered data for the set of experimental data when PMA_1 is regulated to 2.2 bar. 
Only dynamic data (velocity magnitude greater than 0.005 m/s) are gathered. The 
contracting and stretching data points are separated, so hysteresis can be considered in 
the proposed model.  The same experiments are repeatedly conducted to various 
pressures of PMA_1 ranging from 0.6 to 5 bars, with three experiments for each pres-
sure. 

3 Result Analysis 

Firstly, the validation of the existing dynamic model proposed in [10] with the newly 

gathered data is attempted. For a fixed pressure, the K , B  and F parameters in 
Equation 1 can be calculated using a first-order polynomial curve fit for the coeffi-
cients. To cope with the hysteresis, two fitted surfaces shown in Fig. 4 are generated 
for one set of experimental results, one for the contracting and the other for the stret-
ching process. The R2 for the two fits are 0.941 and 0.913, which indicate good accu-
racy of the model of the specific pressure.  

 

Fig. 4. The virtualization of curve fitting result for the same set of experimental data as in  
Figure 3. The left plot is for the contracting process and stretching data is shown on the right. 

With two sets of force, spring and damping parameters acquired for each of the 56 
experiments have been conducted. Relationships between pressure and each of the 
parameters can be visualized in Fig. 5. The first order linear relationships are built 
according to Equation 2 and the fitted coefficients are shown in the third column of 
Table 1. Relationships are represented by the green straight lines in Fig. 5. As can be  
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seen from the figure, the green lines are well correlated to the data plots except the 
one for the spring element. To further quantify the accuracy of the model, the R2 val-
ues (shown in the bottom row of Table 1) of the entire population of experimental 
data are calculated. For every valid data point, the force calculated via Equations 1 
and 2 are compared with the measured force. A total of 29,811 and 43,682 data points 
are included in the analysis for stretch and contraction respectively. The result of 
regression analysis indicates that the model is not capable of representing the  
dynamic behavior of the PMA. Hence, there are demands for a new or modified  
dynamic model. 

 

Fig. 5. From left to right: F(P), K(P) and B(P) versus pressure plot. Parameters for contraction 
are plotted in red and for stretch are in blue. 

Table 1. The curve fitting results for different dynamic models 

Factor Coefficient 
Model in 

[10] 

Piecewise Model 
Below 2 

bar 
Above 2 

bar 

Force Element 
0F  (N) 

1F  (N/Bar) 

254.4 
201.7 

239.5 
219.4 

207.4 
213.6 

Spring Element 
0K (N/m) 

1K (N/m/Bar) 

-39085 
24634 

-64,104 
24,634 

-12,188 
-767.5 

Damping 
Element 

Contraction 
0B (N·s/m) 

1B (N·s/m/Bar) 

-5,178 
831.7 

-4,680 
348.9 

-4,429 
666.0 

Stretch 
0B (N·s/m) 

1B (N·s/m/Bar) 

841.3 
-133.8 

697.4 
-12.41 

964.9 
-165.2 

Regression 
Analysis 

Contraction 
R2 0.0895 

0.6177 
0.9679 (0.9671) 
0.9746 (0.9742) Stretch 

 
 

0 1 2 3 4 5
200

400

600

800

1000

1200

1400

1600

Pressure (Bar)

F
(P

) 
(N

)

0 1 2 3 4 5
-6

-4

-2

0

2

4

6

8
x 10

4

Pressure (Bar)

K
(P

) 
(N

/m
)

0 1 2 3 4 5 6
-8000

-7000

-6000

-5000

-4000

-3000

-2000

-1000

0

1000

2000

Pressure (Bar)

B
(P

) 
(N

/(
m

/s
))



438 J. Cao et al. 

 

Two approaches have been attempted with the same experimental data as describe 
previously. Firstly, by analyzing the plots in Fig. 5, it was realized that the trend of 
spring element is different when the pressure is below and above 2 Bar. Therefore, the 
original dynamic model is then modified by fitting separate force, spring and damping 
parameters for data below and above a pressure of 2 Bar, which is shown in black 
lines in Fig. 5. The fitting results as well as the R2 values are also listed in the col-
umns titled “Piecewise Model” of Table 1. The R2 values are calculated in the same 
way as the ones for the original model. The R2 values outsides the brackets are com-
puted with all three elements from the proposed piecewise model; meanwhile, the 
ones inside the brackets are computed with only the spring element from the piece-
wise model and the other elements from the original model. There is essentially no 
difference between the R2 values calculated with these two methods. Therefore,  
method only with piecewise spring element is preferred for the ease of further  
application.  

Another method is to utilize a quadratic polynomial model as shown Equation 3 in-
stead of the linear polynomial as in Equation 1.  

 2
1 1 2 2( ) ( ) ( ) ( ) ( )F P B P x K P x K P x B P xx L Mx+ + + + = +  (4) 

where all five pressure dependent parameters can be expressed in the form of: 

 2
2 1 0( )X P X P X P X= + +  (5) 

The reason for proposing this model is that it is able to represent the dynamics at a 
fixed pressure. For example, in Fig. 4 the linear polynomial surfaces can only achieve 
R2 values of 0.941 (contraction) and 0.913 (stretch); whereas, the fitted quadratic 
polynomials can bring these values to 0.989 and 0.991. Similar to previous linear 
models described previously, the pressure dependent quadratic curves can be generat-
ed for the five parameters. Hence, the overall R2 values are calculated as 0.704 (con-
traction) and 0.906 (stretch), which are improved from the original model, but not as 
good as the proposed piecewise model. Furthermore, the nonlinearity of the quadratic 
model and added number of parameters significantly increase the complexity of fur-
ther control implementation, as well as the computational power requirement.  

During the data processing, the mass of the air muscle was also taken into consid-
eration. However, in the worst scenario, the product of the entire mass (0.3kg) of the 
PMA and the maximum acceleration (3m/s) is less than the noise of the load cell read-
ing. Therefore, the mass of the PMA is treated as negligible. 

To exam the generalization of the proposed piecewise dynamic model, the identical 
experimental process was repeated on a different PMA with 290mm length and 20mm 
diameter (FESTO DMSP-20-290N-RM-CM). A total of 37 experiments were con-
ducted with the new targeted PMA and the results are presented with Fig. 6 and Table 
2, which are in the same formats as Fig. 5 and Table 1 for the 400mm PMA. By ana-
lyzing the results, it can be summarized that the proposed piecewise dynamic model is 
capable in representing different sizes of PMA.  
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Fig. 6. The experimental results for the 290mm PMA. From left to right: F(P), K(P) and B(P) 
versus pressure plot. Parameters for contraction are plotted in red and for stretch are in blue. 
The black lines indicate the fitting of the proposed piecewise model and the green lines are 
fitted from the model developed in [10]. 

Table 2. the curve fitting results for different dynamic models for the 290mm PMA 

Factor Coefficient 
Model in 

[10] 

Piecewise Model 
Below 2 

bar 
Above 2 

bar 

Force Element 
0F  (N) 

1F  (N/Bar) 

194.8 
204.0 

140.7 
250.3 

229.9 
194.9 

Spring Element 
0K (N/m) 

1K (N/m/Bar) 

-39458 
5,027 

-63,382 
25,085 

-16,352 
-787.9 

Damping 
Element 

Contraction 
0B (N·s/m) 

1B (N·s/m/Bar) 

-6,275 
946.4 

-6,381 
948.2 

-5,463 
737.4 

Stretch 
0B (N·s/m) 

1B (N·s/m/Bar) 

763.9 
-91.04 

961.6 
-268.5 

709.3 
-91.04 

Regression 
Analysis 

Contraction 
R2 0.4871 

0.6986 
0.9724  
0.9765  Stretch 

4 Conclusion and Future Work 

New dynamic models of PMA have been developed based on the original model de-
veloped in [10]. Only experiments with pressure 2 Bar and above were reported by 
Reynolds el al. [10]. Whereas, the models proposed in this article are based on exten-
sive experiments with pressures ranging from 0.6 to 5.0 Bar. The piecewise linear 
model is preferred by the authors, due to its high correlation to measured data, mean-
while still being in a simple form. The proposed models are experimental based and 
muscle specific. However, the experimental procedures and data processing have 
been implemented to be fully automated. As a result, the models can be easily trans-
ferred to PMAs with different sizes.  
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Currently, the author are working with trajectory controlling lower limb exoskele-
ton actuated by antagonistic pairs of PMA with the developed piecewise linear dy-
namic model, as well as a parallel ankle rehabilitation robot driven by four PMAs. In 
the future, it is aimed to compare the effect on control performance of the new model 
with other PMA models.   
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Abstract. A multi-channel Direct Memory Access (DMA) transmission
mechanism based on embedded multi-axis motion system is proposed in
this paper. The motion control system comprises of a computer and a
motion controller based on DSP and FPGA. DSP is vital important in
transferring data sets among servo driver modules, FPGA module and
itself. The PCI protocol module and DMA buffer pool are integrated
in FPGA to set up DMA channels between the computer and the mo-
tion controller, which simplifies the address mapping of local bus and
increases the efficiency of data transmission. Experiments are conducted
on the self-designed motion control system and the results demonstrate
that the DMA transmission mechanism has distinct advantages, such
as simple hardware structure, excellent low transmission fluctuation and
high hard real-time performance.

Keywords: motion control system, DSP, FPGA, multi-channel DMA,
real time.

1 Introduction

The typical PC-based motion control system contains a computer and a mo-
tion controller. The computer is responsible for path planning and interpolation
points transmitting to the motion controller. The points are acquired by the real-
time control program implemented in motion controller[11]. Since much time is
required for the computer to run the system program, parse command-line ar-
guments, control human-machine interface (HMI), and carry out other compu-
tational tasks, the computer can not meet the requirements of real-time control
at the microsecond level. For instance, the Vxworks operation system which is
famous for its hard real-time feature still has poor performance in motion control
even though its time slice is no less than 10ms[1]. Since the time-slice length of
the computer is too long to realize real-time control at the microsecond level,
hard real-time interrupt mechanism is generally adopted in motion controller.
In this case, bus type and bus protocol implemented in motion controller are
very important to the improvement of real-time data interaction. The computer,
accordingly, is connected with the motion controller via industrial buses, such
as PCI, real-time ethernet, industrial field bus and so on; the memory-sharing
technique is applied in data exchanging over the mentioned bus[3].
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Generally, the hardware architecture of the motion controller is “ bus protocol
chip + FPGA + DSP ” [6,12]. When the working frequency of PCI bus protocol
chip, FPGA, and DSP are set as 50 MHz, 50 MHz, and 150 MHz respectively, the
transfer rate under DMA channel can reach 35.2 MB/s after strict mathematical
analysis [8]. The DMA channel of DSP allows zero-overhead transfers at the rate
of no less than 4 clock/word without processor intervention[7]. For data exchange
between local bus and internal bus through DMA channel, DSP-Cache method
is widely applied which can avoid bus confliction and can make full use of DMA
channel resources. However, in this method, only two channels are employed for
data exchange[4]. While, when different data sets are exchanged at one time,
the DSP-Cache method is unable to satisfy the requirements, so a multi-channel
DMA transmission mechanism is proposed in this manuscript. The mechanism
is also capable of improving the performance of multi-channel data transmission,
especially for real-time data exchanging via DMA channel.

In the motion control field, there are several types of buses transferring data
between the computer and the motion controller, whose qualities affect the sys-
tem reliability. One of the buses is the industrial ethernet which is generally
applied and is advantageous in high-speed data transmission and multi-node
system construction. Moreover, the real-time performance and the stability of
the industrial ethernet are enhanced after several years of research. However,
no uniform standard exists for each company has its own copyright and license,
which makes it difficult to implement those protocols in FPGA[9]. Another pop-
ular bus is industrial field bus. Based on distributed control technology, it can
easily build a real-time serial network, where different devices can be linked
together. But its transmission rate is closely associated with the transmission
distance. For example, the maximum rate of Controller Area Network (CAN) bus
is about 0.125 MB/s within a distance of 100 meters, but it decreases to approx-
imately 0.625 KB/s when the transmission distance extends to 10000 meters[5].
The Peripheral Component Interconnect (PCI) bus is another widely used bus.
Although multiple devices are hard to share information on normal PCI bus, it is
still preferred due to its significant advantages, such as strict specification, easy
implementation and stable transmission[2]. For instance, its burst transfer rate
can be up to 132MB/s according to the PCI local bus specification V2.1. Mean-
while, DMA communication based on PCI bus is usually applied in the data
acquisition field[10]. In order to decrease fluctuating transmission rate and offer
an efficient connection between the computer and the motion controller, a hard-
ware architecture“ FPGA + DSP ” is proposed in this manuscript to accomplish
data sets interaction which embedded PCI bridge protocol into FPGA.

In this paper, a novel real-time data-interaction mechanism is presented, and
a “ FPGA+DSP ” architecture is designed for motion controller. In addition,
according to priorities of data sets, a multi-channel DMA mechanism is utilized
to transfer data sets among the computer, FPGA, DSP, and DAC. Meanwhile,
the connection implemented in FPGA is established by the internal PCI protocol
module and first-in-first-out (FIFO) buffer module, which is used to carry out the
handshake with DMA channels of compter and DSP. In this case, the mechanisms
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is dominated and executed by DSP, which greatly reduce the real-time demands
for the computer. Moreover, the processors of the computer and DSP can be
liberated from the complicated Input/Output (I/O) affairs. So the bottleneck of
the traditional transmission mechanism is solved properly.

This article is organized as follows. In section 2, the architecture of the system
is introduced. Section 3 describes DSP program design, and then the DMA
channel parameters are settings are given. The buffer pool modules and PCI
protocol module are also proposed. Furthermore, data transmissions among the
computer, DSP and servo driver modules both in I/O mode and DMA mode
are given in detail. The COM-to-LPT module is constructed in Section 4. In
Section 5, experiments are carried out, and results are presented which validate
the effectiveness of the transmission mechanism. We conclude this article with
some final remarks in section 6.

2 System Description

The communication architecture of motion control system is shown in Fig. 1,
in which PCI protocol module is implemented in FPGA. Both the I/O and
DMA transmission mode are used to exchange data between the computer and
FPGA. What’s more, the channels of computer and DSP are connected by using
data buffer pools and data request-response units in FPGA. Thus, the small
number of data such as simple commands and parameters uses the I/O trans-
mission mode to transfer, while the data packet carrying information like actual
positions or interpolation points can be adopted DMA transmission mode to
transfer. Meanwhile, the DMA controller manipulates the transfer operations
of interpolated points from PC to FPGA. Similarly, the DSP controller guides
the transmission of bulk data from FPGA to PC, such as a packet of actual
positions. Through the proposed mechanism, the data transmission procedure is
detailed as follows. Once the packet of interpolated points is transferred entirely
from the DMA data buffer pool to internal RAM of DSP, the DSP proces-
sor is used to subdivide those points into fine interpolation points. And then
the closed-loop calculation is carried out in each servo cycle, which fetches the

Fig. 1. Communication architecture of motion control system
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data — one is from those points in order and the other is the actual position
of motor acquired from optical encoder. After that, the calculation results are
transmitted to the COM-to-LPT module located in FPGA. And the COM-to-
LPT module converts the results from the serial data to multiple streams of data
afterwards. At last, the data is handed over to the servo driver module.

3 Design and Implementation of Multi-channel Structure

In this paper, the self-designed four-axis motion controller is used as the experi-
ment platform, whose architecture is “ FPGA+DSP ”. The FPGA chip with type
of Cyclone II, made by ALTERA company, has 8256 lE logic units, 125 general-
purpose I/O pins, 36 M4K storage units and up to 167 MHz I/O frequency. The
DSP chip TMS320F28335 has a high-performance 32-bit CPU, up to 150 MHz
clock frequency and a six-channel DMA controller for ADC, MCBSP, EPWM,
XINTF, and SARAM. Besides the FPAG and the DSP, two AD1866 chips are
implemented in the motion controller for DA conversion. The chips comprise
four DAC channels. Each chip is a complete dual 16-bit DAC, which offers ex-
cellent performance while requiring a single +5 V power supply, and each DAC
is equipped with a high performance output amplifier. The employed amplifier
can achieve fast settling and high slew rate, since its ability of producing ±1 V
signals at load currents up to ±1 mA and its fast CMOS logic element which
allows for an input clock rate up to 16 MHz.

3.1 Design and Configuration of DSP Module

The External Memory Interface (EMIF) and Multichannel Buffered Serial Port
(MCBSP) of DSP are adopted to exchange data with FPGA. Therefore, the 150
MHz operation frequency of DSP is provided to FPGA through XCLKOUT pin,
which ensures that the clocks can be synchronized between them. Meanwhile,
DSP supervises the data transmissions among chips on the motion controller
and makes a closed-loop calculation to control motor according to commands
from computer.

As shown in Fig. 2, DSP has six DMA channels. The rate of transmissions
are configured as follows. In order to ensure the rate of 37.5 MB/s between
FPGA and itself, 8 clocks are taken to transfer one 16 bit data through EMIF
port. And considering the maximum input clock rate of AD1866, 256 clocks
are taken to transfer a 16-bit data through MCBSP. Namely, the transfer data
is 1.17 MB/s. Thus, in each servo cycle, four axis velocity values, stored in
the relevant address space located in the front of RAM 4, are updated and
transferred to MCBSP in real time through DSP DMA bus. In addition, the
RAM 5 and RAM 6 can hold totally 4096 32bit-wide data in all, which connect
Zone 6 respectively through DMA bus and DSP bus. In this case, two different
data packets of interpolation points from PC can be transferred twice to the
RAMs in DMA mode. In each interval of 40 servo cycles, DSP processor fetches
the desired four-axis interpolation points out one after another and subdivides
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Fig. 2. DSP configuration block diagram

Table 1. DSP multi-channel DMA parameters settings

Channel No. Priority Data flow direction Description Interrupt source

1 1 RAM 4 to MCBSP motors control MCBSP-A Tx

2 2 FIFO 0 to RAM 5 PC data transfer Software

3 2 FIFO 0 to RAM 6 PC data transfer Software

4 2 RAM 7 to FIFO 1 DSP data transfer Software

each point into fortieths to make closed-loop calculation. At the same time,
since RAM 7 can store two thousand and forty-eight 32bit-wide data, four-axis
actual position points from optical encoder are stored in RAM 7 sequently in
each servo cycle. Once RAM 7 is filled with required data, the packet of actual
positions is shifted from RAM 7 to the buffer through DMA bus. After the buffer
is full, the request-response unit notifies the computer to read the data packet.
From the above analysis, During the data exchange process between DSP and
FPGA, the four-axis velocity values need to be transferred to MCBSP in real
time via DMA bus. The unavoidable conflict occurs on bus occupancy. To deal
with the problem, the multi-channel transmission mechanism is proposed. Data
sets, accordingly, are allotted into different DMA channels and time slices are
assigned to each set by PIE arbiter.

Table 1 shows DSP multi-channel DMA parameters settings, including chan-
nels settings and their priorities. The DMA channel 1 is set higher priority,
other channels have the same priorities. Therefore, in channel 1, there is one
data transfer from RAM 4 to MCBSP for real-time motion control in each servo
cycle. Meanwhile, other transfers are assigned regular channels. Thus, the chan-
nels are serviced in round-robin fashion as “ CH2 → CH3 → CH4 → CH2 →
· · ·”. Once any channel is serviced, the event trigger receives the transmission
request and sends it to PIE arbiter. And then the processor notifies the DMA
controller to master data flows. When channel 1 receives an interrupt trigger
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from its peripheral before the former channel completes, the transmission in for-
mer channel is suspended and channel 1 is serviced until the data word transfer
in current channel is completed. After the data transfer in Channel 1 is com-
pleted, the former channel resumes to transfer data. As a result, the four-axis
velocity values transfer can offer a real-time guarantee for motion control.

The programs implemented in the motion controller is written in C language,
and the code is stored in RAML1. As shown in Fig. 3, the programs contain
two parts: one is the interrupt handler function, the other is the communica-
tion function. The interrupt handler function is responsible for the closed-loop
control, the data packet transmission, the control parameter update and the
velocity command transfer. The other function is responsible for the command
and parameter interaction between the computer and motion controller. Due to
the reasonable time distribution feature of DSP, both of them can work cooper-
atively.

3.2 Design and Configuration of FPGA Module

The motion controller mainly comprises of a computer, FPGA, DSP and servo
driver modules. The FPGA serves as a bridge to connect them together, which
contains a internal PCI protocol module, a data buffer pool module, a request-
response unit module, a COM-to-LPT module and a frequency-division-and-
phase-detection module. The PCI protocol module maps the memory of mo-
tion controller into the computer RAM and guides data exchange between the
controller and computer. a data buffer pool module contains the DMA data
buffer pool and the I/O buffer pool. The DMA data buffer pool establishes a
channel for data packet exchange, while the I/O data buffer pool serves for a
small amount of data transmission. The request-response unit module manages
access rights of buffer pools assigned to the computer and DSP. The COM-
to-LPT module converts the four-axis velocity values from the serial form to
the multiple-stream form to match with servo driver module. The frequency-
division-and-phase-detection module, which acquires differential signals from
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Fig. 4. The DMA channel connection between the computer and DSP

optical encoders and transforms them into single-ended signals, is responsible
for signal filtering, frequency multiplication, phase detection and index signal
acquisition.

The DMA data buffer pool, composed of two FIFOs, is instantiated in the
Quartus II software using the MegaWizard Plug-in Manager. The depth of DMA
data buffer pool is 8192 bytes. As shown in Fig. 4, FIFO 0 stores interpolation
point data that comes from the computer buffer and FIFO 1 stores actual po-
sition data acquired by DSP. One side of the pool is linked with DSP decoder
module, and the other side is connected with PCI protocol module. The DSP
decoder module allows other modules to map their address regions for XINTF
Zones as RAM in DSP. And the PCI protocol module is implemented according
to the local bus specification V2.1. It contains a set of well-defined configuration
registers used to identify devices and supply device configuration, which ensures
the realization of DMA access to motion controller. Since these two modules
work with different frequency, the communication between the DMA channel
on PCI bus and that on local bus is asynchronous. Therefore, it requires for a
reasonable clock and FIFO depth configuration.

Fig. 5. The I/O channel connection between the computer and DSP

The request-response unit 0 serves as a transponder to notify the computer
and motion controller to fetch the data. Once the computer finishes the transi-
tion of a data packet to FIFO 0, the request signal is activated. DSP monitors
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the signal in every servo cycle. The embedded DMA controller implements the
request after the signal changes and consequently initiates the transmission on
channel 2 and channel 3 in turns. When RAM 5 or RAM 6 is full, DSP processes
the data after sending a control instruction to deactivate the request signal.
When DSP transfers a feedback data packet from RAM7 to FIFO 1 via channel
4, a trigger signal is generated by DSP after data transfer is finished. After that,
the request-response unit 0 receives the signal and produces the other request
signal to notify the PCI Protocol module. The module initiates a DMA transfer
and the data is transmitted from FIFO 1 to the computer over PCI Bus.

The I/O data buffer pool, instantiated in the Quartus II software, is shown in
Fig. 5. One side of the pool is linked with DSP decoder module, and the other
side is connected with PCI protocol module. Furthermore, Three 16-bit-wide
registers are built in the buffer pool to store a small amount data temporarily.
The data contains a 16-bit computer command and a 32-bit parameter. After
the buffer pool receives data from the computer, the request-response unit 1
activates the request signal. Once the signal is captured, the DSP processor
moves the data from buffer pool to RAML1. When DSP finishes the calculation
and transfers the feedback data form RAML1 to buffer pool over DSP bus, a
trigger signal is generated by DSP afterwards. And then, the request-response
unit 1 receives the signal and produces a request signal to notify the PCI protocol
module. The module initiates a I/O transfer and transmits the data from the
buffer pool to the computer over PCI Bus.

4 The COM-to-LPT Module Design

The transmission of four-axis velocity values are initiated in series format af-
ter transmit control registers (XCR), McBSP bit clock (ClKX), frame period
(FPER) and frame width (FWID) are steed. XCR stores the data stream tem-
porarily and sends the stream to data transmit (DX) pin on the rising edge
of ClKX. The frame sync generator (FSG) signal is capable of distinguishing
each 16-bit datum in the data stream. The data stream transfers from DX pin
to COM-to-LPT module through Channel 1 at the rate of 1.17 MB/s in each
servo cycle. The COM-to-LPT module is written in Verilog language, which
transforms FSG signal into four-chip-select signals. After AD1866 chips receive
the data stream, ClKX signal and four-chip-select signals simultaneously for DA
conversion. The actual effect of the COM-to-LPT module is shown in Fig. 6.

Fig. 6. The actual effect of the COM-to-LPT module



Multi-channel Transmission Mechanism 449

5 Experimental Studies

5.1 Experimental Setup

As shown in Fig. 7, the multi-channel DMA motion control system comprises of
a self-designed four-axis motion controller, a AC servo driver unit, and a com-
puter. The AC servo driver unit contains four YASKAWAY SGDV-2R8A01A
series AC Servo Drivers and four SGMJV-04ADA21 series AC Servo Motors
with the maximum speed of 3000 rpm. The computer is the ADVANTECH
610L series industrial PC with E5300 2.6G CPU, 1G memory, 250G hard disk
and Windows XP SP3 operation system. In order to verify the priority of the
proposed transmission mechanism in this manuscript, the corresponding exper-
iments are carried out in the following parts.

Fig. 7. Experimental setup

5.2 Feasibility Analysis of the Proposed Mechanism

The feasibility analysis of the multi-channel DMA transmission mechanism is
discussed in this subsection. The four-axis motion controller exchanges data
among the computer, the servo driver module and itself in DMA mode. The
parameters are given as: data packet size: 2048/32 bit, PCI transmission rate:
132 MB/s, PCI bus width: 32 bit, DSP bus width: 16 bit. As to the DSP XINTF
setting, zone 6 and zone 7 are selected. The read and write access parameters of
which are as follows: lead period: 2 cycles, active period: 4 cycles, trail period: 2
cycles. Thus, the transfer rate of zone 6 and Zone 7 is 37.5 MB/s. The settings of
MCBSP are shown as follows: CLKG frequency: 16 cycles, frame-synchronization
period pulse width: 256 cycles, transmit word length: 16 bit.

Packet exchanges are carried out between the computer and motion controller
in DMA mode. Meanwhile, DSP processes the data in the on-chip memory and
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then transfers the results into COM-to-LPT module in real time through DMA
channel 1. At the same time, the computer monitors packet traffic on PCI bus
and counts the number of packet transited. Moreover, the SignalTap II Embed-
ded Logic Analyzer in Quartus II is used to monitor the transmission of the
four-axis-velocity values. The experiment is implemented for 30 times, in which
the actual running times are recorded. The values of runtime of data transmis-
sion between the computer and motion controller are given in Fig. 8. Besides
that, according to the parameter settings shown in Table 1, 30 experiments for
each channel are carried out to prove the feasibility of the mechanism. During
the operation of each channel, the start and end time of packet transmission are
recorded by the timer of DSP. And the values of runtime per channel under the
multi-channel DMA transmission mechanism are given in Fig. 9.

5.3 Performance Comparison

In this subsection, experiments are carried out to verify the effectiveness of the
multi-channel DMA transmission mechanism. As to the DSP XINTF settings,
the Zone 0 is selected. The other setting parameters are the same as the above.
Thus, the data exchanges are carried out between the computer and motion
controller in I/O mode. The number of data transmitted each time is 4096 words,
the experiment is implemented for 30 times, in which the actual running times
are recorded. The values of runtime with the I/O transmission mechanism are
given in Fig. 8.

Compared with the I/O transmission mechanism, the performance of data
transmission between the computer and DSP is greatly improved by the multi-
channel DMA transmission mechanism. The time consumed ranges from 250 ms
to 360 ms in the I/O transmission mode. The average value is 263 ms and the
mean square error (MSE) is 24.6 ms. Meanwhile, no data loss occurs during
the transmission experiment. In contrast, under the DMA transmission mode,
the time consumed ranges from 15 ms to 16 ms. The average value is 15.6 ms
and the MSE is 0.48 ms. Compared with I/O mode, the multi-channel DMA
transmission mode is more than 16 times as transmission rate, and the MSE
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of the transmission rate in DMA mode drops to nearly one-fiftieth of that in
I/O mode. Meanwhile, Due to the real-time transmission ability of DSP and the
sharing clock between DSP and FPGA, the rapidity and stability of the motion
controller is improved. Therefore, the running times of each channel remain the
same in the experiments, and are 6.826 μs, 218.453 μs, 218.453 μs, and 218.453
μs respectively. Furthermore, The data exchange in I/O mode consumes a lot
of computing resources of processor compared to DMA mode. Therefore, the
stability and hard real-time ability of the motion control system are enhanced
by the application of the multi-channel DMA transmission mechanism.

6 Conclusions

In this paper, a multi-channel management mechanism with a simple hardware
realization is proposed which can increase the data transfer rate and decrease the
transmission fluctuation rate. The data sets, dominated and executed by DSP,
can be transferred into different DMA channels in priority mode. In addition,
the internal PCI protocol module and the two data buffer pool modules are
implemented in FPGA, which are responsible for the connection of the PCI
bus and DSP DMA channels. Experiments are conducted on the self-designed
motion control system and the results verify that the proposed transmission
mechanism is capable of achieving better reliability and higher transmission
rate than traditional I/O transfer mode. Our future research will integrate local
rational B-spline curve interpolation technology in the motion controller, which
expects to achieve real-time curve interpolation.
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2. Bureš, P.: The problems of continuous data transfer between the pc user interface
and the pci card control system. In: Mechatronics, pp. 483–487. Springer (2012)

3. Dozio, L., Mantegazza, P.: Linux real time application interface (rtai) in low cost
high performance motion control. Motion Control 2003 (2003)

4. Guo, Q., Zhang, B.: Dsp-cache optimization based on dma. Journal of Electrical
& Electronic Education 2, 021 (2009)

5. Hsieh, C.C., Hsu, P.L.: The can-based synchronized structure for multi-axis motion
control systems. In: 2005 IEEE International Conference on Systems, Man and
Cybernetics, vol. 2, pp. 1314–1319. IEEE (2005)

6. Huang, F.Q., Lin, W.P., Liang, J.C.: Design of laser processing system of five-axis
motion controller based on dsp and fpga. Advanced Materials Research 846, 98–102
(2014)

7. Instruments, T.: Tms320f28335 digital signal controllers data manual (2007)
8. Jia, Q., Huang, Z., Liu, Y.: Study on performance of pci interface for embedded

system. Future Communication Technology (2 Volume Set) 51, 3 (2014)
9. Jung, I.K., Lim, S.: An ethercat based control system for human-robot cooperation.

In: 2011 16th International Conference on Methods and Models in Automation and
Robotics (MMAR), pp. 341–344. IEEE (2011)

10. Yan, J.F., Wu, N.: High speed dma data transfer system based on pci bus. Journal-
University of Electronic Science and Technology of China 36(5), 858 (2007)

11. Yeh, S.S., Hsu, P.L.: Analysis and design of integrated control for multi-axis motion
systems. IEEE Transactions on Control Systems Technology 11(3), 375–382 (2003)

12. Yolacan, E., Aydin, S., Ertunc, H.M., et al.: Real time dsp based pid and state
feedback control of a brushed dc motor. In: 2011 23rd International Symposium
on Information, Communication and Automation Technologies, vol. 201, pp. 1–6
(2011)



A Method to Construct Low-Cost Superficial

Tactile Array Sensors

Thomas Cobb1, Muhammad Sayed2, and Lyuba Alboul2

1 Faculty of Arts, Computing, Engineering and Sciences, Sheffield Hallam University
2 Centre for Automation and Robotics Research, Sheffield Centre for Robotics,

Sheffield Hallam University, UK
a8042763@my.shu.ac.uk, muhammad.b.h.sayed@gmail.com, l.alboul@shu.ac.uk

Abstract. This paper describes the research, development, testing and
initial implementation of the necessary environment interaction tactile
sensors in order to give appropriate feedback on a humanoid robot hand.
Steps of the method to construct a tactile array sensor are presented
including testing of individual components and their assembly.

1 Introduction

Recent years of technological advances, a growing hobbyist interest and the ad-
vent of CAD/CAM and 3D printing have made more complex mechanical designs
for humanoid robot hands available to a larger audience[1]. Although mechanical
designs are now widely and cheaply available, the sensing and control systems
are not. This paper describes the research, development, testing and initial im-
plementation of environment interaction sensors in order to give feedback of
a humanoid robot hands contact forces necessary for any interaction with the
environment[2].

The aim of this paper is to develop a low-cost superficial tactile pressure
distribution sensor array that can be constructed in any arbitrary shape for in-
stallation on anthropomorphic robotic hands. The paper describes main tasks to
achieve this; tactile sensors providing feedback from the environment, a method
of attaching the sensors, and a data acquisition system to provide feedback from
sensors.

2 Sensing Solution

Studies on human and animal sensing show that the most important aspects of
interaction sensing are the abilities to sense pressure and temperature. Of these
two parameters, pressure was considered the most significant in contribution
to the dexterity of the hand and therefore the primary concern with regard to
sensor development and therefore this project.

In order to fully optimise the dexterity of a hand, the pressure sensor solution
is required to have a resolution that can detect multiple contact points and if
possible indicate the shape of the contact areas.

X. Zhang et al. (Eds.): ICIRA 2014, Part II, LNAI 8918, pp. 453–462, 2014.
c© Springer International Publishing Switzerland 2014
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A resistive pressure sensor array has been chosen to simplify the processing
part of interpreting the measured values. This is an advantage over capacitive
pressure sensing as it reduces the time required to poll an array for feedback.

A common solution amongst developers for collecting information about force
is to use Force Sensitive Resistors (FSRs). A variety of FSRs are available in
different shapes and configurations. FSRs are simple and easy to use but the
main drawback is that they cannot detect the difference between a single contact
point and multiple contact points. In order to determine the exact shape and
position of a contact area, a tactile array sensor is required.

Fig. 1. Left: construction of pressure sensor showing two orthogonal crossover lines
forming a single taxel, Right: an implementation of the single taxel sensor using copper
lines

A standard structure of two orthogonal arrays of conductive lines sandwiching
a variable resistive layer has chosen to keep the design as simple as possible. The
conductive lines need to be enclosed in an insulating epidermis layer to protect
the sensor array. Electronics attached to the sensor measures the resistance at
the points of intersection of the vertical and horizontal lines forming a tactile
pixel (taxel). Figure 1 shows the layer construction of the sensor using only two
orthogonal lines forming a single taxel at the crossover point.

2.1 Related Work

There is a plethora of scientific papers on tactile sensors and, specifically, on
robot tactile sensing. However, most of those papers are related to industrial
robotics. One of the first books on tactile sensing to be worth mentioned, is
the book of R. A. Russell [3]. In this book various functions of tactile sensing in
both robots and living creatures are described, various types of tactile and touch
sensors are surveyed, as well as applications in industrial robotics, manipulation
and assembly tasks, are listed. A reader can find recent developments together
with further references in the Handbook of Robotics [4]. However, applications
listed there concern industrial robotics.

There are a couple of works that tackle some aspects of tactile sensing, similar
to the ones proposed in this work. In [5] the development and applications of an
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artificial, flexible, force sensitive skin are presented, but the sensor is large and is
not applicable to small areas such a humanoid robot finger. The tactile sensing
system, presented in [6], is similar in its structure, to our system. However,
their solution is, again, developed for sensing large areas, and the lattice of their
conductive layer is too sparse.

2.2 Design Criteria

Several key factors can be identified that can be used to evaluate the constructed
sensor and guide the construction process itself.

Size is a key requirement, the sensor must be thin enough to allow for super-
ficial installation on existing humanoid robot hands. A simple measure to asses
sensor size is to consider the possibility to “wear” the sensor on a human hand;
if the size does not hinder normal hand functionality then it is an acceptable
size.

Flexibility is another key factor that is closely related to the first one; a
sensor that is small but stiff at the joints will hinder the hand’s dexterity. This
factor is affected by material selection for the components of the sensor.

Durability is required for extended use, especially with superficial instal-
lation; areas covering the joints may suffer from fatigue after many cycles of
bending stresses, and eventually be failing.

Sensitivity of the sensory element should produce a sensor of an overall sen-
sitivity that approximates the human hand. This could be as low as 0.055gm for
men and 0.019gm for women [7]. The maximum force generated by the average
human hand is slightly less than 12N [8].

Spatial resolution should also approximate the human hand; high resolution
sensory receptors in the skin - mechanoreceptors - have densities between 70 to
140 units/cm2 at the fingertips and 30 to 40 units/cm2 on the phalanges [7].
Two-point threshold studies suggests that humans can differentiate between 2
points as close as 0.9mm apart [9].

Cost and feasibility of construction should be low enough to allow robotics
researchers with limited experience of material science and sensor construction
to build and customise their own systems.

Temporal resolution - how many usable readings per unit time - and
restoration time - the time taken to go back to normal value after the load
removed - were not considered in this paper for simplicity.

2.3 Variable Resistive Layer

Electrically conductive packaging materials made of polymeric foil impregnated
with carbon black are used to protect electronic components from electrostatic
discharge. Such materials can be easily obtained in sheet forms and are commer-
cially available under different trademarks such as Velostat and Linqstat. The
conductivity - and hence resistivity - of the sheets vary when the material is
subjected to compressing pressure.
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Table 1. Resistive characteristics of Velostat when force is applied

Weight (Kg) Force (N) Resistance (ohm)

0.1 0.98 460
0.2 1.96 230
0.3 2.94 130
0.4 3.92 80
0.5 4.90 69
0.6 5.88 40
0.7 6.86 32
0.8 7.85 30
0.9 8.83 27
1 9.81 25
1.1 10.79 22
1.2 11.77 20
1.3 12.75 18
1.4 13.73 16
1.5 14.71 16

Fig. 2. Resistance of Velostat plotted against the force applied

Products produced by brand-name manufacturers have standard dimensions
and resistance characteristics published in the product datasheet. However these
datasheets are not concerned with the variable resistance characteristics. Vari-
able resistive characteristics of Velostat has been investigated experimentally.

An experiment was conducted using a 20X20mm piece of Velostat sandwiched
between two copper plates attached to a digital multi-meter. Mass increasing at
regular intervals was then placed on the test piece. The range of mass applied
started at 0.1Kg and increased at intervals of 0.1Kg up to 1.5Kg. This range of
mass was chosen as the maximum force generated by the average human hand
is slightly less than 12N [8].
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Results shown in Table 1 and Figure 2 shows that resistance across the Velo-
stat decreases in a very predictable way as the force applied increases; therefore
the behaviour of the sensor should be predictable. The resistance is within a
practical range that can be easily integrated in the development of the sensor.
The change in resistance is of greater magnitude at the lower end of the range
of force applied. This could be useful when attempting to control light touch
manipulations with a humanoid robot hand.

Using F = ma, where a is acceleration due to gravity = 9.80665m/s, 1.5Kg
is chosen as the maximum mass as it would generate a force F = 1.5*9.80665
= 14.71N. This easily encompasses the range of the average human hand force,
the maximum force generated from a low-cost robotic hand will most likely fall
within this region.

It is worth noting that there may be differences in the behaviour of one piece
of Velostat to another and it may be worthwhile testing several samples. In
conclusion, these results and observations supports the choice of Velostat as a
suitable material for the variable resistive layer.

2.4 Conductive Lines

The use of copper wires for conductive lines has its benefits when connecting the
sensor to a prototype board, however long vertical lines made of copper wires
result in a loss of flexibility. This therefore results in a loss in dexterity of the
humanoid robot hand it is working in conjunction with. Durability of the wire is
also an issue; after a number of manipulations the wire could break as a result
of bending stresses applied. This could be critical as the hand would lose any
pressure feedback which could result in damage.

Also there is an issue of the resolution achievable by using copper wires. The
close proximity of the wires has an adverse effect on the resistance readings as
one line could be supporting the line immediately around it and reducing contact
with the variable resistive layer. A flatter line would offer less support to the line
around it therefore a point contact would have more effect on a single taxel thus
allowing a higher resolution to be achieved. Therefore, a flatter, flexible mate-
rial was proposed to alleviate the issues highlighted to a great extent, which is
conductive thread. Conductive thread has very different resistive characteristics
to a pure copper wire.

Two experiments were performed in order to compare the different resistive
characteristics of 0.2mm diameter copper wire and conductive thread before
the thread was utilised in a sensor. The first experiment was to measure the
resistivity of both the thread and the wire over a length of 300mm. The second
experiment was to measure the resistance of a contact crossover point on both
materials as illustrated in Figure 3.

2.5 Epidermis Layer

From the structure of the sensor shown in Figure 1, it can be seen that the resis-
tive layer and conductive lines need to be enclosed between insulating epidermis
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Fig. 3. Crossover contact points of copper wire lines and conductive thread lines

Fig. 4. Resistive characteristics comparison of copper wire and conductive thread

layers to protect the sensor array. After the study of a few prospective materials,
neoprene foam was deemed a suitable material as it is durable and insulating.
Cotton fabric was used as the insulating epidermal layers with conductive thread
multi-point sensor.

2.6 Initial Prototype Sensor

Figure 1 shows components of a single taxel sensor constructed using 0.2mm di-
ameter copper wire for the conductive lines with Velostat as the variable resistive
layer and neoprene foam as the insulating layers. Figure 6 shows a closed sin-
gle taxel sensor and it’s components using conductive thread for the conductive
lines.

Figure 5 shows experimental results. Separate tests were conducted for resis-
tance and voltage, for voltage the sensor is used in a potential divider circuit
with a 10kΩ pull-down resistor. Predicted voltage is calculated using resistance
results. From these results it can be seen that the sensor is predictable in its
performance.

2.7 Prototype Multi-point sensor

The sensor layout and its dimensions are based on the average human index
finger[10]; the sensor is split into three main sensing areas that correspond with
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Fig. 5. Top: voltage output when mass applied to prototype thread sensor, Bottom:
resistance and voltage of prototype copper sensor

Fig. 6. Single-taxel conductive thread sensor, Left: closed, Right: components
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Fig. 7. Left: components of prototype multi-point sensor using copper wire and neo-
prene, Centre: components of prototype multi-point sensor using conductive thread
and cotton fabric, Right: arrangement of conductive lines and occurrences of taxeks

the phalanxes of the finger. Each sensing area is comprised of 3 horizontal and
3 vertical lines giving 27 crossover points (taxels) in total (Figure 7).

The sensor has been tested with both an evenly distributed force and point
force applied at different regions. The results of tests show that distribution and
change in output voltages are in an approximate agreement of what was recorded
with a single crossover taxel. However the voltages recorded were lower than that
of a single point. This could be due to the structure of the sensor and the close
proximity of the taxels.

2.8 Sensor Attachment Solution

It was decided that the preferred solution during development was to use a latex
palm glove. The glove was slightly larger than desired however it provided clearly
defined flat areas for sensor implementation and due to its structure presented
a limited amount of stretch. An example of how the sensors are placed on the
glove is shown in Figure 8.

2.9 Data Acquisition Solution

Each vertical line is used in a potential divider format with a 10kΩ resistor.
Outputs from potential dividers are fed directly to three analogue inputs on an
Arduino Uno board. Each horizontal line is attached to a digital output of the
Arduino board. A program loops through switching each digital output high in
turn and reads the associated analogue values.

The project used Processing 2 in conjunction with the Arduino IDE to ac-
quire and visualise tactile pressure information. Processing 2 is an open source
programming language that allows real time visualisation of the data collected
using the microcontroller.
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Fig. 8. Example of sensor attachment solution using a latex palm glove

3 Conclusions and Future Work

A prototype multi-point sensor was built and tested using the conductive thread
for the lines, Velostat as the variable resistive layer and cotton fabric as the in-
sulating epidermal layers. The testing was conducted identically to the method
described above to ensure a fair comparison of the results could be achieved.
The multi-point sensor predominantly worked as predicted. As with a wire con-
ductive lines sensor the distribution and change in output voltages gained were
as predicted based on what was recorded with a single crossover taxel. However
this time the taxels appeared to have less interference with each other when
point pressure was applied. This leads to the conclusion that this sensor is an
improvement on the wire multi-point sensor.

Overall the sensor system worked as it was designed to. From the results of
testing and development it can be concluded that a conductive thread based
sensor has significantly more promise than a copper wire based sensor as it
allows better flexibility and durability. The overall sensor system solution was
still successful at interpreting the pressure into a voltage with sufficient accuracy.

Nevertheless, there are still issues to be addressed. Experiments were per-
formed with one piece of Velostat under an assumption that thickness is evenly
distributed. Further experiments need to be conducted with several pieces of
material and from different manufactures.

The sensor could provide a template for controlling relatively affordable hu-
manoid robot hands. This would be of great benefit to robotics developers and
people within the robotics education sector.
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Abstract. This paper explores the use of optical mouse sensors for
building positioning systems. A low-cost, customized optical sensor po-
sitioning system has been developed, with desirable high performance.
Unlike the traditional dead-reckoning method using rotary encoders, op-
tical mouse sensors are unacted on the errors induced by wheel slippage.
However, some research has indicated that height variations can bring
errors in 2D displacement measurements when using optical mouse sen-
sors. What’s more, the so-called error cumulative phenomenon is an in-
evitable problem to every motion positioning system. To overcome these
weaknesses, our main contributions are in two aspects. One is that a new
adaptation mechanism is presented to enhance the positioning robustness
to surface height variations. This performance enhancement attributes
to the height-variation awareness of our presented system, in addition to
the required positioning capability. The other is that a novel calibration
paradigm with the assisted landmarks is proposed to eliminate the error
cumulative phenomenon. This induced performance enhancement ben-
efits from the high-speed optic flow sensing capability of optical mouse
sensors. Experimental results are reported to validate the enhancement
capability of the presented positioning system.

Keywords: Optical flow, Mouse sensor, Position sensing, Height varia-
tion, Landmark.

1 Introduction

Nowadays more and more movable devices with intelligence can be found in our
life, such as a domestic robot, an electric wheelchair, an autonomous vacuum
cleaner and ect. A key problem for these movable devices is how to get their
position information. Only by knowing the position of the movable devices, can
these devices be able to avoid obstacles and plan path, given the importance
many approaches have been proposed. Most of the position sensing strategies
fall into three categories: beacon-based,inertial-based and vision-based. These
categories each have their own advantages and disadvantages. However, when
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some researchers turn their eyes on the optical flow method, a new way for
positioning is found.

Employing optical flow sensors for horizontal 2D displacement measurement
has been widely applied in the field of UAV (unmanned aerial vehicle) for many
years[1], [2]. Sophisticated methods[3] have been proposed to make custom-built
optical sensor positioning systems for UAVs. Since the success of using opti-
cal flow method in the area of UAV, more researchers focus on applying it to
ground devices. The idea of using optical mouse sensors to estimate the posi-
tion of movable devices such as mobile robots has been proved to be feasible.
Sungbok Kim[4], [5] and J. Palacin[6] place optical mouses on the mobile robot
to estimate the position and velocity. But the applicabilities of optical mouses
are sorely limited, conventional optical mouses need to be placed quite near to
the work surface. One aspect that uneven surfaces make the optical mouses los-
ing accuracy, another aspect that the work surfaces of movable devices are not
flat usually. In order to enlarge the reliable working interval between the optical
mouse sensor and its work surface to overcome this weakness, Robert Ross[7],
A.M. Harsha S. Abeykoon[8], etc. assemble the optical mouse sensor with new
lens which has lager focal length. Their prototype shows that the surface height
variations during the movement of optical sensors can be a crucial effect factor.
Although Robert Ross gives two approaches to mitigate the influence induced
by height variations[9], he does not propose a way to calibrate his prototype
to avoid the error accumulation. In this paper, a positioning system has been
developed to provide robust odometry for movable devices. For enhancing the
reliability of our system, artificial landmarks and multiple isomorphic optical
sensor units are used.

The remainder of this paper is structured as follows: Section 2 introduces
the implementation of a positioning system with optical mouse sensor units. In
section 3, two methods has been proposed to enhance the reliability of our posi-
tioning system. Section 4 gives experimental testing of the proposed positioning
system and the conclusion goes in the Section 5.

2 Positioning System

This positioning system has a number of optical mouse sensor units, which are
basic and vital. Every unit uses the optical flow theory to calculate the horizontal
displacement and return the displacement increments to a microcontroller. Then
the positioning system will output reliable position measurements by using the
microcontroller to process and fuse the data from all the units.

2.1 Optical Mouse Sensor Unit

To make the mouse sensor working stably at a distance from its work surface,
a new optical system with larger focal length lens and high illumination light
need to be developed. What’s more, the resolution of the restructured sensor
unit needs to be recalibrated.
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New Optical System
The working principle of mouse sensor chips is that: a CMOS camera is inbuilt
in the sensor chip to take photos of the surface under the sensor at a very high
rate; then the DSP(Digital Signal Processor) with firmware algorithms, which
are based on comparing the difference in successive imaging arrays, infers the
horizontal displacement. So the new optical system should guarantee that clear
surface pictures the with enough features can be captured. Like a camera system,
the lens needs to be carefully selected. How a lens affects the output of an optical
mouse sensor chip is shown by equation (1):

nx(y) =
np

2Htan(α2 )
vΔt . (1)

Where nx(y) is the value of the register Delta X(Y) in the mouse sensor, which
represents the counts of unit displacement in X(Y) direction, np is the number
of pixels in the imaging array in the direction of movement of the sensor, v is
the velocity in X(Y) direction, H is the distance between the lens and the work
surface under the sensor, α is the FOV(field of view) of the lens.

Sensor with lens which has larger FOV require more features in the images of
the work surface be available. And the distance(H) at which the sensor can out-
put reliable measurements will be shorter. But an advantage is that the sensor is
less susceptible to the noise induced by angular oscillations during motion. While
sensor with small FOV lens is the opposite[10]. Another important consideration
is the light intensity which the sensor requires (80 to 100 W/m2). Choosing a
lens with the larger f-stop means the illumination light of the sensor unit will
have high power consumption to provide enough light intensity.

Through experiments, the lenses which are used for cameras in video moni-
toring system are chosen for the restructured optical mouse sensor units. With
the proprietary designed base, the lens can be easily assembled and adjusted. In
order to keep the working distance between the surface and the lens at about
30mm, the lens with 8mm focal length is chosen. The FOV of the lens is 40◦

and the f-stop is 2.0. A Laser Diode with the condenser lens removed is used
for illuminating, the wavelength of the laser is 650nm. The optical mouse sensor
chip for the restructured sensor unit is ADNS-2610.

Fig. 1 (a) shows the optical mouse sensor unit which can output reliable
displacement measurements over the surface at a distance of 26-43mm. A mi-
crocontroller has been used to read out the data in the registers of the sensor.
A testing paper with specific mark is put under the unit. In Fig. 1 (b), the
pixel data from the mouse sensor chip shows that clear images of the surface are
captured, namely the sensor unit works in a valid state.

Recalibrating the Sensor Unit
Conventional optical mouses sense the position by using the value of registers
Delta X and Delta Y. To convert the increments of the register values into real
displacement, the resolution factor is needed. For the conventional optical mouse
with sensor chip ADNS-2610, the resolution is 400 CPI(count per inch)[11].
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Proprietary Base

Testing Paper

Linear Slideway

(a) The prototype (b) The pixels data read from the
unit

Fig. 1. Optical Mouse Sensor Unit

Here the resolution of the restructured optical mouse sensor unit is unknown.
Another way to calculate the displacement is using the optical flow theory. Equa-
tion (2) shows the relation between the registers value and the horizontal dis-
placement:

vΔt =
Hnx(y)

Rdh
. (2)

Where the h is the distance between the lens and the optical mouse sensor, Rd

is the designed resolution for the optical mouse, the other notations are same as
those in equation (1). And for conventional optical mouse H and h are equal.
Actually, equation (2) can be deduced from equation (1). Thus, by definition,
the resolution R of the developed unit can be calibrated by equation (3):

R =
h

H
Rd . (3)

According to the imaging principle of convex lens, h is greater than the lens focal
length but less than twice of it, H is greater than twice of the lens focal length.

2.2 Framework of Positioning System

Fig. 2 shows the framework of a system which is developed for positioning. This
positioning system can be attached to the movable devices which need to be
localized. Here the Freescale microcontroller (xs128) is used for processing data
from the developed sensor units. And the position data can be sent to an external
device for further use via a bluetooth serial port module (HC-06). More than
one optical mouse sensor unit are used in the positioning system for providing
reliable measurements.

3 Methods for Reliability Enhancement

For every position sensing system, the so-called error cumulative phenomenon
is a tough issue. What is even more unfortunate, is that the height variations
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Fig. 2. The Framework of Positioning System

can also induce errors for the system using optical sensors. In order to enhance
reliability of the positioning system mentioned above, two methods are proposed
in this section: calibration with assisted landmarks and height adaptive recali-
bration.

3.1 Method 1: Calibration with Assisted Landmarks

Using artificial landmarks are an effective way to get absolute displacement
to eliminate the error cumulative phenomenon for calibrating the position of
movable devices. Some researchers use RFID tags for mobile robot positioning
and which has been shown as a good way to lower the cumulative errors[12]. To
design artificial landmarks for calibrating measurements of the system proposed
in this paper, the main problem is how the landmarks can be recognised by
the optical mouse sensor units. Here an important value, which can be read out
from the Pixel Sum register of the optical mouse sensor, is used as a feature for
recognition. The value of Pixel Sum reflects the average pixel value of the optical
flow images. That means landmarks with different colours can be recognised by
the optical mouse sensor units.

Landmarks Selection. Experiments have been done to test the values of
Pixel Sum when the sensor units move over different surfaces. Here the blue and
the black mouse mats are chosen as artificial landmarks for giving a paradigm.
Fig. 3 shows the result. Obviously, the mats can be recognised by setting dif-
ferent threshold values of Pixel Sum. SQUAL is a parameter of surface quality,
which is provided by the optical mouse sensor. The sensor units work better over
surfaces with high SQUAL. As shown in Fig. 3, the SQUAL values of the mats
are high enough to make sure the sensor units work reliably.

Landmarks Placement. The two kinds of mats are placed on the work surface
of the positioning system in such a way, the mats are distributed at a unit interval
between each other. And the same kind of mats are in a nonadjacent format.
More specifically, as shown in Fig. 4, the space between mats is 100mm and the
size of mats is 20*20mm2.
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Measurements Calibration. The cumulative errors could be corrected in such
a way, when the positioning system senses the fist landmark, the microcontroller
will identify the landmark by the value of Pixel Sum and record the colour of the
landmark. When the device senses a landmark again (we assume the condition,
which the device misses all the 8 landmarks adjacent to the last landmark, does
not exist), the landmark should be identified once more. By comparing the two
landmarks a conclusion can be draw, if their colours are different the device must
move a unit of distance(100mm) in X or Y direction, else if their colours are same
the device must move a unit of distance in both X and Y direction. Combining
with the original displacement information from the positioning system, the
measurements of the system can be calibrated to eliminate the error cumulative
phenomenon.

3.2 Method 2: Height Adaptive Recalibration

In equation (2), to measure the horizontal 2D displacement, the distance between
the lens and the sensor work surface H needs to be known. Although H can be
measured right after the positioning system is attached to the movable device,
H will change when the movable device moves on a uneven surface. If take the
initial measurement ofH into equation (2) for calculation, errors will be induced.
In order to alleviate the errors induced by height variations, 3 or more optical
sensor units, which are placed at different height, are used in the proposed system
for sensing displacement as well as providing a height adaptation mechanism. In
this paper 3 sensor units are used as an example. Fig. 5 (a) shows the relationship
between the SQUAL values (Ssquali , i=1,2,3) which are read from a sensor unit
and the H . And the relation curves of 3 isomorphic sensor units at different
height are shown in Fig. 5 (b). The vertical interval between the adjacent sensor
units is 5mm and Sensor Unit 1 is the highest Sensor Unit 3 is the lowest. The
curve in Fig. 5 (a) is fitted by two lines. So that the height Hi (i=1,2,3) can be
calculated by Ssquali . More specifically, as shown in equation (4):

Hi =

{
c · Ssquali + e (Hi > Hmax, c < 0)
d · Ssquali + f (Hi ≤ Hmax, d > 0)

. (4)
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Fig. 5. The Relationship Between the SQUAL and H

Where Hmax as shown in Fig.5 (a) is the distance between the lens and
the work surface of the sensor unit, which can make the SQUAL value reaching
the peak. Hmax is also the initial interval between the lens of Sensor Unit 2
and the work surface, when the positioning system is attached to the movable
device. The values of c, d, e, f are connected with the work surface type. To com-
pare Hi with Hmax, the state of Ssquali during the height changing can be used.
As shown in Table 1:

Table 1. The relationship table of Ssquali and Hi

The state of
Hi

Ssqual1 Ssqual2 Ssqual3

Reduces Reduces Rises H1 > Hmax

or H2 > Hmax

Rises Rises Reduces H3 ≤ Hmax

Reduces Rises Rises H1 > Hmax

or H2 ≤ Hmax

Rises Reduces Reduces H3 ≤ Hmax

Rises Rises Rises The surface quality changes, parameters
(c, d, e, f) in equation (4) should be
changed according to the surface type.

or

Reduces Reduces Reduces

Furtherly, take Hi and the Delta X(Y) register value (nx(y)) of Sensor Unit i
into equation (5), the displacement of the positioning system in X(Y) direction
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can be deduced:

Dx(y),i =
2.54Hi

400h
nx(y) (cm). (5)

Where, Dx(y),i is the displacement in X(Y) direction measured by Sensor Unit
i.

When using this method, we assume the distance H never exceeds the range
of 26-36mm. Namely, if the type of surface does not change, the SQUAL values
of all the sensor units will not have an accordant variation.

To fuse the measurements of every sensor units, a weighted fusion method has
been shown with good results[9]. Here, the results from all the sensor units are
weighted by a matrix W to get a reliable measurement Dx(y). More specifically,
as shown in equation (6):

Dx(y) = WD (6)

where,

W =
[

Ssqual1∑
3
i=1 Ssquali

Ssqual2∑
3
i=1 Ssquali

Ssqual3∑
3
i=1 Ssquali

]
, (7)

D = [Dx(y),1 Dx(y),2 Dx(y),3 ]
T . (8)

When the device moves on an uneven surface, the interference from those sensor
units which are not working at a suitable height can be minimise by using the
weighted matrix. In the following section experimental testings are used to assess
the methods proposed above.

4 Experimental Testing

For improving accuracy, a linear slideway with a proprietary holder on it is used
as the experimental equipment.

4.1 Analysis of the Optical Mouse Sensor Units’ Performance

To analyze the performance of the restructured sensor units prototype, a single
unit was attached to the holder on a linear slideway, as shown in Fig. 1 (a). The
unit was moved back and forth over a 150mm long black mouse mat in the X(Y)
direction of the sensor, with the values of SQUAL and Delta X(Y) recorded then
repeated 20 times. Then the steps above were repeated over a green mouse mat
and the tile floor. The results are shown in Table 2:

The largest relative error is 13.4mm over a 150mm track and the largest
RMSE (root mean square error) is 10.914mm. With the SQUAL value of the
work surface decreasing, the measurement errors increase. On the whole, the
sensor unit has a similar performance with the conventional optical mouse.
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Table 2. Performance test for the optical sensor unit

H=31 , Surfaces (The real displacement is 150mm)

h=9.5 (mm) Black mouse
mat

Blue mouse mat Tile floor

SQUAL 130 132 78

Delta X 714.30 722.55 684.90

Dx (mm) 148.0 149.7 141.9

RMSE X (mm) 2.469 1.008 8.258

Delta Y 696.75 718.60 671.45

Dy (mm) 144.3 148.9 139.1

RMSE Y (mm) 6.004 1.426 10.914

4.2 Experimental Testing for Method 1

To validate the effectiveness of using landmarks for measurement calibration,
the experiment was implemented in such a way: a single unit was attached to
the holder on a linear slideway , as shown in Fig. 6 (a), the mouse mats as
landmarks were placed on the ground under the sensor unit, the space between
mats is 100mm and the size of mats is 20*20mm2; the whole length of the
track is 240mm; the unit was moved back and forth for 30 times, every time
when the sensor reached at both ends of the track the absolute relative errors
were calculated and recorded. For the first time, no algorithms of landmarks
recognition and errors correction were used. For the second time, algorithms
of Method 1 were used. the results are shown in Fig. 6 (b). As shown, the
measurements were calibrated by using Method 1 so that the absolute relative
errors did not increase all the time.

0 mm

240 mm

20 mm20mm

100 mm

100 mm

(a) The experimental deployment for testing
Method 1

(b) The absolute relative errors
which are calculated while the sen-
sor unit moving back and forth along
a 240mm track

Fig. 6. Experimental Testing for Method 1
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4.3 Experimental Testing for Method 2

To test the efficacy of the proposed positioning system, a prototype system
consists of 3 optical mouse sensor units was placed on a linear slideway. To
make sure the surface has enough features, a special paper was used as the work
surface under the sensor units. Obstructions were placed on the surface, each
obstruction has a certain thickness to make the surface under the sensor uneven.
The sensor units were placed at different height and the vertical interval between
the adjacent sensor units is 5mm. Sensor Unit 1 is the highest and Sensor Unit
3 is the lowest. More specifically, as shown in Fig. 7. The device was moved
along a 450mm track for 20 times. Each time the measurements from all the
sensor units and the measurements by using weighted fusion method(equation
(6)) were recorded. What is different is the first 10 times we did not use Method
2 to recalibrate the H of each sensor units, the results are shown in Fig. 8 (a).
The last 10 times SQUAL values were used for height recalibration, the results
are shown in Fig. 8 (b). More numerical results are given in Table 3.

Obstructions with Different Thicknesses

Sensor Units

5 mm
5 mm

Linear Slideway
(with a stopper at 450mm)

Fig. 7. The experimental deployment for testing Method 2
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Fig. 8. Experimental results by using Method 2
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Table 3. Experimental results of the positioning system

Measurement unit is mm Average
measurement

RMSE Maximum
relative error

Without hight
recalibration

Sensor Unit 1 472.20 24.23 39

Sensor Unit 2 468.20 18.37 21

Sensor Unit 3 308.30 141.79 151

Positioning
System

453.00 8.01 14

With hight
recalibration

Sensor Unit 1 453.10 5.47 10

Sensor Unit 2 440.30 10.23 17

Sensor Unit 3 382.60 67.60 77

Positioning
System

454.10 4.89 7

As shown in Fig. 8 (a), although the measurements by fusing the data from
all the sensor units are close to the real value, the measurements from each units
are shown to be not reliable. As shown in Fig. 8 (b), by using Method 2, the
measurements from every sensor units become closer to the real value. Naturally,
the fusion results become more reliable with smaller fluctuations around the real
value.

5 Conclusion

In this paper, using optical mouse sensors for positioning is discussed. The way
of using optical mouse sensor to make a high-performance sensor unit has been
proposed. The sensor unit prototype has been shown to have a wider applica-
bility in movable device positioning than the conventional optical mouse. The
experimental testing results show that the unit can work at 26-43mm from its
work surface with accurate measurements generated. Then a positioning system
consists of the sensor units, a microcontroller and a bluetooth serial port module
is introduced. For enhancing the reliability of this system, 2 methods are pro-
posed to mitigate errors. Assisted artificial landmarks can be used to calibrate
the positioning system with the error cumulative phenomenon being eliminated.
Fusing the data of 3 sensor units, which are put at different height, helps to mit-
igate the errors induced by height variations. This low-cost, compact positioning
system can be using for any application where the position detection is needed.
In practical use, attaching the device to objects for position sensing is underway.
A smart environment can be made by everything is able to sense its position in
the environment.
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Abstract. This paper focuses on developing a novel tactile sensor to be used in 
a prosthetic hand. A novel structure of combining an elastic steel sheet and a 
piezoresistive gauge is designed and fabricated by the hybrid method of the 
traditional machining process and the MEMS technology. Normal force loading 
tests by applying force from 0 to 15N and 0 to 0.1N are performed respectively 
to obtain the preliminary characterization of the designed sensor. The results of 
the testing experiments show the good linearity, sensitivity and hysteresis of the 
sensor. The sensor is mounted on the fingertip of a commercial prosthetic hand 
and covered by polydimethylsiloxane (PDMS)，which can be tested for further 
application. 

Keywords: Tactile sensor, prosthetic hand, piezoresistive, hybrid, MEMS. 

1 Introduction 

Prosthetic hand is widely investigated by different research groups and at the same 
time commercial prostheses are also available in the market. However, most of the 
commercial prostheses have no or just simple on/off tactile sensor, which makes the 
manipulation less flexible and the function less reliable. Besides, the tactile sensors in 
the past researches usually have complex mechanical structures and rigorous 
fabrication process, which limit their further applications on the prosthetic hand. 

So far, several kinds of tactile sensors have been developed based on the principles 
of piezoresistive [1-3], capacitive [4-5], piezoelectric [6-7], optical [8] methods and 
etc. The silicon based piezoresistive sensors have the high sensitivity and small sizes 
with well established design and fabrication techniques. However, the sensor 
elements (especially the silicon elements) are usually fragile [9] which decreases the 
reliability of the sensory system. Hence, taking advantages of the good qualities, it is 
meaningful to improve the robustness of the silicon based tactile sensors for their 
integration on prosthetic hands. 

Considering the requirements of commercial prosthetic hands such as high 
reliability, low expense and good static force sensing ability, this paper presents an 
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easily fabricated silicon piezoresistive sensor，combining with a simple mechanical 
structure, which performs in a reliable way under comparatively large load in addition 
to high sensitivity, high linearity and low hysterisis of force measurement. As the 
force sensing range for human hand perception is about 0.1N-10N [10], the maximum 
indenting load is set as 15N for the safety of potential overloading and the minimum 
one as 0.1N in the testing experiments. 

2 Sensor Design 

The sensor consists of three parts as illustrated in Fig. 1, the metal framework, the 
silicon gauge and the flexible printed circuit board (FPCB). The metal framework, 
which is U-shaped at the y-z cross section，has a 0.3mm thick square elastic sheet 
with two 0.9mm thick supporting braces. The sheet’s width is 15mm which is 
designed to fit the thumb of the prosthetic hand (SJQ18-G, Danyang, China). The 
metal framework’s material is a kind of stainless steel, 17-4ph with Young’s modulus 
as 197Gpa and Poisson ratio as 0.3. 

The metal framework has two braces used to be fixed in the thumb of the 
prosthetic hand, which ensures the reliable mount and the proper space between the 
rear surface of the steel sheet and the thumb，protecting the fragile silicon gauge. As 
the other two sides of the metal sheet are free, the sheet is prone to deform along the y 
direction. 

 

Fig. 1. Sensor structure. (a) A schematic of the sensor structure. (b) An exploded view diagram 
of the sensor (○1 the steel sheet, ○2 the silicon gauge, ○3 the FPCB). (c) Dimensional drawing of 
the silicon gauge. (d) Photograph of the sensor. 
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On the center of the rear surface of the steel sheet is the piezoresistive silicon 
gauge with the main mechanical features and dimensions shown in Fig. 1(c). The 
whole silicon gauge is symmetrical about the vertical centerline which can be divided 
into two independent parts with the initial resistance as 3.4 kΩ for each side. The grey 
parts are the silicon piezoresistors all of which align in the y direction in order to 
make the piezoresistors gain the maximum sensitivity. The width of the each 
piezoresistor is 24μm and the length has two values, 280μm and 440μm respectively. 
The yellow parts are the pads, among which the three one in the center are defined for 
welding the golden wires and the others mainly as the joints between the nearby 
parallel silicon piezoresistors. 

In order to reserve the mounting space for the silicon gauge, the FPCB is hollow in 
the center with a tailor-like strip containing three leads. Thanks to the golden wires 
between the pads on the silicon gauge and the wire leads on the FPCB, the gauge is 
easily connected to the external processing circuitry. 

By means of the finite element analysis (FEA) simulation tool (ANSYS 
Workbench 14.5), the mechanical stress in the silicon device is simulated. The stress 
is evaluated to prove the safety of the silicon gauge after deformation. Therefore, the 
force is only set at the maximum value as 15N (redundant compared to 10N) to obtain 
the maximum stress. As the silicon gauge is fixed on the steel sheet, its deformation is 
mainly up to the steel sheet deformation. Thus, the model of the simulation can 
completely ignore the influence of the silicon gauge and the FPCB. The model also 
simplifies the structure as a total flat sheet and fixes the five degrees of freedom 
(DOF) in two opposite edges except the DOF rotating around each edge. The force is 
uniformly applied on the rod indenter that contacts the surface of the sheet and 
transfers the force. Since the main deformation is along the y-axis direction in which 
the piezoresistors longitudinally align, only the y-axis normal stress is cared about. 
The FEA outcomes are shown in Fig. 2. On the rear surface of the strain steel, the 
stress is tensile when the force is applied. From Fig. 2(b), the area around the center 
(especially the red parts) is quite different from the regions nearby due to the 
singularity region in which the edge of the indenter base contacts the steel sheet. The 
maximum y-axis normal stress (though related to the singularity region) around the 
center is about 380.89 MPa which is far less than the silicon yield stress (2.8-7 GPa) 
[11], thus the silicon gauge is quite safe under this design. 

 
Fig. 2. FEA outcomes with an applied force of 15N. (a) The FEA model. (b) The distribution of 
the y-axis normal stress on the rear surface of the steel sheet. 
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3 Sensor Fabrication 

The metal framework is grinded from a steel block before being polished to get a 
0.3mm thick sheet and two 0.9mm thick braces. And the silicon gauge is fixed on the 
rear surface of the steel sheet by the technology of glass sintering. Around the gauge, 
the FPCB is glued on the surface. Using the ultrasonic bonding machine, the golden 
wires are connected to the FPCB and the silicon gauge respectively. 

The sensing elements have been fabricated with an SOI wafer based on the dry 
etching technology. The SOI wafer is p-type, doped with boron with a <110> surface 
orientation. Fig. 3 illustrates a SEM image of the fabricated sensor. 

 

Fig. 3. SEM picture of the silicon gauge structure 

4 Preliminary Characterization Experiments 

In order to investigate the measuring ability of the silicon sensor, preliminary 
characterization experiments have been performed. The signal conditioning circuitry 
and the testing platform have been set up; the sensor mounting and packaging on the 
prosthetic hand have been tried. 

4.1 Read out Electronics 

A Wheatstone bridge circuit is set up for each piezoresistor (initial resistance about 
3.4 kΩ) independently, which produces an output voltage proportional to the 
resistance change ΔR/R in the piezoresistors. In the Wheatstone bridge, there are two 
resistors R1, R2 with precise resistance of 3.4 kΩ and a variable resistor Rvar used to 
adjust the initial offset level to zero. The bridge output signal is then led to an 
operational amplifier (AD620，Analog Devices) with the adjustable amplifier gain A 
from 1 to 10000. The final output signal is measured by a data acquisition (DAQ) 
card (NI 6343, National Instruments) which is connected to a computer. The input 
voltage is Vin =5.0 V while the output voltage Vout is controlled under 5.0 V to fit 
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the measurement range of the DAQ card. Considering a balanced bridge where 
R1=R2=Rvar=R, the output voltage Vout is 

out in in
R R

V AV AV
4R 2 R 4R

Δ Δ= ≈
+ Δ

 (1)

4.2 Experimental Set-Up 

The characterization apparatus is shown in Fig. 4. It consists of a three-axial motion 
platform, a sensor mount platform, a link block, a three-axial force sensor, a signal 
conditioning electronic circuit board, a data acquisition card and a computer for data 
acquisition and analysis. 

The three-axial force sensor (FC3D50-50N, Force China) is fixed on the three-
axial motion platform (M-VP-25XA-XYZL, Newport) through a link block. And a 
rod indenter is also screwed into the force sensor. Thus, the indenter can move 
precisely in three-axial direction, by which a force can be loaded at a proper location 
of the designed sensor. The force value is obtained by the three-axial force sensor 
whose measurement range is from -50N to 50N with precision as 0.01N. The three-
axial motion platform can drive the indenter at the max range of 25 mm in each 
direction and the lowest speed at 1 μm/s. Thus, a precise force variation can be 
obtained by the motion control of the platform. 

 

Fig. 4. (a) A schematic of the testing system; (b) Photograph of the force loading system (○1 the 
three-axial motion platform, ○2 the link block, ○3 the three-axial force sensor, ○4 the rod 
indenter, ○5 the designed sensor, ○6 the sensor mount platform). 
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The diameter of the rod indenter is 3mm. A force is loaded when the indenter 
contacts the surface of the steel sheet. It can be assumed that the force loaded on the 
metal sheet is uniformly distributed at the circle contact area. 

Normal load tests will be performed to analyze the mechanical properties of the 
sensor. In order to get the maximum deformation of the steel sheet under the same 
load, the load area is confirmed to be near the center of the upper surface of the metal 
sheet. As both the axis and the motion direction of the indenter are perpendicular to 
the surface of the metal sheet, the shear force can be ignored and only the normal 
force is considered. 

Before the loading of the force, the target position of the indenter should be 
determined. Firstly, the three-axial motion platform is manually driven to locate the 
center of the indenter base at one of the vertices of the square steel sheet and only a 
small offset vertically. Secondly, the motion platform is automatically driven at the 
displacement of 7.5 mm (half of the width of the steel sheet) in both x and y 
directions. Thirdly, the motion platform is automatically driven again, but only in the 
vertical direction, at the speed of 0.01 mm/s to load the force. The measurement value 
of the loading force from the three-axial force sensor can be monitored in the 
interface of the SignalExpress (Version 2011, National Instrument). If the force value 
is beyond the planned one, the motion can be aborted immediately through the motion 
control interface in the PC. Therefore, the automatic motion of the platform can be 
easily controlled to obtain a proper force value. Considering the requirements of the 
contact force in the human hand of grasping objects, the maximum force to load is set 
at 15N and 0.1N respectively.  

Afterwards, the sensor is tried to be mounted on the commercial prosthetic hand 
for further testing experiments such as grasping tests. The inside of the two braces of 
the sensor is glued to the lateral sides of the thumb of the prosthetic hand. In addition, 
the rear side of the steel sheet keeps a normal distance from the fingertip of the thumb 
to protect the silicon gauge. Then a flexible layer packaging follows by using the 
packaging material polydimethylsiloxane (PDMS) at 10:1 of monomer to curing 
agent and a designed mould with the chamber shaped like a humanoid thumb. Fig. 5 
shows the final image of the sensor mounted on prosthetic hand with the elastic cover. 

 

Fig. 5. Photograph of the sensor mounting and packaging on the prosthetic hand 
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5 Experimental Results and Discussion 

The continuous normal load tests have been performed when an applied force is 
increasing from 0 to 15N and decreasing back to zero at a constant translational speed 
of 0.01mm/s along the z direction. These tests have been repeated five times to make 
sure the reliability of the system. 

Typical sensor outputs ΔR/R in response to the force loading and unloading are 
plotted in Fig. 6. Using the linear regression technology, the linear fitting lines are 
also plotted in Fig. 6. The resulting sensitivity is 0.0047N-1 for loading and 0.0046N-1 
for unloading. The coefficient that quantifies the linearity of the curve is 0.999 for 
both loading and unloading, very close to one, which means good linearity. The 
maximum hysteresis is 0.0015 happened at the zero force loading moment, which is 
also low compared to the sensitivity. 

The set-up of the minimum normal load tests is the same as the tests mentioned 
above except the applied force from 0 to 0.1N. In Fig. 7, typical sensor resistance 
response to the force loading and unloading is plotted. There is an instant response 
when the applied force steps up to 0.1N or down to 0. The resistance change value to 
the force step is about 5Ω which is not large enough for reliable force discrimination 
but expected to be improved following the sensitivity improvement. 

 
Fig. 6. Hysteresis cycle for one piezoresistive gauge. The linear fittings of loading response and 
unloading response are also plotted. 
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Fig. 7. Minimum load tests results with applied force as low as 0.1N 

6 Conclusions and Future Work 

A silicon based tactile sensor with a novel structure has been designed and fabricated. 
The testing experiments by indenting at the center of the steel sheet has been 
performed which proves the high reliability of this sensor. Meanwhile, the tests 
indicate the good measurement ability that the force range effectively measured is 
from 0.1N to 15N with the high linearity, high sensitivity and low hysteresis. In the 
last, the sensor is well mounted on the commercial prosthetic hand and packaged by 
the PDMS layer, which will be used for further application of the sensor integration 
on the prosthetic hand. 

Future work will consist in the optimization of the geometric structure of the 
sensor to improve the sensitivity more and the development of the silicon gauge array 
integrated on the steel sheet. Moreover, the testing experiments of indenting on 
different regions of the steel sheet and the influence of the PDMS layer covered on 
the sensor will also be performed. 
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Abstract. In this paper, a novel compliant magnetic tactile sensor which can 
measure both normal and shear force is proposed. The sensor is composed of an 
elastic dome with a cylindrical permanent magnet bonded to the internal surface 
and a 3-axis anisotropic magneto resistive(AMR) chip fixed on the rigid 
substrate. Output voltages of AMR chip change with the displacement of 
magnet when the elastic dome deforms by contact. The measurement of a 
prototype sensor shows that the full-scale ranges of detectable forces are about 
4N, 4N and 20N for the x-, y-, and z-directions, respectively. In this ranges, 
output voltages change linearly with the contact forces. 

Keywords: 3-D tactile sensor, magnetic, AMR, compliant. 

1 Introduction 

The tremendous development of robotic and prosthetic hand has proposed great 
demands for tactile sensing[1]. Tactile sensors that can be mounted on the curved, 
deformable fingertips and capable of multi-axis force measuring are paid more and 
more attentions. By providing information about the both normal and shear 
components of the contact forces at the digit-object interface, contact conditions could 
be gathered in detail and used to improve manipulation[2-3]. 

So for, several kinds of multi-axis force tactile sensors have been developed based 
on the principles of piezoresistive [4-5], capacitive [6], piezoelectric [7], optical [8] 
methods and etc . Most of the previous multi-axis force sensors have been fabricated 
using MEMS. They provide good resolution and sensitivity, but they are not suitable 
for mounting on the curved, deformable fingertips because of the rigid substrate. 
Recently, flexible sensors have been developed to allow the mounting of the sensor on 
curved surfaces[9-10].However, these sensors cannot detect shear forces and their 
delicate electronic components are vulnerable to damage when mounted directly on 
gripping surfaces. 

                                                           
* Corresponding author. 



 Development of a Compliant Magnetic 3-D Tactile Sensor with AMR Elements 485 

Here we describe a magnetic type tactile sensor that is sensitive to the range of 
normal and shear forces encountered in robotic and prosthetic hand applications. 
Because of the characteristic of magnetic field, the sensitive element (permanent 
magnet) and signal detecting chip of the tactile sensor can be separately mounted on the 
elastic layer and rigid substrate. In this way, the tactile sensor will be robust and easy to 
repair.  

2 Sensor Design  

Fig.1 illustrate the conceptual diagram of the proposed structure of 3-D tactile sensor. It 
is mainly composed of an elastic dome, a cylindrical permanent magnet and a 3-axis 
anisotropic magneto resistive(AMR) chip .The dome is made of elastic material so that 
the tactile sensor could have compliance and softness characteristics. In parallel, dome 
structure with curved geometry can increase the portion of load gathered by the tactile 
sensor in case of contact with a planar surface[11]. The elastic dome has a flat top face 
in inner surface for the magnet to be bonded to. The 3-axis AMR chip is fixed on the 
rigid substrate, sharing the same axis with the magnet.  

When a force is applied on the top, the elastic dome deforms causing the 
displacement of the permanent magnet. The resistance of AMR chip in X, Y and Z axis 
change with the displacement of the magnet. By detecting the variation of the 
resistance, normal and tangential forces applied can be obtained. 

 

 

Fig. 1. (a) 3D design of the tactile sensor. (b) Schematic showing a cross section of the sensor.  
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PCB by bolt. Thirdly, the permanent magnet was bonded to the top face in inner surface 
of the elastic dome by glue. Fourthly, the elastic dome with magnet was glued to the 
aluminum plate. In assembling, the magnet and the AMR chip should be mounted 
in-line to reduce initial offset of output signals. Location holes in PCB and aluminum 
plate were used for aligning. The assembled prototype is shown in Fig.2d. 

4 Preliminary Characterization Experiments  

In order to investigate the ability of the sensor to measure both normal and shear forces, 
preliminary characterization experiments have been performed. The signal 
conditioning circuitry and the testing platform have been set up. 

4.1 Signal conditioning 

The 3-axis AMR chip contains three orthogonal arranged 4-element Wheatstone 

bridges(Fig.3). The output voltage of every bridge is 

1out bV S B V= × × . (1)

where S is the sensitivity of  HMC1053, B is the magnetic flux density, Vb is the input 
voltage. 

The bridge output signal is then led to an instrumentation amplifier(AD623, Analog 
Devices, USA ).The amplifier gain G can be adjusted from 1 to 1000. Thus the output 
of the circuit is  

( )out b refV G S B V V= × × × +  (2)

where G is the amplifier gain ,Vref is the reference voltage. 

 

Fig. 3. Diagram of the signal conditioning circuit 
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4.2 Experiment Set-Up 

The characterization apparatus is shown in Fig.4. It consists of a three-axial motion 
platform(M-VP-25XA-XYZL, Newport, USA), a link block, a three-axial force 
sensor(FC3D50-50/50/50N,Shanghai Forcechina Measurement Technology Co., Ltd, 
China), a rod indenter with flat head, a data acquisition card and a PC for data 
acquisition and analysis. 

The three-axial force sensor is fixed on the three-axial motion platform through a 
link block. The indenter is screwed into the three-axial force sensor. Thus, the indenter 
can move precisely in three-axial direction by which vertical force and tangential force 
can be applied to the proposed tactile sensor. The three-axial force sensor whose 
measurement range is from -50N to 50N with precision as 0.01N for all x-,y-,and 
z-axes is used to monitor the applied force vector precisely. The three-axial motion 
platform can drive the indenter at the max range of 25 mm in each direction and the 
lowest speed at 1 μm/s. Thus, a precise force variation can be obtained by the motion 
control of the platform. The diameter of the rod indenter head is 20mm. 

 

 

Fig. 4. (a) A schematic of the testing system; (b) Photograph of the force loading system (�1 the 
three-axial motion platform, �2 the link block, �3 the three-axial force sensor, �4 the rod 
indenter, �5 the designed sensor, �6 the sensor mount platform) 
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Normal load tests and Shear load tests will be performed to calibrate the proposed 
tactile sensor. In the normal load tests, the three-axial motion platform is firstly 
manually driven in all x-, y-, and z-directions to locate the indenter directly over the 
elastic dome and then automatically driven in the vertical(z axis) direction only at the 
speed of 0.01mm/s to load normal force. The loading forces from the three-axial force 
sensor can be monitored in the interface of the SignaExpress (Version 2011, National 
Instrument). The motion is manually stopped immediately through the motion 
controller when the maximum force is reached. The maximum force load is set at 20N, 
4N,4N for the x-,y-,and z- directions. In the shear load tests, the normal force is kept in 
constant and then the motion platform is automatically driven in the horizontal (x or y 
axis) direction to apply tangential force.  

5 Experimental Results and Discussion 

5.1 Normal Load Tests 

The continuous normal load tests have been performed when an applied force is 
increasing from 0 to 20N at a constant translational speed of 0.01mm/s along the z 
direction.  

Typical sensor outputs Vx, Vy and Vz in response to the force loading are plotted 
in Fig.5. The slope of curve Vz is 0.058V/N while the coefficient of determination is 
0.997, showing a high linearity of the sensor repose.  

 

Fig. 5. Normal loading response of the tactile sensor  

5.2 Shear Load Tests 

Preliminary tangential tests have be carried out by keeping normal force Fz at 15N 
and moving the motion platform in x axis direction to continuously increase the 
tangential force Fx from 0N to 4N.  
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Fig.6 shows the sensor outputs Vx, Vy and Vz in response to the force loading. 
The slope of curve Vx is 0.078V/N while the coefficient of determination is 0.98, 
showing a high linearity of the sensor repose. 

 

Fig. 6. Tangential loading response of the tactile sensor  

6 Conclusions and Future Work 

A magnetic 3-D tactile sensor has been designed and fabricated. The normal load and 
shear load tests has been performed. Tests results indicated that the fabricated sensor 
can separate the normal and shear force. For an applied normal force between 0 and 
20N, the sensitivity is 0.058V/N with a linearity of 99.7%. For an applied shear force 
between 0 and 4N, preliminary tangential tests show a shear sensitivity of 0.078V/N 
with a linearity of 98%. 

Due to the assembling error and  magnetic flux density distribution character of 
the magnet, tactile sensor exhibit coupling characteristic for three dimensional forces, 
as shown in Fig.6. It is necessary to perform uncoupling treatment, like magnet 
location, to solve this problem in future. Moreover, future work will consist in the 
integration with a multi-fingered robot or prosthetic hand.   
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Abstract. Elastic-dynamic analysis of a scraping paste mechanism for screen 
printing is carried out in this paper to improve the printing quality during the 
deposition process. Based on finite element method, Kineto-Elasto 
dynamic(KED) assumption and Lagrange equation, the elastic dynamic model 
of the scraping paste mechanism is established firstly. Comparing the natural 
frequencies of the system obtained by two methods, the effectiveness of the 
proposed modeling method is verified. Moreover, the sensitivity of dynamic 
displacement is also obtained by the direct differential method. Then the elastic 
deformation subjected to the length of the effective sliding shaft, the section 
diameter and the printing pressure is investigated by numerical simulation in 
Matlab. The results show that, the elastic deformation of the sliding shaft is not 
a constant during the printing process, but increases in non-linear along with the 
increase of the length of the effective sliding shaft, decreases along with the 
increase of the section diameter. As the printing pressure rises, its elastic 
deformation also increases in non-linear. The results provide necessary 
information and guidance for process parameters optimization, structure 
improvement to achieve high accuracy printing. 

Keywords: screen printing, scraping paste mechanism, dynamic analysis, KED 
method. 

1 Introduction 

Silicon solar cell is a semiconductor electron device, which can effectively absorb 
solar radiation and convert it into electrical energy, widely applied in all kinds of 
lighting and power-generation system. Screen printing is an important process for 
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silicon solar cells production and the printing quality (thickness, width, accuracy, 
shape, etc) influences the quality of silicon solar cell. The scraping paste mechanism 
is one of the key mechanisms of screen printing equipment for silicon solar cells and 
its dynamic performance has direct impact on the printing quality. Scraping paste 
mechanism is usually designed or improved only according to suppressing the paste 
scraped from the front to the back or from the back to the front during the deposition 
process, while the influence of the elastic deformation of the mechanism is usually 
ignored. So there are some differences between the ideal model and the actual 
situation. Therefore, in order to improve the quality of the printed paste on silicon 
solar cell and realize high accuracy and robust printing, it is necessary to analyze the 
elastic deformation of scraping paste mechanism according to various factors during 
the paste deposition process. 

Kineto-Elasto dynamic (KED) analysis [1] is used to solve the mechanical system 
dynamics problems, especially the problems of the elastic deformation of the 
mechanism and joint. One of main applications of KED is to analyze the elastic 
motion response of a mechanical component, while its motion law is determined [2]. 
In recent years, some explorations were done in this area. Hu [3] has presented 
dynamic analysis of a novel 2-DOF high-speed parallel manipulator and used KED 
method to establish the dynamic equation. Zhang [4, 5] has researched the elastic 
dynamic of linkage mechanism, considering the coupling between the rigid body 
motion and the elastic motion. Using finite element method and KED method, 
dynamics analysis of the flexible crane system of the heavy travelling overhead 
working truck has been carried out by Du [6]. 

In this paper, the KED analysis of the scraping paste mechanism of the printing 
equipment for silicon solar cells is carried out. Firstly the mechanism model is simplified 
and its elastic dynamic model is established by finite element method, KED method and 
Lagrange equation. And the effectiveness of the proposed modeling method is verified by 
comparing the natural frequencies of the model obtained by two methods. The sensitivity 
of the dynamic displacement is obtained by the direct differentiation method. With the 
actual structure and motion parameters, the elastic deformation of the scraping paste 
mechanism is investigated by numerical simulation in MATLAB. 

2 Simplification of Mechanism Model 

The scraping paste mechanism of the printing equipment for silicon solar cells is 
mainly composed of a servo motor, a ball screw, tow sliding shafts and squeegee 
parts, etc, as shown in Fig. 1. 

During scraping the paste and the deposition process, according to the snap-off 
distance (the distance between the screen and the substrate) and calibrated pressure, 
the squeegee is driven to press the screen down into line-contact with the substrate 
(silicon wafer) by the motor or the air cylinder mounted internally. Then the sliding 
shafts and the squeegee are driven to traverse across the screen, pushing the paste 
through the screen image onto the substrate. After the squeegee separates from the 
screen, a metal flood blade travels back over the screen, spreading the paste ready for 
the next print cycle. 
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Fig. 1. Diagram of the scraping paste mechanism 

During scraping the paste process, the squeegee is driven to press the screen with a 
force downward  usually named printing pressure and larger than 60 N. Due to the 
reaction, the squeegee and the sliding shaft receive a force upward, which is equal to 
the printing pressure. As a result, elastic deformation of the sliding shaft like a 
cantilever beam occurs, which affects the stability of the printing quality in practice 
during the deposition process. Obviously, the maximum deformation of the sliding 
shaft occurs at the end point of the sliding shaft. To simply the model, the sliding 
shaft can be treat as a cantilever beam with a lumped mass on the terminal, as shown 
in Fig. 2. According to theoretical mechanics [7] knowledge, it is evident that the 
terminal of the sliding shaft is acted by a force F upward and an anticlockwise 
moment M. As the sliding shaft moves in horizontal, the length of the effective sliding 
shaft (cantilever beam) increases or decreases. 

3 Establishment of the Elastic Dynamic Equation 

The elastic dynamic equation of the sliding shaft of scraping paste mechanism is 
established by finite element principle, KED method. Its procedures are as follows: 
First of all, the space beam element is used to simulate the sliding shaft of scraping 
paste mechanism. Then, choosing displacement modes and establishing the 
generalized coordinates, dynamic equations of the beam element are derived by 
Lagrange equation. Finally, the total dynamic equations are formed by assembling the 
entire elements according to the compatibility at the nodes [8-9]. 

3.1 Spatial Finite Element Model  

The sliding shaft of scraping paste mechanism is simulated by the beam element. In 
this paper, space beam elements with circular cross section are chosen as the basic 
element model, as shown in Fig. 3. The space beam element has two nodes with i, j 
respectively. i-xyz is the element coordinate system. The axial forces which exert at 
nodes i and j are denoted as FNi and FNj respectively. FQyi, FQyj, FQzi, FQzj stand for the 
shear forces in y and z direction. Mxi, Mxj denotes the torques. Myi, Myj, Mzi, Mzj 
denotes the bending moments around y and z axis. 
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Fig. 2. Force diagram of the sliding shaft 

 

Fig. 3. Model of space beam element 

Assuming that the axial, lateral (two direction), torsion deformations of the space 
beam element occur, then δ = [u1 v1 w1 θx1 θy1 θz1 u2 v2 w2 θx2 θy2 θz2]

T  can be denoted 
the vector of the beam element in the generalized coordinate, where u1, u2 is the axial 
deformation displacements of nod i and nod j respectively, v1, v2 are the lateral 
deformation displacements of two endpoints along y axis, while w1, w2 along z axis, 
and θx1, θx2, θy1, θy2, θz1, θz2 are the elastic angular displacements of two endpoints  
around the x-axis, y-axis and z-axis. The elastic displacements along the x-axis, y-axis 
and z-axis and the elastic angular displacements around the x-axis, y-axis and z-axis 
are denoted as u, v, w, θx, θy, θz respectively. It is assumed that the axial deformation 
displacement u and the torsion angle θx are linear functions of x, and the lateral 
deformation displacements v and w are expressed by cubic polynomial about x, using 
the boundary condition of elements. 

When the sliding shaft is moving in horizontal, because elastic displacement of the 
element is very small, the coupling effect of rigid motion and elastic deformed motion 
can be neglected. So, the absolute speed is superposition of rigid motion speed and 
elastic deformed speed at any point on the element. Let δr=[xi yi zi θx θy θz xj yj  zj θx θy 
θz]

T, and it represents rigid motion displacement of the element, where xi, yi and zi are 
rigid body displacements of the element at node i along the x-axis, y-axis and z-axis 
respectively, θx, θy and θz are rigid body angular displacements of the element around 
the x-axis, y-axis and z-axis respectively, xj, yj and zj are rigid body displacements of 
the element at node j along the x-axis, y-axis and z-axis respectively. Then, the speed 
of any point on the element can be expressed as: 

a r a r

a r a r

r r r r

r r r r

= + = +⎧
⎪ = + = +⎪
⎨ = =⎪
⎪ = =⎩ x

x x x

u v

w x θ

u u u v v v

w w w θ θ θ

u N δ v N δ
w N δ θ N δ

 (1)
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where au , ru  and u  are the absolute speed, rigid body speed and elastic speed in the 

x direction respectively, while av , rv and v  in the y direction and aw , rw and w  in 

the z direction, axθ , rxθ and xθ  are absolute angular velocity, rigid body angular 

velocity and elastic angular velocity around the x direction, respectively. 

3.2 Dynamic Equations of the Element  

Before dynamic equations of the beam element are derived by Lagrange equation, it is 
necessary to calculate kinetic energy and strain energy of the element. 

3.1.1   Kinetic Energy of the Element 
Assuming that the mass of the element gathers at the neutral line, namely x axis. 
Then, kinetic energy of the element includes its translational kinetic energy and 
rotational kinetic energy around its axis can be written as [8]: 

( )2 2 2 2

0 0

1 1

2 2

l l

a a a p aA dx I dxρ ρ= + + +∫ ∫ xT u v w θ  (2)

where l is the element length, ρ is the element density, A is the element cross sectional 
area, Ip is the element cross sectional polar moment of inertia. 

Substituting (1) into (2), we have 

( ) ( )T1

2 r r= + +eT δ δ M δ δ  (3)

where Me is mass matrix of the element, and T T

0 0

l l

pA dx I dxθ θρ ρ= +∫ ∫ x xeM NN N N . 

3.1.2   Strain Energy of the Element  
Taking account of bending strain energy, tensile strain energy and torsion strain 
energy, and ignoring the buckling strain energy, strain Energy of the element can be 
expressed as [9]: 

2 222

0 0

1 1

2 2

l lyz
z y pE A I I dx GI dx

x x x x

⎡ ⎤∂⎛ ⎞ ∂∂∂ ⎛ ⎞⎛ ⎞⎛ ⎞⎢ ⎥= + + +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠⎢ ⎥⎝ ⎠ ⎝ ⎠⎝ ⎠⎣ ⎦
∫ ∫ x

θ θθu
V  (4)

where E is elastic modulus, G is shear modulus, Iy is cross sectional moment of inertia 
to y-axis, Ip is cross sectional moment of inertia to z-axis. 

Substituting the vector of the beam element into (4), we have 

1

2
= T

eV δ K δ  (5)

where Ke is the element stiffness matrix. 
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Substituting (3) and (4) into Lagrange equation

 
( ) ( )d

dt

∂ − ∂ −⎛ ⎞
− =⎜ ⎟ ∂∂⎝ ⎠

Τ V Τ V
F

δδ
 (6)

Dynamics equation of the element can be written as 

( )r+ + =e e eM δ δ K δ F  (7)

where Fe is the generalized force array of the element applied load. 
Let Ue be the global generalized coordinate vector, δi is the local generalized 

coordinate vector of element i. Defining the coordinate transformation matrix iR , 

yields 

( )1 2e i , ,......,n= =i iδ R U  (8)

where [ ]T

1 2 12
e U ,U ,......,U=U , Ri is the conversion matrix of element i, n is the 

number of elements. 
Using coordinate transformation matrix and taking the global generalized 

coordinates vector Ue as variable, based on (7), the motion differential equation of the 
element can be rewritten as 

( ) ( ) ( ) ( )e e e
r+ + =e-s e-s e-si i i

M U U K U F  (9)

where ( ) ( )T=e-s i e ii i
M R M R , ( ) ( )T=e -s i e ii i

K R K R , ( ) ( )T=e -s i ei i
F R F . 

3.1.3   Dynamic Equation of the System 
In order to form the system equation, the generalized coordinates array 

[ ]T

1 2 NU ,U ,......,U=U  can be defined, where N=6×(n+1). The elastic acceleration 

array u and the rigid acceleration array ru can be determined too. So the relationship 

between Ue and U can be written as  

e
i=U BU  (10)

where Bi is a coordinates coordination matrix with 12×N, and its elements are 0 or 1. 
Substituting (10) into (9), and dot-multiplying both sides of the result by T

iB , yields 
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( )i r i i+ + =M U U K U F  (11)

where ( )i = T
i e - s ii

M B M B , ( )i = T
i e - s ii

K B Κ B , ( )i = T
i e -s i

F B F . 

According to (11), assembling all the elements, the elastic dynamics equation of the 
system can be easily obtained as 

r+ = −MU KU F MU  (12)

where i i i, ,= = =∑ ∑ ∑
n n n

i=1 i=1 i=1

M M K K F F
 

M, K are the general mass matrix and the general stiffness matrix respectively, 
while U, F are the elastic displacement array and the generalized force array, and the 
second term on the right side of (12) is the rigid inertia force array. In addition, the 
general mass matrix M also includes the lumped mass. In other words, the kinetic 
energy of the lumped mass is taken into account. 

4 Frequency Characteristic Analysis 

Natural frequency and vibration mode of the system are determined by its own 
stiffness matrix K and mass matrix M. 

2( )w φ− =K M 0  (13)

where w is the natural frequency, ф is vibration mode matrix. 
To obtain natural frequency is obviously to get generalized eigenvalues of K 

relative to M. The solution can be derived as follows. 

1 2det( )w− − =M K E 0  (14)

In order to verify the validity of the modeling method in this paper, the natural 
frequencies of the sliding shaft of the scraping paste mechanism are compared by two 
methods. The first one is that the natural frequencies are calculated in MATLAB 
based on (13). The other one is to perform the mode analysis of the sliding shaft and 
get its natural frequencies in ANSYS software. When sliding shaft locate at the 
position of the maximum stretching-length, the former three orders natural 
frequencies of the sliding shaft are acquired by two methods. The results are shown in 
Table I. It is evident that that the relative errors of the natural frequencies by two 
methods are less than 5%. So the proposed modeling method is effective and accurate. 
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Table 1. The comparison results of natural frequency 

Natural frequency The results 
from MATLAB 

(Hz) 

The results 
from ANSYS 

(Hz) 

Relative 
error (%) 

The first frequency 355.80 342.9 3.76 
The second frequency 1533.81 1523.5 0.68 
The third frequency 2188.17 2127.6 2.85 

5 Dynamic Displacement Response Sensitivity 

The response sensitivity of dynamic displacement is the change ratio of displacement 
as to building design parameters. Design parameters of the sliding shaft include 
geometric size parameters, material characteristic parameters, etc. Differentiating (12) 
with respect to parameter b, we have 

( ) r
rb b b b b b

∂∂ ∂ ∂ ∂ ∂+ = − + − −
∂ ∂ ∂ ∂ ∂ ∂

UU U F M K
M K U U M U  (15)

It is evident that (12) and (15) have the same structural form. As a result, they have 
the same solving method. 

6 Example Analysis 

The parameters of the sliding shaft of the scraping paste mechanism are as follow: 
The material is mild steel, the density ρ is 7.5×103 kg/m3, elastic modulus E is 
20.6×1010 pa, and shear modulus G is 79.4×109 pa. The section of bar is circular. The 
number of elements is 4. The section diameter d is 0.025 m. According to the actual 
printing conditions, usually, the original effective length of the sliding shaft is 0.051 
m, the printing stroke is 0.18 m, and the printing pressure is 75 N. The force 
simplified to the sliding shaft F is 37.5 N, the torque M is 1.757 N·m, and the lumped 
mass m is 3.17 kg. 

The velocity of the sliding shaft is as follows: 

3

3

2 10 0 0.1

200 0.1 0.9

200 2 10 ( 0.9) 0.9 1

t t s

V t s

t t s

⎧ × ≤ <
⎪= ≤ <⎨
⎪ − × − ≤ ≤⎩

 (16)

The effective length of the sliding shaft as a function of the time is shown in Fig. 4. 
It is obvious that the length of bar increases in non-linear during the printing process. 
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Fig. 4. The plot of the effective length as a function of the time 
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Fig. 5. The deformable displacement in y direction 

The deformable displacements in x, y direction and the deformable angular 
displacement around z direction of the terminal of the sliding shaft as functions of the 
time can be obtained by numerical simulation in MATLAB. It is obvious that  
the elastic deformation displacement of the sliding shaft along the x direction and the 
elastic deformation angular displacement around the z direction are very small. So the 
terminal deformation displacement of the sliding shaft in y direction (elastic 
deformation for short) will be only discussed in the following papers. As shown in 
Fig. 4 and Fig. 5, the elastic deformation of the sliding shaft increases in non-linear 
along with the increase of time (due to the increase of the effective length). So it is 
easily understood that as the increase of the effective length of the sliding shaft during 
the actual printing process, the distance between the screen and the wafer will be 
larger unpredictably and the angle between the squeegee and the screen will be 
changed too, which will lead to different thickness of the printed paste on the same 
silicon wafer and then influence the quality of the silicon cell. 

The elastic deformation of the sliding shaft on the terminal subjected to the section 
diameter will be discussed in this segment. Supposing the effective length of the 
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sliding shaft is 231 mm (the maximum length), according to the actual situation, the 
elastic deformation subjected to the section diameter is calculated within the range 
from 15 mm to 35 mm, and the result is shown in Fig. 6(a). The elastic deformation of 
the sliding shaft decreases in non-linear along with the increase of the section 
diameter. Moreover, the shaft deformation changes greatly when the diameter is less 
than 20 mm, and the plot of the shaft deformation becomes flat when the diameter is 
greater than 30 mm. As shown in Fig. 6(b), when the section diameter is less than 20 
mm, the deformable displacement in y direction is more sensitive for its change, and 
the sensitive basically has no variation when the section diameter is greater than 30 
mm, which also proves the change tendency of the curve in Fig. 6(a). As a result, 
when the cross-section diameter of the sliding shaft is designed or improved, the 
elastic deformation caused by its section diameter and the material cost should be 
comprehensively considered.  
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(a)                                    (b) 
Fig. 6. (a) The deformable displacement in y direction as a function of the section diameter. (b) 
The sensitivity of terminal deformable displacement in y direction subjected to the section 
diameter. 

60 65 70 75 80 85 90 95 100 105 110
100

110

120

130

140

150

160

170

180

190

200

printing pressure(N)

T
er

m
in

al
 d

e
fo

rm
ab

le
 d

is
pl

ac
em

en
t i

n 
y 

di
re

ct
io

n(
um

)

   
60 65 70 75 80 85 90 95 100 105 110

1

1.5

2

2.5

3

3.5

4

printing pressure(N)

S
e

ns
iti

vi
ty

(u
m

/N
)

 

(a)                                 (b) 
Fig. 7. (a) The deformable displacement in y direction as a function of the printing pressure 
value. (b) The sensitivity of terminal deformable displacement in y direction subjected to the 
printing pressure value. 
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The deformations of the sliding shaft shown in Fig. 5 and Fig. 6(a) are obtained 
when the printing pressure is 75 N. But during the production process, the printing 
pressure will be modified with a range of 60 N to 110 N, due to the difference of 
screen templates. So the elastic deformation of the sliding shaft as a function of the 
printing pressure is also investigated, as shown in Fig. 7(a), supposing the effective 
length of the sliding shaft is also the maximum. As to the plot, as the printing pressure 
is larger, the elastic deformation of the sliding shaft also becomes larger in non-linear. 
The plot of the sensitivity of the deformable displacement in y direction as a function 
of the printing pressure is shown in Fig. 7(b). When the printing pressure is larger 
than 80 N, the deformable displacement is more sensitive as to its change. The results 
shown in Fig. 7(a) and Fig. 7(b) are coincident. 

During the printing process, the printing pressure is a key parameter for screen 
printing. If the pressure is too large, the silk screen is easy to be destroyed by the 
squeegee, and the silicon wafer is easily broken. If the pressure is too small, the paste 
will remain on the screen and the paste cannot be deposited on the wafer. Therefore, a 
proper printing pressure should be determined by many factors, including the 
deformable displacement. 

In conclusion, the elastic deformation of the sliding shaft in printing process will 
increase along with the increase of the effective length of the sliding shaft, the 
decrease of the section diameter and the increase of the printing pressure. The elastic 
deformation of the sliding shaft makes the distance between the screen and the silicon 
wafer different from the setting value, which leads to different thickness of the paste 
printed on silicon wafers and influences the printing quality. Therefore, the elastic 
deformation error of the sliding shaft subjected to the effective length, the section 
diameter and the printing pressure should be considered in the design or optimization 
of the scraping paste mechanism of the printing equipment of the silicon solar cells. 

7 Conclusion 

In this paper, the KED analysis of the scraping paste mechanism of the printing 
equipment for silicon solar cells is carried out. Firstly the mechanism model is 
simplified and its elastic dynamic model is established by finite element method, 
KED method and Lagrange equation.  On this basis, comparing the natural 
frequencies of the model obtained by two methods, the effectiveness of the modeling 
method is verified. Using the direct differentiation method, the expression of the 
response sensitivity of dynamic displacement is constructed. By numerical simulation 
in MATLAB, the elastic deformation of the sliding shaft of scraping paste mechanism 
is gained during the printing process. There are some conclusions. (1) The elastic 
deformation of the sliding shaft is not a constant during the printing process, but 
increases in non-linear along with the increase of the length of the effective sliding 
shaft. (2) Along with the increase of the section diameter, its elastic deformation 
decreases in non-linear. (3) As the printing pressure increases, its elastic deformation 
becomes larger in non-linear. The abovementioned results provide necessary 
information and guidance for process parameters optimization, structure improvement 
to achieve high accuracy printing. 
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Abstract. The main purpose of this paper is to provide an alternative
representation for the generalized Euler decomposition (with respect to
arbitrary axes) obtained in [2,3] by means of vector parameterization
of the Lie group SO(3). The scalar (angular) parameters of the decom-
position are explicitly written here as functions depending only on the
contravariant components of the compound vector-parameter in the ba-
sis, determined by the three axes. We also consider the case of coplanar
axes, in which the basis needs to be completed by a third vector and in
particular, two-axes decompositions.

Keywords: Rotations, vector-parameterization, group decompositions,
Lie algebras, Lie groups.

1 Introduction

Determination of the compound rotation which is equivalent to some sequence
of given rotations is straightforward but the inverse problem of finding a set of
rotational matrices such that their composition is equivalent to a given rotation
is a challenging problem. In particular this is extremely difficult problem in
the cases when the axes of the chosen rotations are not orthogonal [5]. The
necessity of such decomposition of the arbitrary rotational motions into two
or three successive rotations is dictated by the practical needs in industry and
engineering sciences. It is worth to mention that the factorizations of orthogonal
matrices play an important role in modern navigation and control of aircrafts,
submarines, and communication satellites crystallography and diffractometry,
nuclear magnetic resonance, or digital image processing and optics. In any of
these areas it is necessary to perform several successive displacements in order
to obtain the desired setting. The present paper is a natural continuation of
our long research program concerning rotation decompositions which started
with [7].

The real generalizations in Euler decomposition for axes in general position
appear hardly at the end of last century, probably stimulated from development
of the computational techniques. In the general case, the matrix coefficients
do not depend in a simple way on the angles of the decomposition. For this
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purpose the Rodrigues formula, or some algebraic structure like quaternions or
vector-parameters can be used to give the connections for the unknown angles.
Nowadays, the most successful methods are: quaternion methods, methods using
vector-parameter, and methods based on the Rodrigues formula.

2 Vector-Parameters in the Euler Decomposition

Vector-parameters, also known as Rodrigues’ or Gibbs’ vectors, are naturally
introduced via stereographic projection. For the rotation group in R

3 we consider
the spin cover SU(2) ∼= S

3 −→ SO(3) ∼= RP
3 and identify S

3 with the set of unit
quaternions (cf. [8])

ζ = (ζ0, ζ) = ζ0 + ζ1i+ ζ2j+ ζ3k, |ζ|2 = ζζ̄ = 1, ζ̄ = (ζ0,− ζ), ζα ∈ R. (1)

The corresponding group morphism is given by the adjoint action of S3 in its
Lie algebra of skew-Hermitian matrices, in which we expand vectors x ∈ R

3 →
x1i+ x2j+ x3k ∈ su(2). The resulting SO(3) matrix transforming the Cartesian
coordinates of x has the form

R(ζ) = (ζ20 − ζ2)I + 2 ζ⊗ ζt + 2 ζ0ζ
× (2)

where I and ζ ⊗ ζt denote the identity and the tensor (dyadic) product in
R

3 respectively, whereas ζ× is the skew-symmetric matrix, associated with the
vector ζ via Hodge duality. The famous Rodrigues’ rotation formula then follows
directly with the substitution

ζ0 = cos
ϕ

2
, ζ = sin

ϕ

2
n, (n,n) = 1.

On the other hand, we may choose to get rid of the unnecessary fourth coordinate
by projecting ζ → c = ζ

ζ0
= tan

(
ϕ
2

)
n and thus obtain the entries of the

rotation matrix (2) expressed as rational functions of the vector-parameter c

R(c) =
(1− c2) I + 2 c⊗ ct + 2 c×

1 + c2
· (3)

Quaternion multiplication then gives the composition law of vector-parameters
as

〈c2, c1〉 = c2 + c1 + c2× c1
1− (c2, c1)

, R(c2)R(c1) = R(〈c2, c1〉) (4)

and in the case of three rotations c = 〈c3, c2, c1〉 we have

c =
c3 + c2 + c1 + c3× c2 + c3× c1 + c2× c1 + (c3× c2)× c1 − (c3, c2) c1

1− (c3, c2)− (c3, c1)− (c2, c1) + (c3, c2, c1)
·(5)

It is not difficult to see that the operation is associative and constitutes a repre-
sentation of SO(3), since the identity and inverse elements are also well-defined
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by 〈 c, 0 〉= 〈 0, c 〉= c, 〈c, −c〉= 0. Among the advantages of this representa-
tion are more economical calculations, rational expressions for the matrix entries
of R(c) and a correct description of the topology of SO(3) ∼= RP

3. For appli-
cations to rigid body mechanics, we refer to [6,9]. The reader can consult also
[10] for the inverse kinematics aspects and [1] for the singular axes constellations.

As for the generalized Euler decompositions, we start with the much simpler two
axes setting R(c) = R(c2)R(c1), where ck = τkĉk and c = τn (ĉ2k = n2 = 1)
are the corresponding vector-parameters. We also denote (ĉj ,R(c) ĉk) = rjk
and (ĉj , ĉk) = gjk. Taking an appropriate scalar product provides the necessary
and sufficient condition for the existence of the above decomposition in the form
r21 = g21. Next, multiplying c = 〈c2, c1〉 on the left with n× and projecting
along ĉ1 and ĉ2 respectively, we obtain

τ1 =
υ̃3

g12υ1 − υ2
, τ2 =

υ̃3
g12υ2 − υ1

(6)

where we make use of the notations

υk = (ĉk,n) , υ̃1 = (ĉ2× ĉ3,n) , υ̃2 = (ĉ3× ĉ1,n) , υ̃3 = (ĉ1× ĉ2,n) ·

Note that vanishing denominators in the above expressions are related to half-
turns, i.e., rotations by a straight angle [4]. In particular, if n⊥ ĉ1,2 (υ1=υ2=0),
we have a decomposition into a pair of reflections, which is a well-known result
in elementary geometry.

In the case of three axes R(c) = R(c3)R(c2)R(c1), such that ĉ2 cannot be par-
allel to ĉ1 or ĉ3, we use the scalar product (ĉ3,R(c) ĉ1) = (ĉ3,R(τ2ĉ2) ĉ1) to
obtain

(r31 + g31 − 2g12g23) τ
2
2 + 2ω τ2 + r31 − g31 = 0, ω = (ĉ1, ĉ2× ĉ3).

The above quadratic equation has real roots, given by

τ±2 =
−ω ±√

Δ

r31 + g31 − 2g12g23
(7)

as long as its discriminant is non-negative

Δ =

∣∣∣∣∣∣
1 g12 r31
g21 1 g23
r31 g32 1

∣∣∣∣∣∣ ≥ 0 (8)

which plays the role of a necessary and sufficient condition for the existence of
the decomposition. In order to find the remaining two scalar parameters, we use
the composition

c1 = 〈−c2,−c3, c 〉, c2 = 〈−c3, c,−c1 〉, c3 = 〈 c,−c1,−c2 〉. (9)
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Namely, multiplying with ĉ×k on the left and projecting over n, we obtain the
linear-fractional relations between τk, which yield the solutions for the general
case in the form

τ±1 =
g32 − r32

(g32 + r32)τυ1 − (g31 + r31)τυ2 + (r31 − g31)/τ
±
2

(10)

τ±3 =
g21 − r21

(g21 + r21)τυ3 − (g31 + r31)τυ2 + (r31 − g31)/τ
±
2

while in the symmetric one we consider the limit τ → ∞ and thus obtain

τ±1 =
g23 − υ2υ3

υ1υ̃1 + υ2υ̃2 + (υ1υ3 − g13)/τ
±
2

, τ±3 =
g12 − υ1υ2

υ2υ̃2 + υ3υ̃3 + (υ1υ3 − g13)/τ
±
2

·

In the three axes setting we may also have degenerate solutions, related to a
singularity of the map RP

3 → T
3, known as gimbal lock, which is given by the

condition

ĉ3 = ±R(c) ĉ1. (11)

In that case the parameters τ1 and τ3 cannot be determined independently.
Instead, we have the effective two-axes decomposition R(c) = R(τ2ĉ2)R(τ̃1ĉ1),
where the solutions

τ̃1 =
τ1 ± τ3
1∓ τ1τ3

=
υ̃3

g12υ1 − υ2
, τ2 =

υ̃3
g12υ2 − υ1

(12)

form a one-parameter set, expressed in terms of the generalized Euler angles as

ϕ1 ± ϕ3 = 2 arctan

(
υ̃3

g12υ1 − υ2

)
, ϕ2 = 2 arctan

(
υ̃3

g12υ2 − υ1

)
·

3 Covariant Form of the Solutions

First, we consider the simpler case of two axes c = 〈τ2ĉ2, τ1ĉ1〉, in which it is
necessary to complete the basis with a third vector

c = ξ1 ĉ1 + ξ2 ĉ2 + ξ3 ĉ1× ĉ2. (13)

If we denote the adjoint matrix of g with γ, we have | ĉ1× ĉ2 |2 = 1− g212 = γ33.
Note that in formula (6) we use the covariant components of c in the same basis

τυ1 = ξ1 + g12ξ2, τυ2 = ξ2 + g12ξ1, τ υ̃3 = γ33ξ3. (14)

Thus, by direct substitution, we obtain the decomposability condition r21 = g21
as

ξ1ξ2 + (1 − g12ξ3)ξ3 = 0 (15)



508 C.D. Mladenova, D.S. Brezov, and I.M. Mladenov

and the solutions themselves are given by the expressions

τ1 = −ξ3/ξ2, τ2 = −ξ3/ξ1· (16)

One peculiar symmetry becomes immediately apparent from the above formula,
namely τ1ξ2 − τ2ξ1 = 0.
In the three axes setting we consider first the case, in which {ĉk} constitutes a
basis

c = ξ1 ĉ1 + ξ2 ĉ2 + ξ3 ĉ3 = 〈τ3ĉ3, τ2ĉ2, τ1ĉ1〉.
By substituting the matrix entries rij , calculated according to (3) in the solutions
(7), (10) and using the inverse metric tensor g−1 = ω−2γ for lifting the indices
of c we obtain

τ±2 =
−ω ±

√
ω2 − σ2 + 2γ13σ

σ − 2γ13

(17)

σ = 2
γ13ξ22 − γ23ξ1ξ2 − γ12ξ2ξ3 + γ22ξ1ξ3 − ωξ2

ξ21 + ξ22 + ξ23 + 2g12ξ1ξ2 + 2g23ξ2ξ3 + 2g13ξ1ξ3

for the middle parameter, and respectively for the other two

τ±1 =
γ13ξ1ξ2 + γ12ξ1ξ3 − γ11ξ2ξ3 − γ23ξ21 − ωξ1

ω (ξ21 + ξ22 + 2g12ξ1ξ2 + g13ξ1ξ3 + g23ξ2ξ3)− γ23ξ1 + γ13ξ2 + κ2/τ
±
2

(18)

τ±3 =
γ13ξ2ξ3 + γ23ξ1ξ3 − γ33ξ1ξ2 − γ12ξ23 − ωξ3

ω (ξ22 + ξ23 + g12ξ1ξ2 + g13ξ1ξ3 + 2g23ξ2ξ3) + γ13ξ2 − γ12ξ3 + κ2/τ
±
2

·

Here we have used the notation κ2 = γ13ξ22 − γ23ξ1ξ2 − γ12ξ2ξ3 + γ22ξ1ξ3 −ωξ2.
In the case ω = 0 we use expansion in the basis (13) and the explicit relations
(14) between the covariant and contravariant components of c in order to obtain

τ±2 = ±
√

σ̊

2γ13 − σ̊
, σ̊ = 2

γ13ξ22 − γ23(ξ1ξ2 + ξ3)− g13γ
33ξ23

1 + ξ21 + ξ22 + γ33ξ23 + 2g12ξ1ξ2
· (19)

Denoting κ̊2 = γ13ξ22 −γ23(ξ1ξ2+ ξ3)−g13γ
33ξ23 , we have for τ1,3 the expressions

τ±1 =
γ13(ξ1ξ2 − ξ3)− γ23ξ21 + g23γ

33ξ23
(γ13 + g12γ23)ξ1ξ3 + (γ23 + g12γ13)ξ2ξ3 + γ13ξ2 − γ23ξ1 + κ̊2/τ

±
2

(20)

τ±3 =
g12ξ

2
3 − γ33(ξ1ξ2 + ξ3)

(g12γ23 + g13γ33)ξ1ξ3 + (γ23 + g23γ33)ξ2ξ3 + γ13ξ2 + κ̊2/τ
±
2

·

If the compound rotation is symmetric, i.e., ϕ = π and R(c)=O(n)=2n⊗nt−I,
we consider the limit τ→∞ in the solutions after substitution of the coordinates
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ξk with the contravariant components ηk in the expansion of the unit vector
n (ξk = τηk) and dropping all linear and constant terms in the so obtained
expressions. For example, in the case ω = 0 we have

τ±1 =
γ13η1η2 − γ23η21 + g23γ

33η23
(γ13 + g12γ23)η1η3 + (γ23 + g12γ13)η2η3 +m

(21)

τ3
±=

g12η
2
3 − γ33η1η2

(g12γ23 + g13γ33)η1η3 + (γ23 + g23γ33)η2η3 +m

where

m = (γ13η22 − γ23η1η2 − g13γ
33η23)/τ

±
2 (22)

τ±2 = ±
√

σ̊

2γ13 − σ̊
, σ̊ = 2

γ13η22 − γ23η1η2 − g13γ
33η23

η21 + η22 + γ33η23 + 2g12η1η2
· (23)

The case when ω �= 0 and the decomposition with respect to two given axes are
treated similarly.
As for the degenerate case (11), if ω = 0 we may use the result obtained in the
two axes setting combined with (12) in order to express

τ̃1 = −ξ3/ξ2, τ2 = −ξ3/ξ1. (24)

If ω �= 0 on the other hand, the solutions are given by

τ̃1 =
τ1 ± τ3
1∓ τ1τ3

=
ω ξ3

γ23ξ3 − γ33ξ1
, τ2 =

ω ξ3
γ13ξ3 − γ33ξ1

· (25)

In both cases we may use ηk instead of ξk so that the expressions are valid when
τ → ∞.

If we need to express ξk on the other hand, it is straightforward to use the
composition law (5) and then take the correct scalar products. Thus, in the case
ω �= 0 we obtain

ξ1 =
(1− g23τ2τ3)τ1 + ω−1(γ12τ1τ3 − γ13τ1τ2 − γ11τ2τ3)

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3 + ωτ1τ2τ3

ξ2 =
(1 + g13τ1τ3)τ2 + ω−1(γ22τ1τ3 − γ12τ2τ3 − γ23τ1τ2)

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3 + ωτ1τ2τ3
(26)

ξ3 =
(1− g12τ1τ2)τ3 + ω−1(γ23τ1τ3 − γ13τ2τ3 − γ33τ1τ2)

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3 + ωτ1τ2τ3
·

For ω = 0 the corresponding result is

ξ̊1 =
(1−g23τ2τ3)τ1 − γ13(1−g12τ1τ2)τ3/γ

33

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3
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ξ̊2 =
(1+g13τ1τ3)τ2 − γ23(1−g12τ1τ2)τ3/γ

33

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3
(27)

ξ̊3 =
γ23τ1τ3/γ

33 − γ13τ2τ3/γ
33 − τ1τ2

1− g12τ1τ2 − g13τ1τ3 − g23τ2τ3
·

Likewise, in the case of two axes we have a linear system for ξ1,2 with solutions,
given by the formulas

ξ1 =
τ1

1− g12τ1τ2
, ξ2 =

τ2
1− g12τ1τ2

· (28)

Since the above expressions are rational in terms of the parameters τj , if any of
these diverges, i.e., ϕk = π, we can still obtain the correct formulae, applying
l’Hôpital’s rule.

Similar expressions hold for the relations between the scalar parameters and the
covariant components of c in the corresponding basis. However, these are al-
most straightforward to write considering the results obtained in [2,3]. Another
possible generalization involves the hyperbolic case, i.e., the three-dimensional
Lorentz group SO(2, 1), which can be treated in an analogous way. Some of
the advantages of this new representation for the numerous applications of the
generalized Euler decomposition (cf. [6,8,9]) are quite obvious. The explicit de-
pendence only on the contravariant components allows, apart from purely geo-
metric considerations, for straightforward differentiation, as well as for obtaining
the decomposition in a different basis from one that has been given.

4 Conclusion

The well known theoretical and practical problem of finding two or three ro-
tational matrices such that their composition is equivalent to a given rotation
is extremely difficult in the particular cases when the chosen axes of the rota-
tions are not orthogonal. Solution of the problem is quite sensitive on the chosen
parameterization of the rotation group. The present paper is a part of a long-
standing research program about rotation decompositions and their applications.
Here we present an alternative representation for the generalized Euler decom-
position (with respect to arbitrary axes) by means of vector parameterization
of the Lie group SO(3). The advantages of this parameterization turn out to be
indispensable in such situations.
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Abstract. This paper deals with structure performance improvement of parallel 
mechanisms by optimizing topological configurations based coupling-reducing 
principle. Taking three-translation parallel mechanism 3-R//R//C as the example, 
a coupling-reducing configuration is designed by only optimizing its branch 
chain architecture between the moving platform and the static platform without 
changing the structure of the branch chain itself. This leads that the coupling 
degree of the configuration is reduced from k = 1 to k = 0. So it is easy to get its 
forward position kinematics analytical solution. After comparing and analyzing 
input-output decoupling characteristic, the singularity, workspace, dexterity of 
the optimization configuration with that of typical configuration, it is found that 
these performance are obviously better than the typical configuration before 
optimization. This paper provides an effective method of topology 
configurations optimization design. 

Keywords: Parallel mechanism, Coupling degree, Configuration, Structure 
Performance. 

1 Introduction 

Topological structure of the spatial parallel mechanism is not only complex but also 
has its own particularity. It includes two meanings, (1) The topological structure of 
the branched chain itself, i.e., joint type of the branched chains, the connection 
relation between the links and dimensional constraint which refers to the constraint 
type of the relative orientation between the link and joint axis, such as parallel, 
coaxial, concurrent, coplanar, vertical and arbitrary cross and so on, in all six basic 
types[1]; (2) The topological architecture of the branched chain relative to the moving 
and the fix platform, i.e., the geometrical arrangement relation of the branched chain 
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between the moving platform and the fix platform. Because of the above two reasons, 
there are a lot of "configurations" for a parallel mechanism. At the same time, the 
topological structure of parallel mechanism exercises a great influence on the 
structure, kinematic and dynamic performance. Once the mechanism is designed and 
assembled, the mechanism topology structure features full-cycle invariance 
(excluding singular positions), which has nothing to do with the motion positions. 

On the one hand, the existing main theories and methods for topological structure 
design of the parallel mechanism, e.g., screw theory based method[2], displacement 
subgroup based method[3], POC set based method[4, 5,6], are all focused on the 
topological structure design of the branched chain itself. In general, one or more 
topological structures can be gotten by structure synthesis of parallel mechanisms 
based on the output motion type or specific function. Then get its 
derivative mechanism by changing the topological structure of the branched chain 
itself (e.g., joint type and number, the connection relation between the links). The 
kinematic and dynamic performance analysis for a given topological structure are 
basic work for product design, which are studied by many scholars, involving the 
input-output (i.e.,I-O)decoupling [7], the singular analysis [8], performance judgment 
analysis and the global performance index of acceleration [9,10], dexterity and 
isotropic [11], etc. However, there is less research on the topological architecture of the 
branched chain relative to the moving and the fix platform. 

On the other hand, these is also less research on the influence of the topological 
structure of the parallel mechanism, especially the topology structure optimization  
on its performance (including structure, kinematics and dynamics performance),  
but which is of great importance to the structure synthesis, the dimension 
synthesis[12].Obviously, a parallel mechanism which has the same branched chain 
structure may has different topological structure configurations, performance 
difference of which is certainly larger. Revealing such mapping regularity has more 
practical value on the mechanism performance improvement and optimization.  

This paper deals with structure performance improvement issues of parallel 
mechanisms by optimizing topological configurations based coupling-reducing 
principle. First, taking the typical 3-DOF translational parallel mechanism 3-R//R//C as 
an example, we design a special configurations without by changing its topology 
structure of branched chain itself, only by optimizing its topology architecture between 
the moving and the fix platform, the results of which is that the coupling degree of the 
configuration is reduced from k = 1 to k = 0 .We called it as coupling-reducing 
configuration for short or optimization configuration. Thus, it is easy to get its 
analytical forward position kinematics solution. Then after analyzing the I-O 
decoupling, singularity, workspace, dexterity of the coupling-reducing configuration, 
we found performance of the coupling-reducing configuration is obviously improved 
and better than the typical configuration before optimization.  
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2 The Structure Coupling-Reducing Principle of Parallel 
Mechanisms 

2.1 Definition of Mechanism Coupling Degree 

Mechanism coupling degree k (k≥0) which reflects the complexity of mechanism 
topological structure refers to the coupling complexity between each loop position 
variables of basic kinematic chain（BKC）of mechanism[13]. It is proved that the bigger 
the k is, the stronger and higher the mechanism coupling and complexity will be; and 
the analytical forward position solution can be got directly only when k=0; If k>0, the 
analytical forward position solution can not be obtained directly and have to be solved 
by simultaneous position equations solution of multiple loops, while k is the minimum 
dimension of simultaneous equations. For sake of system, calculation formula of 
coupling degree is given as follows[1,4,13]: 

(1) Constraint Degree of Single Opened Chain 

The constraint degree of a single opened chain (SOC) is defined as  

0

1

5, 4, 3, 2, 1.

0

1, 2, 3,

j

j

j
m

j i j L j
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j

f I ξ
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= +
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∑
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Where, mj is the number of motion pairs of first SOCj; fi is the degree of freedom of 

first i joint (except local degrees of freedom); Ij is the number of drive pairs of first 

SOCj; jLξ is the number of independent displacement equation of first j independent 

loop. For a BKC, there is 

∑
=

=Δ
v

j
j
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0
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(2) Coupling Degree of Basic Kinematic Chain 

The definition of coupling degree of BKC is defined as  

1

1
min{ }

2

v

j
j

k
=

= Δ∑
                          

(3)
 

Where, min.{ }•  is the of SOC(Δj) whose is minimum when BKC split into  

SOC(Δj).  
The number of mechanism BKC and value of coupling degree can be found from 

the above equation, and mechanism coupling degree k is the maximum among BKC 
coupling degree, i.e. 
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{ }1 2max , , , ik k k k= ，

                      
(4) 

Where, v is the number of independent loops; ki is the first i coupling degree of 
BKC.  

2.2 Structure Coupling-Reducing Principle and Coupling-Reducing Design 

Method  

Forward position solution is one of the most important and basic problems in analysis 
and design of parallel mechanisms. By Section 2.1, we know that mechanism coupling 
degree value should be reduced to make sure forward position solution is easily solved, 
which is called as mechanism structure coupling-reducing principle because its value 
reflects the ability to describe the complexity of mechanism structure.  

According to the formula (1), (3) and (4) ,we find the value of coupling degree k is 
completely depends on the constraint degree Δ value of first independent loop. 
Therefore, in order to realize structure coupling-reducing which means reducing the 
coupling degree k, the constraint degree Δ value of first loop of the mechanism should 
be reduced. Further, we will propose two corresponding coupling-reducing design 
methods based on reducing the number of degree of freedom of joints in the first loop as 
follows.  
① Paralleling and coinciding the axis of the joints( including joints with multiple 

degree of freedom, such as, spherical pair (S), cylindrical pair(C), universal pair(T) 
axis) to reduce the number of the degree of freedom of joints in the first loop, which can 
turn the partial degree of freedom into the negative degree of freedom of first loop that 
should be calculated in the second loop not in the first loop. This is known as the 
reducing-coupling design method based on the shift of negative freedom degree; 
② Combining joints or reducing the number of edges of the moving platform to 

reduce the number of degree of freedom of joints in the first loop.This is known as the 
reducing-coupling design method based on joints combining.   

3 Typical Configuration of Three-Translation Parallel 
Mechanism 

Typical configuration of three-translation 3-R//R//C parallel mechanism as shown in 

Fig.1 [4,14,15]. It consists of the triangular moving platform and the fix platform 

connected by three same structure branched chains, whose joint axis are all parallel to 

each other, known as { }1 2 3/ / / / , 1,2,3i i iSOC R R C i− − = (R is represent revolute pair and C 

represent cylindrical pair). Moreover, the joint axis on the moving platform and the fix 

platform is coincided with each edge of the triangle platform respectively. 
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Fig. 1. Typical configurations of three-translation parallel mechanism 

3.1 The Degrees of Freedom and the Output Motion Type 

Select any point on the moving platform as the basis point, thereupon 
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4) Determine degree of freedom of the mechanism 
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5) Determine POC set of the moving platform 
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Therefore, when R11, R21, R31 in the fix platform are chosen as active joint, the 

moving platform can achieve three-translation output. 

3.2 The Calculation of Coupling Degree k 

1) Determine the first single opened chain SOC
1
 and its constrained degree ∆1 

{ }11 12 13 23 22 21/ / / / / / / /SOC R R C C R R− − −
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2) Determine SOC
2 
and its constrained degree ∆2 
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2

22 2=1
= 4 1 4 1

m

i Li
f I ξΔ − − = − − = −∑         

3) Determine BKC and coupling degree κ of mechanism 

Therefore, there is only one BKC in this mechanism, and the coupling degree is 

=1

1 1
= = ( +1 + -1 )=1

2 2

v

j
j

κ Δ∑
          

We analyze and find that 3-CRR mechanism [16] 3-PRRR mechanism [17] and 

Isoglide3-T3 parallel mechanism (i.e. 3-PRRPR or 3-CRC [18]) have the same 

coupling degree, i.e., k=1. Therefore, the numerical forward position solution can be 

obtained by one-dimensional searching method. 

4 Optimization of Three-Translation Parallel Mechanism 
Configuration 

4.1 Optimization Design of Topological Configurations 

According to the reducing-coupling design method based on the shift of negative 
freedom degree in Section 2.2, the number of degree of freedom of joints in the first 
loop can be reduced by making the revolute joint (or cylindrical joint) axis in any a pair 
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of branched chains are parallel or coincident to each other, and this two branched 
chains constitute the first loop. Therefore, a coupling reducing configurations is 
designed this way. 

Make the revolute joint R(or cylindrical joint C) axis in the fix platform(or the 
moving platform) of the first and third branched chains terminal parallel to each other, 
as shown in Fig.2; Obviously, the POC set of each branched chains end link are 
invariant. 

 

Fig. 2. The coupling-reducing configurations of 3-R//R//C three-translation parallel mechanism 

4.2 Structural Analysis of the Optimization Configuration 

Here, we analyze only the topological structure of coupling-reducing configuration 

showed in Fig.2 as follows. 

(1) Calculation of Degree of Freedom 

1) The first loop consists of the first and third branched chains, whose rotation joint R axis are 

parallel to each other, and the number of independent displacement equation 1Lξ  is 
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2) Determine the number of independent displacement equation 2Lξ
of second independent loop 
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3) Determine degree of freedom of the mechanism 
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(2) Calculation of Coupling Degree k 

1) Determine SOC
1
and its constraint degree 
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Here, it is easy to judge that translational degree of freedom P(C13) along C13 axis and 

translational degree of freedom P(C23) along C23 axis is negative degree of freedom, so 

it should not be included in the first loop. But for SOC2, they are the effective degrees 

of freedom, which should be included in. 

2) Determine SOC
2 
and the constraint degree ∆2 
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 (The translational degrees of freedom, i.e., P(C13), P(C23) in SOC1 has been included) 
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3) Determine BKC and coupling degree k of mechanism 

This mechanism has two BKC, and their coupling degree is 

=1
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= =0
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Obviously, the coupling degree is reduced to zero. This shows that structural 

complexity of three configurations has been reduced to a minimum, and forward 

position solutions are very easily to obtain. 

Literature[19] has analyzed and compared the other kinematic performance of 

typical configuration as shown in Figure 1 with that of the optimization configuration 

as shown in Figure 2, which includes mechanism I-O decoupling, singularity, 

workspace and dexterity for the two configurations. Further, it is found that kinematics 
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performances of the optimization configuration are obviously better than the typical 

configuration before optimization. For example, strong I-O decoupling of the typical 

configuration is changed into partial I-O decoupling. So it is easier to control motion of 

the optimization configuration. For saving space, the details are omitted here and can 

be found in Ref.[19].  

5 Conclusions 

The issue on structure performance improvement of parallel mechanisms by optimizing 
topological configurations based coupling-reducing principle is studied in this paper. 
A coupling-reducing configurations of three-translation 3-R//R//C parallel 
mechanisms is designed. Main conclusions can be drawn as follows: 

(1) Parallel mechanisms which have the same topological structure of branch chain 
may have different branch chain architecture between the moving platform and the fix 
platform, i.e., different configurations. But the structural performance, kinematic and 
dynamic performance of these configurations are quite different. 

(2) Optimizing the branch chain architecture between the moving and the fix 
platform can not only reduce the coupling degree from larger value to smaller value 
(for the example in this paper, i.e., from k=1 to k=0, and easier to obtain analytical 
forward position solution), but make change strong I-O decoupling into partial I-O 
decoupling, which make be so easier for kinematic control. Other kinematic and 
dynamic performance of optimization configurations are also obviously better than the 
typical configuration before optimization. 

This paper expands the issue and direction of topological structure optimization of 
parallel mechanism and provides valuable reference for configuration optimization 
design of the other parallel mechanisms. 
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Abstract. One of the major optimisation issues of today’s most ad-
vanced cellular phone networks (2G, GPRS, EDGE, 3G, LTE, 4G) is
the ”Network Congestion” (NC). This issue is resulting generally from
an unfair distribution of the traffic between antennas. Moreover, this
problem causes the increasing of dropped calls, which is unacceptable
regarding today’s high standards of the mobile phone industry. To re-
cover this traffic balance, an optimisation process is performed called
”Load Balancing” (LB). Most of the works done in this area focus more
on the efficiency of the optimisation techniques rather than the dynamic
and automatic aspects of these last ones. Knowing that radio telephony
networks are real life applications, makes that the real time and the dy-
namical resolving as much important as the efficiency of the techniques
used. That’s why, in this paper we have tackled for the first time the
network congestion issue from a software engineering point of view. A
high level modeling based on a multi-agent system and algerbra process
Π-calculus is used in order to design self-adaptative, dynamical system
that can respond and cope wih the network congestion issue.

Keywords: Cellular Phone Network, Dynamic Optimisation, Network
Optimisation Problems, Multi Agent Systems, Π-calculus, Cell Breath-
ing, Load Ballancing.

1 Introduction

During planning and managing a cellular phone system, engineers have to face
many challenging optimisation problems [11]. In addition, cellular phone net-
works like other real life applications rely on perpetual cycles of request�respond
tasks where costumers are constantly establishing, suspending, dropping (calls,
text messages, internet services). Reason that made radio mobile networks sub-
ject to unpredictable variation of traffic. Therefore, the whole difficulty lies in
the dynamic aspect of their development, which adds more complexity to the
design task.
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In fact, any design process that can’t handle or cope with this dynamic evolu-
tion of traffic may cause many issues. One of them is the ”Network Congestion”
(NC )[16]. Technically, this problem is caused by the fact that each antenna has
a given amount of traffic that it can handle. Once this amount exceeded the
upcoming calls to this antenna will be ignored. To cope with this issue, traffic
has to be distributed fairly between cells. This balance recovery is known also
as ”Load Balancing” (LB)[17]. It is performed through a process called ”Cell
Breathing” (CB) which corresponds to a constant ”shrinking” and ”expanding”
of the cell coverage of the saturated antenna and its neighbouring antennas.

The most recent theoretical works that have been done in this field [13],[16],
[17],[18],[19], focused more on the efficiency of the resolving techniques rather
than the dynamical and automatic aspects of the optimisation process. In fact,
cellular phone networks are real life systems and open public which makes the
need for reactivity, real time adjusting, dynamical evolution, robustness against
system crashes as much important as the efficiency of the optimisation techniques
themselves.

Therefore, the system must not only provide a solution (efficiency of resolv-
ing), but also react to failures (reactivity) and hazards (adaptivity) by adjusting
the solution (real time reacting), or be able to deal with problems whose data are
only partially known (intelligence), and where the information arrives at over
time. Reason why, the whole optimisation process has to be seen as a system
where each component ensure one of these requirements.

Based on these observations, in this paper we tackled theoretically from a
software engineering point of view the load balancing process. Trying to design
an application architecture that can handle efficiency, failures, reactivity and
adaptivity required for an industrial mobile phone system.

The resolving of the network congestion does not rely only on the congested
antenna but also implies its neighbouring antennas. In reality, a cell coverage
”shrinks” or ”expands” according to the load of traffic of all the antennas and
not only one. So, the system has to be designed as a set of agents that can
interact, cooperate, and exchange necessery data of all the cells of the network.
Reason why, the need for involving a multi-agent system seemed promising.

The proposed system, is based on a set of agents of different types. Each
agent is responsible of performing a particular task. Afterwards, the need for
the integration of the concept of ”process mobility” or ”interaction mobility”
seemed a promising solution to application failures. The choice was made for
the Π-calculus process, for its ability to dynamically change the topology of
applications.

2 Mobile Network

A typical radio mobile network is a set of several subsystems. Each subsystem
is responsible of performing a particular task such radio transmission, network
management, data storing and so on. All along these last two decades, several
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multi technological radio networks have been deployed (2G1, GPRS2 ,EDGE3,
LTE4, 3G5,4G6).

Each time a new generation of radio telephony network is implanted, the radio
network witnesses three major enhancement of the previous technology. Firstly,
the enhancement of the data flow. Secondly, updating the previous multiplex-
ing7 techniques by new adequate ones, or the commutation techniques. Thirdly,
the use of a different bandwith (frequencies). Besides the enhancement of the
electrical and electronical hardware from one generation to another to go with
the mentioned technological enhancements.

On the other hand, despite all the differences between each generation and
the other (2G, GPRS, EDGE, LTE, 4G), the radio transmission core especially
antenna remains the same, with identical types of anetnnas, wave propagation
models and parameters. So, any optimisation of the radio transmisson core will
be totally workable (with slight diffrences) for any generation of the radio mobile
network. Reason why, our work will mainly focus on the radio subsystem and
especially antennas.

2.1 Base Station Tranceiver (BTS)

The BTS (Antenna) has as function the management of radio transmissions
(modulation, demodulation, equalisation, coding and error correcting). It also
manages the data link layer for the signal exchange between the mobile and the
network operator’s infrastructure. Actually, a BTS can handle a maximum of one
hundred simultaneous calls (in 2G networks for example) [8], which corresponds
to a capacity of 43 Erlang 8. Technially to handle such amount of traffic a BTS
has to be equiped with at least 7 TRX card 9 in 2G networks and a certain
number of ”Channel Element”10 or ”WBBP Board” 11 in 3G networks.
Each antenna has a specific type of coverage, and have specific characteristics.
Generally the antenna is characterized by:

- Height (hant) : is the height of the antenna. It expresses the elevation of the
antenna above the ground level.

- Transmission gain (Gant ) : relates the intensity of an antenna in a given
direction to the intensity that would be produced by a hypothetical ideal
antenna that radiates equally in all directions (isotropically) and has no
losses.

1 2G : Second generation network or so-colled GSM.
2 GPRS : General Packet Radio Service so-called 2.5G.
3 EDGE : Enhanced Data Rates for GSM Evolution so-called 2.75G.
4 LTE : Long Term Evolution Networks so-called 3.9G.
5 3G : Third generation network.
6 4G : Fourth generation network.
7 M.T : Modulate and combine several given data on a shared medium.
8 Erlang : Unit of measurement of traffic.
9 TRX Card : Tranceiver-receiver, device responsible of traffic handling in 2G.

10 CE : Channel element, device responsible of traffic handling in 3G.
11 WBBP : WCDMA Base Band Process.
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- Transmission loss (Lant ) : is often due to the electronics and materials that
surround the antennas. These tend to absorb some of the radiated power
(converting the energy to heat), which lowers the efficiency of the antenna.

- Transmission power (P ) : expresses the amount of power needed for its
operability.

- Vertical deviation (Tant) : called also tilt, is defined as the angle between
the main beam of the antenna and the horizontal plane [12] (see figure 1).

- Horizantal deviation (Aant) : called also azimuth, is the projected vector
from the antenna (origin) to a point of interest (mobile) perpendicularly onto
a reference plane. The angle between the projected vector and a reference
vector on the reference plane is called the azimuth (see figure 1).

- Propagation diagram : it determines how the antenna is irradiating the en-
vironnement vertically and horizantally with its wave signal. Aant and Tant

determine two type of diagrams : Vertical Diagram (V DIAG) and Horizantal
Diagram (HDIAG).

Fig. 1. Tilt and Azimuth

3 Multi Agent Systems

A growing number of researchers define an agent as a computer system located
in an environment [5], where it is able to act in full autonomy over its actions in
order to reach the objectives of its designing.

Artificial intelligence researchers also agree on the necessity of the existence
of some characteristics so that we can speak of an agent. These are the most es-
sential : the autonomy (acts without outside intervention), the interaction (com-
municates with other agents), the proactivity (pursues a goal (goal oriented)),
the cooperation (capable of coordinating with other agents to achieve a common
goal), the mobility (able to move to another environment [6]), the rationality
(capable of acting according to its internal goals and knowledge), the intelligence
(aware of its reasoning : beliefs, goals, plans, assumptions are explicit).

Generally agents communicate via interaction. The interaction is a mecha-
nism that makes all existing agents in the system more dynamic, by highlighting
the mechanisms of communication and cooperation [7]. By the means of interac-
tions, all the entities immersed in an environment can interact in various ways
: the interaction without communication (based on the inference of the actions
of other agents), the interaction via communication (based on a finite set of sig-
nals without interpretation or fixed syntax ), the interaction via sending messages
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and plans (based on sending messages as method calls of the object-oriented lan-
guages, or sending plans), and finally the interaction via the blackboard (based
on putting the information in a common memory space (shared) called ”black-
board”).

4 Π-Calculus

To Develop secured and reliable software, we must first formalize it well 12.
Which is why we use formal languages such the Π-calculus. This last one al-
lows us to build a mathematical model to verify some properties expected from
the software (security, non-blocking, quickness, dynamical evolution, robustness
againt failure). Algebra processes are appropriate frameworks for the specifica-
tion and verification of reactives systems. This area has experienced different
approaches: CSP 13, CCS 14, Π-Calculus [1],[2].

In these algebras , any well-formed term denotes a process. The fundamental
abstraction is that we are not interested in the process behavior only through a
number of interactions points called ”channels”. Synchronization and communi-
cation are expressed by the laws of internal and external composition. Note that
as well in CCS than in the Π-calculus, we make no assumptions about execu-
tions’s speeds that are in different processes. So, these last ones are presumed to
move at different speeds. Π-Calculus is a formal language for reasoning about
distributed communicating systems. It allows describing a systems as set of mo-
bile processes. It means, that the processes and communication links between
processes can change their places at any time in the system. The use of Π-
Calculus will introduce the concept of mobility, which was absent in CCS. The
objective is to allow a dynamic reconfiguration of the topology of applications
in case of dynamic evolution or failure of the network.

4.1 Polyadic Π-Calculus

The polyadic Π-Calculus allows the transmission of a tuple of values during an
interaction, to benefit from an important property which is the parameterization,
through the simultaneous emission of a series of values in a particular order to
a process. Many software programs exceed a million lines of code. It is difficult
to take into account such size with the old formal methods. By the use of some
formal techniques such the Π-Calculus and more specifically the Π-Calculus
polyadic, the abstraction of many details through parameterisation will reduce
the system specification to an acceptable size. The syntax used is as follows:

P ::= O|αP |P |P |P + P |[x+ y]P |[x/ = y]P |−−−→(u, v)P |−−→A(u) (1)

Where the prefixes α(actions) are defined as follows:

p ::= Π |α−→(u)|α−−−−→< u > (2)

12 Formalize : Mathematical description in term of process.
13 CSP : Communicating Sequential Processes.
14 CCS : Calculus of Communicating Systems.
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- −→u : Denotes a list of variables called ”names”.
- α

−→
(u) : Reception of a list of variables −→u on the canal α.

- α
−−−−→
< u > : Transmission of a list of variables −→u on the canal α.

Table 1. Operators of Π-Calculus

Π-Calculus Description

p.P Prefixing
P +Q Choice
P | Q Parallelism
O Process Nil∑
Pi Generalized choice

!P Replication
A(x) Abstraction
[x = y] Matching

4.2 Higher Order Π-Calculus

It does not only allow to pass variables and channels but also processes [3].
Example:

P |Q (3)

with :
P ≡ α(x, y, z)andQ ≡ α(u, v, R).v(u).R (4)

P |Q ≡ α(x, y, S).O|α(u, v, R).v(u).R (5)

In the example above, the process S was transmitted from the process P to the
process Q.

5 Problem Description

A technical constraint of the antenna used for radio transmission makes that each
one of them can’t handle generally above a given amount of traffic in Erlang.
So, any excess of this mesure will result in losses and communications drops.

A more efficient, economical and green way to reduce and prevent this kind of
issue is firstly to use the same hardware which will be less hardware consuming.
Secondly, a saturated antenna don’t imply automatically that the neighbour-
ing antennas are congested too. So, to recover this load ballance the idea is to
perfrom dynamically what we call ”cell breathing”[14] [15].

The idea is that each congested antenna and its neighbouring uncongested
antenna dynamically ”shrink” and ”expand” their coverage (see figure 2) so the
traffic will be fairly distributed.

The typical manual and static resolving cost in time, human, and hardware.
Since, the adding of antenna is a way to expand original coverage of the network,
the idea was to optimise the coverage of the already existing anetannas to fulfill
dynmically each time this requirement.
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Fig. 2. Cell Breathing Phenomenon

The issue that remains is to : identify which neighbouring cell shall expand
and which ones shall shrink according to their own traffic load and the traffic
load of the saturated antenna too. Reason why, we’ve proposed a dynamic archi-
tecture that can handle and perform all these computations to cope dynamically
with this optimisation issue. Our approach is aiming to acheive a green (re-
spectfull of environnement), less time, human and hardware consuming network
optimisation.

5.1 Cell Definition

Technically a ”cell” can be seen as a set of points from the environement where
each point receives a given antenna’s signal above a threshold. Threshold depends
on the type of service proposed by the operator (outdoor, indoor, deep-indoor
, incar). So, any adjustment of the coverage area of a given antenna will be
technically expressed by the modification of the strength of signal received in
this area. Mathematically, the strength of a signal received is expressed by the
”field strength”.

Generally field strentgh is computed using several costumized formulas such
in [9], [10] :

FS = P + Gant − Lant − PL (xRP , yRP )

−V DIAG (AI − Tant ) − V DIAG ( γ − Aant )

+Gmob − Lmob

(6)

with :

γ = (180 \Π)atan2 ∗ (yRP − yant, xRP − xant) (7)
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where (P ) is the transmission power of the antenna (mesured in dB)
15 , (Gant,

Lant) and (Gmob, Lmob) are respectively the propagation gain and loss of the an-
tenna and the mobile (mesured in dB). (PL) is the propagation path loss computed
at the specefic point in the cell (mesured in dB). (Tant, Aant) are respectively tilt and
azimuth of the antenna (mesured in degrees). (V DIAG,HDIAG) are respectively
the vertical and horizental propagation diagram of the antenna. (xant, yant) and
(xRP , yRP ) are respectively the cartesians coordiantes of the antenna and the
concerned receiving point in the cell.

After analysing this formula, technically three parameters are the principal
ones customizable in real time and able of adjusting field strength instantly : the
power of transmission (P ), tilt and azimuth (Tant, Aant). Whereas other vari-
ables such antenna and mobile loss and gain (Gant, Lant) and (Gmob, Lmob) are
specific to each device and fixed by industrial producer. Propagation diagrams
are related to the type of antenna (V DIAG,HDIAG) (Omnidirectionnel or Di-
rective antenna). Finally path loss (PL) are computed each time using empirical
models such Okumura-Hata model or Walfish-Ikagami model.

So, in other words the ”cell breathing” can be formulated as an optimisation
problem where the resolving techniques have to find optimal parameters of the
: power, tilt, and azimuth of each antenna.

6 Proposed Architecture

The BTS is a component of transmission and reception, with a minimum of
intelligence. Its function is the management of radio transmissions. This is the
first network component responsible of supporting the request of a subscriber. A
cell that serves many mobiles sees its coverage area shrinks due to unaffordable
load of traffic. So, coverage holes appear and calls will be rejected. The load
on a cell corresponds to the ratio between the demand for traffic on that cell
and its actual capacity. This exceeding of load is a major issue in radio network
design. To avoid this problem, the BTSs must operate reliably on the ressources
(increase their intelligence). Things that lead us to think that cells with a load
approaching 100 % (called ”requesting cells”) can get the support from other
neighboring BTS with no load (called ”candidate cells”). This may lead to an
automatic reorganization of the frequency plan, without the need of new ”TRX
cards” for 2G networks or ”WBBP Board” in 3G networks or inserting new BTS.

A mobile is attributed to the cell that offers the best radio quality on its canal.
When a mobile moves from one cell to another, it sees the ”field strentgh” of the
first cell decreasing and the one of the second increasing progressively. Assigning
a call from a mobile to a BTS is a process that involves many parameters (eg :
azimuth, tilt, power, etc.) [4].

The objective of the proposed architecture is to provide an automatic, dy-
namic resolving of the netwrok congestion without the need of manual inter-
vention. Thus, the system receives as input an initial network configuration and

15 dB : decibel.
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develops an optimized reconfiguration of the network. Saving a collection of di-
verse solutions (history) allows a better and faster adaptation of the network
according to the registered changes.

The adjusting of the solution is not performed till recording the changes of
the environment. The approach is defined by a set of state of the environment
E = {state1, state2, ........, staten}. Each state is characterized by :

- Set of demanding cells.

- Set of candidate cells.

- Covered area.

6.1 General Architecture of the System

The general architecture of the optimisation system includes different types of
agents. Each agent is responsible of resolving a problem or executing a specific
task.

- Cell agent : this agent is responsible of detecting the overloaded cell (reactive
agent), through the computing of the following function :

L =
A

C
(8)

With : L : cell load.
A : traffic request on the cell.
C : effective capacity of the cell.

If the cell load reaches 100 %, the cell is declared ”requesting” else it is
declared ”candidate” with a degree of participation (number of communica-
tions which it could be able to support).

- Supervisor Agent: the role of this agent (deliberative agent) is to identify
each time which cells are of type ”requesting” and which one are of type
”candidate”. After working with the GIS agent, supervisor agent will decide
what is the next cell (closest to the location of the subscriber) to cover the
overloaded area. Then, it delegates to the evaluator agent the task of com-
puting the necessary parameters (azimuth, tilt, power). After optimisation,
these parameters will be sent back to the supervisor agent to ensure customi-
sation of the BTS (adjusting antenna) of the concerned cell. Then, requests
the history agent to make a backup of this network configuration (solution)
according to recorded state of the environment.

- GIS Agent: this agent (cognitive agent) has a geographical representation of
the area of the cellular network (line, point, surface, size, etc), with various
changes (in case of occurrence of obstacles or new constructions).
Note: The GIS agent has a 3D geographic representation of the cell [22], for
each instant t. So-called 3D-T cells.
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- Evaluator Agent: depending on the size of the area to cover, this agent
takes the initiative to calculate the necessary parameters: azimuth, tilt and
power. It sends these parameters to the supervisor agent. Since ”cell breath-
ing” can be formulated as an optimisation problem which its aim is to find
optimal parameters. The goal of the evaluator agent is to accomplish this
task in a polynomial time(efficiency). So, evaluator agent can include exact
(heuristics) or approached (metaheuristics) algorithms such Genetic Algo-
rithm (GA) or Particle Swarm Optimisation (PSO) for their ability to tackle
optimisation problem with high complexity.

- Historic Agent: this agent maintains the historical of previous solutions ac-
cording to the events. This will allow the reuse of good solutions for a better
and faster adaptation of the network in future phases.
Note: Once the overload resolved (the subscriber has moved to another cell,
or decreases its communication), the network returns again to its original
configuration.

6.2 Interactions between Agents

1 : The cell agent state the situation of the ”requesting ”, ”candidate” cell, and
the degree of participation in the supervisor agent.

2 : The supervisor agent asks the GIS agent about the geographical description
of the specified area.

3 : The GIS agent delivers the requested information to the supervisor agent.
4 : The supervisor agent asks the historic agent if there’s an earlier solution to

the present case in the base of solutions .
5 : The historic agent gives the solution (if it exists) to the supervisor agent.
6 : If there is an earlier solution to the current case, the supervisor agent delivers

it to the cell agent.
7 : Otherwise it returns the settings for the current case to the evaluator agent.
8 : The evaluator agent delivers the new solution to the supervisor agent.
9 : The supervisor agent delivers the solution to the cell agent. And calls the

historic agent of this backup solution.

7 Towards a Dynamic Architecture Based on Π-Calculus

Considering that the radio telephony networks are real life systems. So, a par-
ticular intrest has to be given to the dynamical and real-time aspect of these
kind of systems. Crashes and system failures have to be strongly considered.
Regarding that, many issues still existing. Two of them are:

1. In case of the loss of a link between two agents. How can we intervene ?
2. If we talk about real-time optimisation, is there a way to reduce the com-

munication time between these different agents ?
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Fig. 3. General System Architecture

Fig. 4. Movement of The Evaluator Agent

Based on Π-calculus, as formal language during the specification of the agents
of the previous system. It will allow to prevent the system from the failures
(crashes) or the dynamic evolution of the network. For example: if the supervi-
sor agent loses its communication link with the GIS agent, the expected goal of
the optimisation process will not be achieved. The answer to this concern is the
following: the Π-calculus as a formal language provides a dynamic reconfigura-
tion of the topology of the applications. Which means that the evaluator agent
may delegate its link to one of its agents to complete the requested task.

This mobility link in Π-calculus can be defined as follows :

S ≡ ba.S′ and G ≡ a(x).G′ and E ≡ b(x).ax.E′

With : S : Supervisor Agent.
G : GIS Agent.
E : Evaluator Agent.

The second benefit is that the evaluator agent can move to the cells surrounding
the overloaded cell to respond to each detected saturation. The neighboring cells
deliver their three parameters: azimuth, tilt, power, according to their current
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load of traffic. In this case, the evaluator agent has the updated parameters that
can be applied. It will move from one cell to another (by browsing neighbouring
cells), and retrieves the three parameters of each cell. As shown in the figure 4.

8 Conclusion and Perspective of Research

This paper has two main purposes. Firslty, it introduces a model for the network
congestion problem. Secondly, it presents a new dynamical solution to the prob-
lem of network congestion. An agent-based solution is presented, which provides
the redesigning of the network through effective cooperation between various
agents. Each agent is responsible of solving a particular problem or performing
a specific task. The solution includes also the algebra process Π-calculus, for its
ability to dynamically change the topology of applications and cope with any
system crashes or network dynamic evolution.

As perspective, we seek to test our architecture in real life scenarios. Secondly,
enhance the design of our architecture with more complex backup plans to cope
with system failures and dynamic evolution of the network. Thirdly, we will focus
on the design of the core of the optimisation process of the proposed architecture
which is the evaluator agent. Finally, we think of including industrial automata.
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Abstract. How to determine the degree of freedom (DOF) of parallel 
mechanisms (PMs) and multiloop spatial mechanisms has been a long standing 
problem, and it still is an active field of research with plenty open questions. 
Firstly, three categories formulas expressed with loop-unit are introduced from a 
new perspective of their treatment for the motion parameter of each independent 
closed loop(ICL). Secondly, based on some concepts and theory of link group, 
the analysis provides insight into why the previous formulas do not work for 
some multiloop mechanisms. Then a modified formula is presented by adding an 
addition index called loop-redundant-rank, meanwhile the steps of estimate of 
mobility property are presented. Finally a typical examples is selected to 
calculate the DOF with the formula mentioned above. And the results coincide 
with the prototype data, which shows the effectiveness of the proposed method to 
a certain extent. It can be seen that the formula presented in this paper can do 
quick mobility calculation and mobility property analyses of parallel 
mechanisms with elementary legs.  

Keywords: mobility, loop-unit, addition item, independent closed loop. 

1 Introduction   

Mobility or the DOF of a mechanism is the first consideration in the kinematic and the 
dynamic modelling of mechanisms and robots. IFToMM terminology defines the 
mobility as the number of independent co-ordinates needed to define the configuration 
of a kinematic chain or mechanism [1].  

Earlier works on the mobility of mechanisms go back to the second half of the 19th 
century to Chebychev, Grübler [2]. The development of a criterion for mobility 
calculation has a history of about 150 years. Prof. Gogu [3], Huang [4] et. al have 
summarized dozens of typical formulas in detail from different point of view. With the 
evolution of mechanisms from plane to space, single-degree to multi-freedom, 
serial-robot to parallel-robot, especially the advent of parallel mechanisms with 
overconstraints, it is found that a lot of drawbacks of the traditional formulas gradually 
show, and the results obtained by traditional mobility formulas are often in coincide 
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with the prototype data. As Tsai [5] said that “the value given by the above equations 
will be the lower bound of degree of freedom.” Rico [6] said that “there are many 
examples of parallel manipulators where the criterion given by the equation provides 
the incorrect number of degrees of freedom.” and Zhao [7] claimed “Up to now, we 
have not found a suitable method to calculate the DOF of the mechanisms(3-PTT and 
4-PTT) correctly.” Ouyang [8] presented a new formula in his paper and side: “The 
new formula and Kutzbach-Grubler Formula work for all the DOF calculation in plane 
and space mechanisms, while others are not refined.”  

All of the above is to say: many traditional methods and formulas are not suited to 
some modern or classical mechanisms, the formulas have to be reviewed and the flaw 
of which needs to be considered. For the unit of topological structure can be divided 
into: elements-unit, loop-unit and limb-unit [9], therefore the mobility calculation can 
be considered from all kinds of structural unit. In this paper, selecting a group of 
mobility formulas expressed with loop-unit, the problems existing in these traditional 
theories are analyzed. On this basis, a modified new formula is put forward.  

2 Traditional DOF Formulas Based on Loop Rank 

For the mobility formulas expressed with loop-unit, in addition to the number of 
joints, the DOFs of joints, other key controlling parameters are generally used: the 
motion parameter(b) (also named as “rank”) and the constraint parameter(d) of each 
ICL of the mechanism, the number of overclosing constraints and so on. However the 
motion parameters of ICL in original mobility formulas expressed with loop-unit have 
not been considered comprehensively.  

2.1 Original Mobility Formula 

In 1963, Ozol [3] proposed the following mobility equation thinking in terms of closed 
loop in mechanism: 

( )
5

1

6 6c
c

M c C q
=

= − −∑                              (1) 

where ( )
5

1

6 c
c

c C
=

−∑ is the total number of scalar kinematic parameters of the 

mechanism, q is the number of ICL. In this formula, the coefficient of q is 6, which 
represents that the formula is only applicable to the mechanism with all the rank of ICL 
being 6. Therefore, for the overconstrainted mechanism PCM [10] shown in Fig. 1, of 
which the ICL rank is not 6. So we can say that Eq. (1) does not work for this 
mechanism and an erroneous result will be got: ( )6 5 12 6 2 0M = − × − × = . 

Analogously, there are still formulas for mobility calculation presented by Koenigs 
[3], Rossner [3] and Boden [3] i.e.., they are only applicable to the mechanism whose 
rank of ICL is 6. 
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Fig. 1. PCM Mechanism 

2.2 The Formula Not Differentiating the Loop Rank  

Take into consideration the fact that the rank (or motion parameter) of ICL will be 
reduced and less than 6, as the overconstraints appearing in mechanisms. In 1968, 
Manolescu [3] extends the Eq. (1) proposed by Ozol by considering the overconstraints 
in ICL, and presents a new formula expressed with loop-unit: 

( ) ( )
5

1

6 6c
c d

M c C d q
= +

= − − −∑                         (2) 

where d is the constraint parameter of each ICL, which shows that the 
overconstraints in closed loop is considered. However, the formula does not 
differentiating the ranks of different chosed loops. Therefore, this formula is not 
applicable to the mechanism with different values of constraint parameter for ICLs. In 
fact, even if for PCM having the same d for all the closed loops as Gogu said, the result 
obtained by this formula is: 

( ) ( )6 5 12 6 1 2M = − × − − × =2, which is quite different from the reality.  

Hochman [3], Dobrovolsk [3] i.e. have put forward the similar formulas which have 
considered the rank of loop but not differentiated the loop rank in a mechanism. 

2.3 The Formula Differentiating the Loop Rank 

Sustained efforts have been made with the development of history. In 1999, 
considering the mechanism with different ranks for different closed loops, a more 
perfect equation was proposed by Antonescu [3]: 

5 6

1 2
i j

i j

M iF jR
= =

= −∑ ∑                         (3) 
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where Fi represents the number of joints having the degree of connectivity fi = i and 
Rj represents the number of closed loops having the motion coefficient bj = j. Thus 

6

2
j

j

jR
=
∑  represents the total number of ranks of all the closed loops. The values of j 

range from 2 to 6, which show that different closed loops will have different ranks. 
However by using Eq. (3), for PCM mechanism, the same erroneous results are 
obtained as Eq. (2): 1 12 5 2M = × − × =2. 

Moreover, Voinea and Atanasiu [3], Manolescu and Manafu [3], Gronowicz [3] i.e. 
have presented mobility formulas differentiating the loop rank in different ways.  

Since the case that different ranks for different loops has already been considered, 
why is the error result still got?  

3 Some Concepts for Mechanism Mobility 

To simplify analysis, firstly, some concepts and theory, which are called theory of link 
group, needed for DOF calculation should be recalled and presented. 

(1) General link group (or simply link group) [11]: a general link group is regarded as 
the combination of non-coincident links between any independent loop and its adjacent 
loop. The mobility of a link group can be equal to 0, or less than 0, or more than 0.  

(2) Displacement parameters of link group [12]: the displacement parameters are 
referred to linear and angular displacement parameters. It is the total displacement 
parameters of link group before its end part is restricted by other link groups at a given 

coordinate. It is expressed as gz
kG , which is named displacement vector of link group. 

gz
kG  ( ), x y zα β γ , where α β γ, x y z are formal parameters. The value of the 

formal parameter can be either 0 or 1. 0 denotes nonexistence of the movement while 1 
denotes existence. α β γ named angular displacement parameters, represent the 
rotations around X-, Y-, Z-axes, respectively. x y z, called as linear displacement 
parameters, represent the translations along X-, Y-, Z-axes, respectively.  

(3) Displacement parameters of ICL: It is the total displacement parameters of ICL 
before it is restricted by other ICLs at the given coordinate. It is expressed as hl

kL , which 

is named displacement vector of ICL. hl
kL  ( ), x y zα β γ , where α β γ, x y z are 

formal parameters, and represent the rotations around and translations along X-, Y-, 
Z-axes, respectively. The value of the formal parameter can be either 0 or 1. 0 denotes 
nonexistence of the movement while 1 denotes existence. Dimension of hl

kL  is expressed 

by hl
kd , namely, hl

kd = dim( hl
kL )=dim ( ), x y zα β γ , which is named as the 

rank of the kth ICL. It can also be written as hl
kd ( ), x y zα β γ  for short. 

(4) Base point [12]: In the reference system, the point, determined by the 
intersection of the effective parameters of link group, is named base point. Base point 
parameters can be expressed with a vector ,N M J

BO ( ), x y zα β γ . Dimension of 
,N M J

BO  is expressed by JM
B

N d , , namely JM
B

N d , =dim ( ,N M J
BO ). 
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4 Cause Analysis  

Based on the concepts mentioned above, below, we will analyze the reasons that 
cause the above problems mentioned in section 2. Without loss of generality, the 
cause analysis will be done combined with the PCM mechanism shown in Fig. 1. The 
PCM mechanism is formed by two ICLs. Suppose loop 1 contains link groups 1 and 
2, at the given coordinate, displacement parameters of loop 1 can be obtained:  

( ) ( )
1

0 0, 0 0,hl x y z x y zα β=L ∪ = ( )0, x y zα β , 

the rank of which is 1 dimhld =  ( )0, 5x y zα β = . Loop 2 contains link 

groups 2 and 3. Therefore, displacement parameters of loop 2 are: 
2

hlL = 

( ) ( )0 0, 0 0 ,x y z x y zβ γ∪ = ( )0 , x y zβ γ , the rank of 

which is 2
hld =  ( )dim 0 , 5x y zβ γ = . When there is only the first 

independent loop consists of link group 1 and link group 2 connected in parallel 
between the fixed platform and the movable platform, the motion of movable 
platform is the intersection of the displacement parameters of the two link groups: 

( ) ( )0 0, 0 0,x y z x y zα β∩ = ( )0 0 0, x y z . It can be 

seen that the rotation around Y-axis of movable platform has been constrained, which 
represents that the rank of ICL before it is restricted by former ICL. Actually, when a 
parallel mechanism formed by closing the two loops, that is to say when adding the 
third link group to loop 1, some motion of loop 2, rotation around Y-axis, will be 
restrained, and the rank of loop 2 will be reduced. The motion of movable platform 
will be: ( ) ( )0 0 0, 0 0 ,x y z x y zγ =∪  ( )0 0 , x y zγ , 

rather than ( )0 , x y zβ γ . At this time, if the rank of the loop 2 is 

calculated by 5, the result of mobility using formula will be smaller than the reality.  
In short, the essence is that the rank of the closed loop will be changed after it is 

restricted by other ICLs, which is ignored in the process of mobility calculation.  

5 New Theory of DOF 

5.1 A Modified Formula Based on Loop Rank 

The development of freedom theory is a process of going for perfect step by step. The 
formula presented by Moroskine [3]: M N r= − , which is valid without exception in 
theory, but with poor feasibility. To solve this problem, in 2005, Gogu [13] extended 
the formula, proposed a new method for calculating “r” by the method of linear 
transformation, and put forward a new formula for quick mobility calculation without 
the need to develop the kinematic equations.  

The traditional formula for mobility analysis is the Grübler-Kutzbach(G-K) criterion 
[10], however it has been documented for failure in many classical or modern 
mechanisms. The most core reason is that not all the overconstraints have been 
considered. Seizing the nature for mobility calculation, Prof Huang [14] developed 
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“G-K formula” and presented a “modified G-K criterion”, which is obtained by adding 
“parallel-redundant-constraint” to “G-K formula”. On the basis of screw theory, he 
formed the mobility principle based on reciprocal screw, with which almost all the 
“paradoxical mechanisms” summarized by Gogu have been solved [10].  

Similarly, having analyzed the reason for the error in the process of mobility 
calculation by Eqs. (1)~(3), an addition item should be added to modify the formulas. 
The value of addition item is equal to the reduced rank of loop when adding a link 
group to the former closed loop. This item is called “loop-redundant-rank” here, and 

expressed as η : ( )11
1

dim
q

i jhl gz gz
j i ji

j

dη =
+=

=

⎡ ⎤= −⎢ ⎥⎣ ⎦∑ G G∪∩ . Therefore, a modified formula 

based on loop rank can be obtained: 
 

5

1 1

q
hl

i j
i j

M iF d η
= =

= − +∑ ∑                         (4) 

( )11
1

dim
q

i jhl gz gz
j i ji

j

dη =
+=

=

⎡ ⎤= −⎢ ⎥⎣ ⎦∑ G G∪∩                  (5) 

where, M denotes the DOF of a mechanism; Fi is the number of kinematic joints with 
i DOF; q is the number of independent loops; η  is the number of loop-redundant-rank; 

hl
jd  is the rank of the jth independent loop; gz

iG denotes the displacement parameters 

vector of the ith link group. 
Substitute Eq. (5) into Eq. (4): 

5

1 1

q
hl

i j
i j

M iF d η
= =

= − +∑ ∑ = ( )5

11
1 1 1

dim
q q

i jhl hl gz gz
i j j i ji

i j j

iF d d
=

+=
= = =

⎡ ⎤− + −⎢ ⎥⎣ ⎦∑ ∑ ∑ G G∪∩ =

( )5

11
1 1 1 1

dim
q q q

i jhl hl gz gz
i j j i ji

i j j j

iF d d
=

+=
= = = =

− + −∑ ∑ ∑ ∑ G G∪∩  = 

( )5

11
1 1

dim
q

i j gz gz
i i ji

i j

iF
=

+=
= =

−∑ ∑ G G∪∩                                (6) 

Eq. (6) is the final modified formula based on loop rank. 

5.2 Estimate of Mobility Property 

With a rapid development of mechanical engineering over the past half century after 
World War II, a great number of multi-DOF over-constrained new mechanisms have 
appeared. To apply mechanisms into practice, it is not enough to only calculate the 
number of mobility. We also need to know the mobility characteristics. That is to say, 
the issue of estimate of mobility property should be addressed. However there is few 
research in these mobility theories from the perspective of loop-unit. Based on the 
mobility theory of link group, it is easy to judge the mobility property. 
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The DOF of the output member is [15]: 

=′F JM
B

N d , + kF ′∑                            (7) 

where kF ′  is the DOF of the link group whose DOF, kF , is less than zero. kF  

can be calculated by: 

( )1
dimkP gz

k i ki
F f

=
= −∑ G                         (8) 

It is presented in previous paper [12]. If 0F ′ > , it means that the output member is 

movable. And now the displacement parameters of base point, N M,J
BO = 

1

1

q gz
kk

G∩ +

=
, can 

mean the mobility property of output member. That is to say that the estimate of 
mobility property is done just with intersection operation for displacement parameters 
of link group [16]. In general, procedure for estimate of mobility property is 
summarized as follows: 

1. Determine the displacement parameters of each link group, gz
kG . 

2. Determine the DOF of each link group, kF , using Eq. (8).  

3. Seclect the DOF of the link group whose DOF is less than zero, that is kF ′ . 

4. Determine base point parameters, ,N M J
BO , with intersection operation. 

Meanwhile dimension of N M,J
BO  can be determine. 

5. Determine the DOF of the output member, F ′ , using Eq. (7). If 0F ′ = , it 
means the output member is fixed. While 0F ′ >  it means the output member is 

movable, at this moment ,N M J
BO  means the mobility property of output member, 

including both independment motion and parasitic motion. 

5.3 The Rules of Union Operation for Displacement Parameters of Link Group 

The determination of displacement parameters of link group, gz
kG , is an important 

prerequisite for the mobility calculation and estimate of mobility property. In a certain 
coordinate system, displacement parameters of link group depend on some key 
controlling factors: type of kinematic pair, relative position and orientation of pair axes 
and so on. For the topological structure of link group composed with only translational 
pairs and kinematic elements connected in series, there are only linear displacement 
parameters. The displacement parameters of link group can be obtained by 
superposition of each pair’s displacement parameter, and can be described as follows: 

( ) ( ) ( )0 0 0, 0 0 0 0 0, 0 0 0 0 0, 0 0 ;x x x=∪  

( ) ( ) ( )0 0 0, 0 0 0 0 0, 0 0 0 0 0, 0 ;y x x y=∪  

( ) ( ) ( )0 0 0, 0 0 0 0, 0 0 0 0 0, 0 ;x y x x y=∪  and so on. 



542    W. Lu et al. 

The displacement parameters of link group composed of prismatic pairs can be 
obtained relatively simply. It just needs to determine the linear displacement 
parameters according to the axial direction of prismatic pairs. 

However, for the link group composed of multiple revolute pairs, the determination  
of displacement parameters is generally no longer a case of simple super- 
position of the angular displacement parameters, that is  ( )0 0, 0 0 0α ∪  

( )000,00α ≠ ( )0 0, 0 0 0α . 

There may be also some parasitic linear displacement parameters when the rotation 
axes meet a certain geometric condition. For convenience of description, we have 
introduced ten types of basic link group and the displacement parameters of which are 
listed in Ref [15]. 

A relatively complicated link group can be considered as a connection by 
kinematic pair according to certain ways. That is to say a complicated link group can be 
divided into some basic link group types. Therefore the displacement parameters of the 
link group will be obtained by a superposition of which of basic link groups. The 
proposal of displacement parameters of basic link group types establishes the 
foundation of the determination of the displacement parameters of link groups. 

6 Mobility Analysis of a Typical Mechanisms 

In ref [3], as Gogu said the rank of the two ICLs of the PCM mechanism shown in 
Fig.1 are both equal to 5, the right result cannot be obtained with the traditional 
formulas . The mobility analysis of this mechanism will be done next with the new 
formula. 

By the assumptions, loop 1 is denoted by ABCDEFGH and loop 2 is denoted by 
EFGHIJKL. The displacement vectors of each link group are:  

1
gz =G ( )0 0, x y zα , 

2
gz =G ( )0 0, x y zβ ;  

3
gz =G ( )0 0 , x y zγ .   

Therefore, the displacement vector of loop 1 including link group 1 and link group 
2 is obtained by union operation: 

1
hlL = 1 2

gz gzG G∪ = ( )0 0, x y zα ∪ ( )0 0, x y zβ
 

            = ( )0, x y zα β   

And 1 2 3
gz gz gzG G G∩ ∪ = ( )0 0, x y zα ∩ ( )0 0, x y zβ   

                    ( )0 0 , x y zγ∪
 

                 
= ( )0 0 , x y zγ . 
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By Eq. (6), the DOF of the PM in Fig.1 can be obtained: 

( )5

11
1 1

dim
q

i j gz gz
i i ji

i j

M iF
=

+=
= =

= −∑ ∑ ∪∩ G G = 

( )1 12× − [ ( )1 2dim gz gzG G∪ + ( )1 2 3dim gz gz gzG G G∩ ∪ ]= 

12 − [ ( )dim 0, x y zα β  + ( )dim 0 0 , x y zγ ]= 12 − (5+4)=3. 

On the other hand, with Eq. (5), the loop-redundant-rank can be calculated:  

( )11
1

dim
q

i jhl gz gz
j i ji

j

d G Gη =
+=

=

⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∪∩ = ( )2 1 2 3dimhl gz gz gzd − G G G∩ ∪ = 

( )5 dim 0 0 , x y zγ− 5 4 1= − =  . 

Adding Eq. (3) with the addition item, a right result will be obtained: 

5 6

1 2
i j

i j

M iF jR η
= =

= − +∑ ∑ =1 12 5 2 1× − × + =3. 

Mobility property analyses: 

(1) Determine the DOF of each link group: 

( )1 2 3 1
dim 4 4 0kP gz

i ki
F F F f

=
= = = − = − =∑ G ; 

(2) Determine kF ′ : 0kF ′ =∑  

(3) Determine base point parameters:  

,N M J
BO =

1

1

q gz
kk

G∩ +

=
= 1 2 3

gz gz gzG G G∩ ∩ = 

( )0 0, x y zα ∩ ( )0 0, x y zβ ∩ ( )0 0 , x y zγ  

= ( )0 0 0, x y z .  

And, JM
B

N d , =dim( ,N M J
BO )=dim( ( )0 0 0, x y z )= 3 

(4) Determine the DOF of the output member: 

=′F JM
B

N d , + kF ′∑ =dim( ,N M J
BO )+0=3 0>  

Therefore ,N M J
BO = ( )0 0 0, x y z  means that the moving platform has 

three independent translation along X-axis, Y-axis and Z-axis respectively.  

7 Conclusion 

The development of freedom theory is a process of going for perfect step by step. The 
development history of a group of mobility formulas expressed with loop-unit is 
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introduced with their consideration of the motion parameter of ICL. To modify these 
defective traditional mobility formulas, new concepts including the displacement 
parameters of ICL and loop-redundant-rank are presented. Then a new formula for 
mobility calculation by adding a correction item called loop-redundant-rank is put 
forward. 

In the new formula presented in this paper, intersection operation is done to avoid 
constraint calculation. Meanwhile, taking a link group and an ICL as a unit instead of a 
pair, which can makes the mobility calculation simple. 

Although there have been many formulas for mobility calculation in different forms, 
the authors from a new point of view, apply the theory of link group and intersection 
rule presented by authors to the traditional mobility formulas expressed with loop-unit. 
As Prof Yang Tingli said, it is very meaningful for applying different methods to solve 
the same problem. 
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Science Foundation of China (51275438). 
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Abstract. Aimed at making full use of the Antarctic renewable wind energy, 
this paper presents a long distance polar rover installed a multifunctional wind 
energy unit. The multifunctional wind energy unit integrates the wind power 
driving and wind power generation, which can convert the force acting on the 
unit caused by the wind energy into the rover’s driving force and the wind 
power at the same time. Meanwhile, assisted by the track diving subsystem, the 
polar rover can change the rover’s motion direction and cross the obstacle. The 
track diving subsystem can move back and forth, which can change the center 
of mass of the rover and improve the mobility of the polar rover. Furthermore, 
on the basis of the aerodynamics and mechanics theory, the motion 
performance and automatic reset capability of the polar rover was investigated. 

Keywords: Antarctic, polar rover, wind energy, changing mass center, Long 
distance exploration. 

1 Introduction 

The environment of the Antarctic inland poses numerous challenges for mobile 
robots. As the important moving carrier for the Antarctic exploration, the polar rover 
must face the limited energy stored in the polar rover which greatly restricts the polar 
rover to execute a long distance exploration. 

Many research works have been done successfully to investigate how to reasonably 
utilize the Antarctica’s renewable energy, such solar power and wind energy in order 
to enlarge the rover’s exploration field.  

Nomad rover designed by Carnegie Mellon University was applied to Antarctic 
meteorite exploration, a wind power generation unit installed on Nomad rover was 
used to supplement electric power for this rover [1]. Ref. [2] designed an Antarctic 
robot with vertical axis wind turbine. This robot had been tested in Zhongshan Station 
in Antarctic, the results shows that the renewable wind energy system can provide 
continuous power supply for the rover. But the results also show that the steering 
mode, energy capture efficiency, control mode are not meet the requirements of the 
environment. Meanwhile, the wind-driven spherical robots, for example JPL 
tumbleweed rover and the Tumble Cup, were tested in the Antarctic environment. 

                                                           
* Corresponding author. 
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Experiments show that the motion is strongly episodic, once the rover gets moving 
quickly for a while, then stop or control the rover’s direction was difficult [3,4]. 
Moreover, in the aspect of using renewable solar energy, Cold Regions Research and 
Engineering Laboratory developed first ground vehicle specifically designed to 
conduct long-duration autonomous science campaigns over terrestrial ice sheets. A 
five sided box of solar panels surrounds the chassis of the four-wheel mobile robot, 
the collecting solar power reflected from the snowfield as well as directly incident to 
the panels. A unique power management system controls the operating point of each 
panel to match collective power input to power demand [5,6]. Furthermore, the flying 
robot and ice surface mobile robot were also developed for the Antarctic exploration 

[7-10], and the motion performance for these robots also was researched [11-13]. 
Therefore, how to make full use of the Antarctic renewable energy sources so that 
enlarges the polar rover’s exploration field is one of main study topics. 

A long distance polar rover installed a multifunctional wind energy unit was 
introduced in this paper. The multifunctional wind energy unit integrates the wind 
power driving and wind power generation, which can convert the force acting on the 
unit generated by the wind energy into the rover’s driving force and the wind power at 
the same time. Meanwhile, the motion performance of the polar rover was 
investigated. The characteristics of changing mass center and its influence on polar 
rover was also analyzed. This research provides a mechanical structure for the 
unmanned polar rover to complete tasks driven by the renewable wind energy and 
interactive track driving sub-system.  

2 The Structure of the Long Distance Polar Rover 

2.1 Polar Rover Structure 

The structure of the long distance polar rover is shown in Fig.1. The detecting 
instruments are fixed in the capsule of polar rover. For ensuring the polar rover have 
the automatic reset capability, six sledges is connected respectively with capsule by 
landing legs and the revolute joint whose rotation angle is limited. And the sledges 
distribute around the axis of capsule by 120º. Track driving subsystem can provides 
driving force for polar rover. The track driving subsystem can realize the action 
respectively by lifting the track unit, moving along the lead screw and rotating around 
the capsule’s axis. And under these different action modes of the track unit, the polar 
rover can change its mass center for restoring the driving capacity to well-balanced 
state from unsteady state and crossing the ice valley. 

The multifunctional wind energy unit is set at the rear of the polar rover, whose 
blades can be rotated so that the different blade wind angle can be obtained. The 
multifunctional wind energy unit can convert the force acting on the blade generated 
by the wind energy into the rover’s driving force by adjusting the blade wind angle, 
and as well as convert the wind energy into the electric energy by the blades’ rotation. 
Therefore, the characteristics of the polar rover ensure the polar rover to execute the 
long distance exploration. Meanwhile, assisted by the track diving subsystem, the 
polar rover can change the rover’s motion direction, cross the obstacle and possess  
the automatic reset capability. 
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1
2

3

4

5678  
1. transmission mechanism  2. capsule  3. landing leg  4. Sledge  5. motor 

6. track unit  7. lead screw  8. multifunctional wind energy unit 

Fig. 1. Structure of the polar rover 

2.2 The Multifunctional Wind Energy Unit 

The multifunctional wind energy unit is shown in Fig.2. The blades are the key parts 
of the polar rover, and the blade wind angle can be adjusted by driving the motor. 
Under the force acting on the blades can be divided into driving force and lift force. 
The driving force pushes the polar rover to move forward. In contrast, the lift force 
can rotate the blades. Furthermore, the rotational motion of the blades is transmitted 
from output shaft to reduction gearbox of power generation unit, which can convert 
surplus wind energy into wind power. When the resistance acting on the blade,  
 

 
1. blade  2. outside protective cover  3. bearing pedestal  4. motor frame 5. motor   

6. output shaft  7. bearing  8. big bevel gear 9. small bevel gear 10. end cover  11. capsule 

Fig. 2. Section view of the multifunctional wind energy unit 
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namely the driving force of the polar rover becomes too large or too small so that the 
polar rover is in the unstable motion stage, the motor drive the bevel gear pair to 
adjust blade deflection angle and change blade windward area ultimately in order to 
ensure the polar rover to obtain the controllable driving force. 

The multifunctional wind energy unit integrates the wind power driving and wind 
power generation. Thus, the polar rover can make full use of the Antarctic renewable 
wind energy sources, which enlarge the polar rover’s exploration field. 

3 Motion Performance of the Polar Rover Driven by Wind 
Energy 

When the force caused by the wind energy acts on the blades, the force becomes the 
pressure force acting on the blades and then product the thrust force so that push the 
polar rover to move forward. The reasonable thrust force can be achieved by changing 
the appropriate blades’ windward area. 

To facilitate study, this paper assumes the blades are in the ideal fluid filed as 
shown in Fig. 3. 

 

Fig. 3. Air force acting on a blade 

In Fig.3, V is the wind velocity, α and θ is the angle between the direction of wind 
velocity and plate surface and the angle between wind velocity and rover forward 
direction, respectively. 

On the basis of the Bernoulli's principle, the aerodynamic force FR acting on the 
blade can be expressed as: 

21

2R rF C SVρ=                           (1) 

where ρ is the air density (kg/m³), Cr is the thrust force coefficient, S is the wing span 
area (m2), S=R×c, R is the blade’s wing span length (m), c is the blade chord length 
(m). 
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Aerodynamic force FR can be divided into Lift force FL and resistance FD (as 
shown in Fig.3). FL and FD is vertical and along with the direction of wind velocity 
respectively, which can be described as: 

21

2L LF C SVρ=                                  (2) 

21

2D DF C SVρ=                                 (3) 

where CL is the lift coefficient, CD is the resistance coefficient. 
To project the lift force FL and resistance FD into two components on x and y axis. 

FQ is parallel to the rotating plane and FT is perpendicular to the rotating plane, which 
can be written as the following relation:  

sin cosT L DF F Fθ θ= +                            (4) 

cos sinQ L DF F Fθ θ= −                            (5) 

Polar rover is pushed to move forward by aerodynamic thrust force FT generated 
by airflow. In contrast, the torque caused by radial force FQ can rotate the blades. 

When there are N blades in the multifunctional wind energy unit, then the total 
thrust force T and the total torque Q can be gotten: 

( )21
sin cos

2 L DT N V S C Cρ θ θ= +                  (6) 

  ( )21
cos sin

2 L DQ N V SR C Cρ θ θ= −                 (7) 

According to the Eq. (6) and Eq. (7), when external condition is certain, total thrust 
force T and the total torque Q are in direct proportion to N, S and V2. With the change 
of wind velocity or wind direction, the polar rover adjusts the windward area of 
blades so that obtain the controllable thrust force. Meanwhile, the multifunctional 
wind energy unit can generate the wind power under the driving of torque Q. 

4 Motion Performance of the Polar Rover Driven by Track Unit 

The long distance polar rover can change the position of the track unit along the 
capsule’s axis by rotating the lead screw. The lead screw can drive the track unit to 
move forward or backward so that the mass center of the polar rover is adjusted (as 
shown in Fig. 4). When the polar rover are moving on the relatively even ice or 
snowfield, the mass center O2 of the track unit and the mass center O1 of rover except 
the track unit should pose on the same vertical line in order to ensure the uniformity 
of the force acting on the sledges. However, when the polar rover is driven by the 
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track unit, track unit contact the ice or snowfield and the rear two sledges are raised. 
Therefore, the total weight of the polar rover is exerted on the track unit and the front 
two sledges. Because the lift height of rear two sledges is less than the length of polar 
rover, for simplifying the analysis, this paper assumes that the distance l between O1 
and the contact force point on front sledges, and the distance e between O1 and O2 is 
equal to the corresponding geometric length of polar rover.  

 

Fig. 4. The sketch of changing mass center 

In Fig. 4, v is the polar rover’s translational speed, G2 is the weight of the track 
unit, G1 is the polar rover’s weight except the track unit weight. FN1 and FN2 is the 
normal force exerted on the sledge and tract unit respectively, Ff1 is the friction force 
acting on the sledge, Ff2 is the driving force of the track unit. 

Then, according to the geometric model as shown in Fig.4, FN1 and FN2 can be 
described as: 

1
1

1 2
2

( )

N

N

G e
F

l e
G l G l e

F
l e

⎧ =⎪⎪ +
⎨ + +⎪ =
⎪ +⎩

                        (8) 

    Therefore, the driving force Ff2 generated by the track unit can be expressed as: 

⎟
⎠
⎞

⎜
⎝
⎛ +

=
1

1
2

e

l
G

Ff

μ
                                 (9) 

where μ is the friction coefficient between sledge and ice or snowfield 
To define )/( 122 GFF ff μ= and δ=l/e, then the normalized function 

2fF can be 

deduced that: 

1

1
2 +

=
δfF                                (10) 
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According to the Eq. (3), The Fig. 4 reveals the dependence of 
2fF  on δ.  

2
f

F

 

Fig. 5. The dependence of normalized function 
2fF and δ 

It can be seen from the Fig. 5,  
2fF  decreases with the increase of δ. In other 

words, the driven force Ff2 increases with the moving of the track unit far away from 
the O1. However, it can also be observed that the changing range of the driven force 
Ff2 is different with the changing range of moving distance e. 

Meanwhile, the track unit can decrease the velocity of the rover, and the track unit 
also plays an important role in changing the motion direction of the polar rover. 

5 Automatic Reset Capability of the Polar Rover 

Renewable wind energy can be used to drive the polar rover. On the contrary, the 
wind can also induce the overturn of polar rover. Therefore, the polar rover must 
possess the automatic reset capability. 

The cylindrical capsule of the long distance polar rover can reduce effectively the 
wind resistance and decrease the risk of overturn. Especially, the track unit can rotate 
around the capsule’s axis. After the overturn of the polar rover, another two sledges 
will contact the ice or snowfield, and the track unit will be parallel with the surface of 
ice or snowfield or keep a certain angle with the ground. Then, the polar rover will 
recover to the normal stage with the rotation of track unit even the polar rover 
overturns under the action of an external force, as shown in Fig.6. 

 
a) normal stage               b) overturn stage           c) Automatic reset stage 

Fig. 6. Automatic reset capability of the polar rover 
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6 Conclusions 

A long distance polar rover with a multifunctional wind energy unit was developed. 
The multifunctional wind energy unit integrates the wind power driving and wind 
power generation, which can convert the force acting on the unit generated by the 
wind energy into the rover’s driving force and the wind power at the same time. It can 
make full use of the Antarctic renewable wind energy and enlarge the polar rover’s 
exploration range. Meanwhile, the polar rover can be driven by the track driving 
system so that improve its tractive and steering performance. Furthermore, the track 
unit can ensure the polar rover recover to the normal stage even the polar rover 
overturn under the environment of the Antarctic inland. 
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Abstract. Traditional stackers for reagent dispensers are complex and 
cumbersome in structure since the transmission systems in the chambers are as 
tall as the chambers storing separated microplates. This paper designs a novel 
close-packing stacker system with function of elevating and separating of 
microplates, called DSE stacker. The DSE stacker, driven by two motors, can 
manipulate close-packed microplates one by one in a tall chamber. The DSE 
stacker consists of two symmetrical screws, two stepper motors, a chamber, a 
carrier, and transmissions. In a DSE output stacker, the lowest microplate can 
be extracted, separated from upper microplates and then transferred 
automatically to a carrier under the chamber. In a DSE input stacker, the 
process is reversed. This paper gives framework on kinematics of the DSE 
stacker system in detail. The results of analyses show that the stacker system is 
valid.  

Keywords: Reagent dispenser, stacker system, close-packing, microplate 
manipulation, screw mechanism. 

1 Introduction 

Microplates including filter microplates, PCR micro-plates and deep well plates [1, 
2], are commonly used in medical, chemical and biological laboratories, especially for 
High Throughput Screening (HTS) [3-5]. Compared with manually dispensing, 
reagent dispenser, applied to automatically fill microplate with media, is high efficient 
and labor saving. 

Efficiency and stability of stackers are important for bio-reagent dispenser, which 
is still a research focus since there are still some difficult problems for a long time, 
among which elevating and separating mechanism of stacker is key technology. 
Stacker system can be used to store microplates, extract empty microplates from the 
stacker, transfer microplates to the dispensing position, and insert filled ones into the 
stacker. In recent years, a lot of achievements have been made in this area. According 
to arrangement mode of microplates, stacker system with elevating and separating of 
microplates has two main kinds: gap-packed (GP) stacker and close-packed (CP) 
stacker.  
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Traditional gap-packed (GP) stacker for reagent dispenser driven by one motor is 
cumbersome and too complex in structure. For example, a GP stacker [6] includes 
two motor and two transmission chains with equally spaced teeth to separate 
microplates one from another, which leads to low space utilization since there is 
inevitable gaps between two adjacent microplates. What is more, the transmission 
system in the chambers is as tall as the chamber of separated microplates, leading to 
complicated structure and high demand of installation and machining accuracy.  

In addition, traditional close-packed (CP) stackers driven by more than three 
motors are smaller and complicated in control. Many expensive commercial products, 
such as the Viafill stacker, the BioStack stacker and the Connect stacker [7], are 
developed and improved in recent decades. The CP stacker is driven by at least three 
motors: the first one for grabbing or releasing the upper microplates, the second one 
for pushing a plate vertically to fetch the lowest microplate, and the third one for 
transferring the microplate on the plate to the dispensing position. The motor action 
process of CP stacker is complex, which results in a complicated control system.  

This paper designs a novel close-packing stacker system with function of elevating 
and separating of microplates, called DSE stacker. 
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(a) Schematic diagram                  (b) 3D model  

Fig. 1. Principle of the DSE stacker. 1-base; 2-passive shaft; 3-active shaft; 4-active pulley; 5-
motor; 6-second gear; 7-first gear; 8- active screw; 9-microplate; 10-chamber; 11-passive 
screw; 12-carrier; 13-passive pulley; 14-belt.  

2 Design of DSE Stacker 

2.1 Components of DSE Stacker  

DSE stacker, shown in Fig. 1, consists of two symmetrical screws, two reduced 
stepper motors, transmission mechanisms, a chamber, a carrier and close-packed 
microplates. The shaft of the active screw is sleeved inside the first gear; the shaft of 
the passive screw is sleeved inside the passive pulley. The motor is fixed in the base. 
The first gear sleeves the motor output shaft, while the second gear sleeves the active 
shaft. The active pulley sleeves the active shaft and similarly, the passive pulley 
sleeves the passive shaft. A transmission mechanism connects the active and passive 



DSE Stacker: Close-Packing Stacker with Double-Screw Elevating for Reagent Dispenser 557 

pulley. The passive shaft and the active shaft are sleeved inside the base. The active 
pulley, passive pulley and transmission mechanism can be selected as teeth belt, flat 
belt, tendon or chain driving [8]. The chamber installed on the base can be moved by 
a technician after the whole dispensing process has been completed. Microplates are 
close packed in the chamber and furthermore the bottom surface of the lowest 
microplate is in contact with the active screw and passive screw. Driven by the second 
motor and second transmission mechanism, the carrier is installed just under the 
chamber to move the microplate to the dispensing position. 

2.2 Motion Process of DSE Stacker 

The motion process of DSE stacker is like this. First of all, the motor rotates, driving 
the first gear to rotate, and further driving the second gear and the active pulley to 
rotate reversely. At the same time, the passive pulley is driven through the belt 
transmission, and then the passive screw rotates. Because the rotation directions and 
the handedness of the active and passive screws are inverse, they support and drive 
the lowest microplate moving along the spirals synchronously. As a result, the lowest 
microplate goes upward or downward according to the rotary direction of the motor. 
 

       
(a)                 (b)                  (c) 

Fig. 2. Dropping process of microplate in DSE stacker 

When the motor rotates in the direction as indicated by the arrow shown in Fig. 
1(a), microplate A goes downward along the spirals of the screws, as shown in Fig. 2. 
While microplate A reaches to the endings of the spirals, it is out of touch with the 
active and passive screws, leaving the chamber to the carrier. At this time, the top 
surfaces of the screws support the projecting edges (namely, flange) of microplate B, 
and consequently support the whole upper close-packed microplate stack. Till now, 
microplate B takes the place of microplate A and the next circulation begins.  

When the motor rotates the other way around, the active and passive screws pick 
up the microplate, which has been dispensed with reagent and momentarily stored in 
the carrier, from the carrier to the stacker. Finally, all microplates are packed one 
above another in the chamber. 
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3 Analysis of DSE Stacker 

This section gives framework on kinematics of DSE stacker. Contact force [9] during 
elevating and separating process is analyzed firstly. After that, the simulation of the 
contact force of the screws is given. The results show that the screws can lift the 
lowest microplate upward and downward and meanwhile support the upper close-
packed microplate stack stably. The contact force is related to the number of the 
microplates and the mechanical structure of the screws. At the end of this section, the 
total time of fetching out the lowest microplate is analyzed in detail. 

Let:  
N1, N2- supporting force of the active and passive screws caused by the microplate 
stack respectively, N;  
f1, f2- friction force exerted on the active and passive screws by the microplate stack 
respectively, N;  
Fs1, Fs2- resultant force of the active and passive screws, N; 

1 2,ψ ψ - lead angle of the active and passive screws, rad; 
H1, H2- axial length of the active and passive screws, mm; 
P1, P2- thread pitch of the active and passive screws, mm; 

1 2,μ μ - friction coefficient respectively;  
G- gravity of the close-packed microplate stack, N; 
n- rotational speed of the motor, rpm; h- height of one microplate, mm; 
Gm- gravity of one microplate, N; nm- number of microplates supported by the screws; 
he- height of the flange of microplate, mm; we- width of the flange of microplate, mm; 
ws- width of the screw in radical direction, mm; 
ht- least axial length of two adjacent teeth of the screw, mm; 
d- distance between the screw and the upper portion of the microplate, mm; 
t1- time of moving the lowest microplate between the chamber and the carrier, s. 

In order to support the microplate stack stably and evenly, the active screw and 
passive screw must have identical materials and structure parameters except the 
handedness, so the following relationship is arrived at: 

1 2

1 2

1 2

1 2

=P P P

H H H

ψ ψ ψ

μ μ μ

=⎧
⎪ = =⎪
⎨ = =⎪
⎪ = =⎩

 (1)

Fig. 3 shows the contact force analysis of the DSE stacker. For the materials and 
structure parameters of the two screws are identical except the handedness, and the 
microplates are put in the middle of the two screws, one gets: 

1 2

1 2

1 2
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 (2)
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O stands for the gravity center of the microplate stack in the chamber. When the 
lowest microplate is supported by the screws, the whole system relative to point O is 
balanced according to the force analysis. The following relationship is arrived at: 
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Combining the relationships above, the expressions of f and N is arrived at: 
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Fig. 3. Contact force analysis of DSE stacker 

Set f as functions of ψ and nm. After the microplate has been dispensed with 
reagent, the maximum mass of one microplate is about 285g, so Gm=2.85 N. The 
range of ψ is from 0~90° and the range of n is from 1 to 50. The relationships among 
f, nm and ψ are shown in Fig. 4(a). Set N as functions of ψ and nm. The relationships of 
N, nm and ψ are shown in Fig. 4(b). 

The conclusions from these figures are listed below: 

1) When the number of microplates nm increases, f and N will respectively increase 
distinctly. In order to improve the lifetime of the microplates and the screws, the 
number of microplates should be limited according to f and N. 

2) When the lead angle of the screws ψ increases, f will increase while N decreases 
obviously, which means the lead angle of the active and passive screws cannot be too 
large, otherwise the supporting force is too little to brace the microplate stack stably. 
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(a)                                (b) 

Fig. 4. Relationships among f, N and the other variables 

Aiming to realize the function of elevating the microplate upward and downward, 
and supporting the upper close-packed microplate stack, the structure parameters of 
the screws are strictly restricted.  

When the microplate stack goes downward along the spirals, as shown in Fig. 5, 
the screws cannot meddle with the operated microplate stack and should support the 
lowest microplate through the flange, so one gets: 
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Fig. 5. Structure of the screws 

As the lowest microplate is in the critical condition of leaving the screws, the 
screws should support the upper close-packed microplate stack in the chamber. In this 
way, the movements are continuous and vibrations are reduced as far as possible, so 
the following relationship is arrived at: 
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1 2H H H h= = ≥  (6)

If H h< , when the lowest microplate gets to the ending of the spirals and is about 
to be released, the upper microplate stack has not come into contact with the screws, 
and inevitably the stack has to freely fall to the top of the screws, resulting in 
vibrations and impulsions. The DSE stacker mentioned in this paper can manipulate 
any microplates compliant to ANSI and furthermore any object that has structure 
similar to microplate. The key point is that there is a flange, like that of microplate, 
which can be supported by suitable screws. This kind of escapement mechanism is of 
great importance to every walk of life that requires extraction or insertion of one 
object from or to the chamber of the objects respectively. 

The speed of elevating the microplate upward and downward is determined by the 
rotational speed of the motor n and the thread pitch of the active and passive screws 
P. The time of moving the lowest microplate from the chamber to the carrier and the 
time of moving the microplate in the carrier to the lowest position in the chamber is 
equal, denoted by t1. The expression of t1 is arrived at: 
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60
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n P
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⋅
 (7)

4 Design of Reagent Dispenser with DSE Stacker 

At the beginning of this section, peristaltic and syringe pumps are introduced. Then 
there comes the components of the reagent dispenser with DSE stacker. Thirdly, 
working process is talked about in detail. Fourthly, the kinematics analyses are given. 
This section ends up with reagent dispenser specifications. 

4.1 Peristaltic Pump and Syringe Pump 

Peristaltic pumps [10], world-widely used in chemical analysis and drug screening, 
deliver fluid by exerting force on flexible tubes. Because the flexible tubes containing 
fluid are disposable, the pump mechanisms do not get in touch with the fluid, 
ensuring sterility and preventing contamination. Typically, the flexible tubes are 
engaged with some rollers, which squeeze the tubes lengthwise. As a result, the fluid 
in the flexible tubes are forced to move. Peristaltic pumps are chosen for positive 
displacement and flow metering characteristic [11]. In addition, this kind of pumps 
have an external reservoir and therefore can transfer bulk liquids, which is necessary 
for HTS.  

Syringe pumps [12], injecting liquid in a piston motion, are more accurate and 
more expensive compared with the syringe pumps. Most importantly, syringes are 
applied. The motions of syringe pumps are like this: a pump motor moves a pusher 
forward; the syringe plunger is compressed resulting in liquid dispensing; If the 
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rotation direction of the motor is reversed, the plunger is moved back to fill the 
syringe with fluid. 

The comparison of parameters of peristaltic and syringe pumps is shown in  
Table 1.Taking into consideration all the advantages and disadvantages of the two 
kinds of pumps, the reagent dispenser developed in this paper applies the 8-channel 
peristaltic pump. 

Table 1. Parameters of peristaltic pump and syringe pump  

 Peristaltic pumps Syringe pumps 

Precision <0.1% 1~3% 
Price High Low 
Operation channels 1~10 1~16 
Volumes Finite Bulk 
Pulsing flow No Yes 
Operation pressure Up to 3000 psi 30 psi or less 

4.2 Components of the DSE Reagent Dispenser 

The vital functions of the DSE reagent dispensers [13] are shown in Fig. 6. The 
fundamental function of the DSE reagent dispensers is to fulfill the automated 
dispensing. In other words, reagent is transferred from reservoir to microplates 
automatically; furthermore, the operation objectives of the DSE reagent dispenser are 
not limited to one microplate but tens of microplates. In order to improve the space 
utilization, these microplates are closed-stacked in the vertical direction; moreover, in 
order to be injected with reagent, microplates must be extracted out of the microplate 
stack one after another; in addition, the microplates should be transported from one 
station to another and the liquid should be dispensed from the reservoir to the 
microplate; finally, the filled microplate should be inserted to the microplate stack. 

 

DispensingExtracting

InsertingStacking

Transporting

 

Fig. 6. Functions of the DSE reagent dispenser 

The structure design of the reagent dispenser is to realize all the functions 
aforementioned, as shown in Fig. 7(a). First, the peristaltic pump can deliver the goal 
liquid from reservoir to microplates. Second, there are two DSE stacker systems: the 
output DSE stacker is used to store the close-packed microplate stack, the microplate 
of which is empty; the input DSE stacker is used to store the close-packed filled 
microplate stack; the input and output DSE stacker are applied to fulfill the functions 
of extraction and insertion, which means fetching one microplate out of the output 
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chamber and reversely putting one microplate into the input chamber. Third, the 
carrier is applied to transport the microplate plate between the output DSE stacker, the 
peristaltic pump and the input DSE stacker.  

Fig. 7(a) indicates the schematic diagram of the components of the DSE reagent 
dispenser. Fig. 7(b) shows the 3D model of the components and flexible tubes are not 
shown. A coordinate system is established: the plane XY coincides with the upper 
plane of the carrier; the center O coincides with the center line of the output DSE 
stacker; the positive direction of the x-axis is coincided with the direction from the 
output DSE stacker to the input DSE stacker; the positive direction of the z-axis 
coincides the upward vertical direction.  

The DSE input and output stackers are installed on the base. To ensure the 
microplates are transported in the plane YZ, the four side faces of the two DSE 
stackers are parallel respectively. The carrier driven by the transmission mechanism, 
and mounted on the base, can move along y-axis. The peristaltic pump is purchased 
and integrated with the whole device.  
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Fig. 7. Components of the DSE reagent dispenser. 1-output chamber; 2-peristaltic pump 3-
output DSE stacker; 4-carrier; 5-pipe holder; 6-input DSE stacker; 7-input chamber; 8-base; 9-
motor 

4.3 Working Process of the DSE Reagent Dispenser 

The working process of the DSE reagent dispenser is explained as below. At the 
beginning, the carrier, driven by the motor, moves to the position just under the output 
DSE chamber. Then the double-screw of the output DSE stacker works, resulting in 
the extraction of the lowest microplate to the carrier and the support of the upper 
microplate stack. Next, the carrier moves the microplate to the peristaltic pump 
station, where the microplate is dispensed with reagent. Afterwards, the microplate, 
carried by the carrier, is transferred to the position just under the input DSE chamber, 
and then the double-screw of the input DSE stacker works, resulting in the insertion 
of the microplate to the lowest position of the microplate stack, which indicates the 
ending of one cycle. 
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4.4 Mechanical Analysis of Reagent Dispenser 

The dimensions of the DSE reagent dispenser (without the peristaltic pump) is as 
follows: the length L is 583mm; the width W is 150mm; the height Hd is 665mm. The 
number of the wells of microplates is diverse, such as 48, 96, 384, and so on. In this 
paper, the 96-well microplates are taken as an example. There are 12 wells per 
column and 8 wells per row. 

Let t2 represent time of moving one microplate between the output DSE stacker 
and the peristaltic pump, s; t3 stands for time of moving one microplate between the 
peristaltic pump and the input DSE stacker, s; tp represents time of dispensing reagent 
into one microplate, s; tr stands for time of the carrier transferred from the input DSE 
stacker to the output DSE stacker, s; t stands for time of completing one cycle, s; 

So one gets: 

1 2 32 p rt t tt t t= ++ + +  (8)

According to the using condition, and the type of the motor and transmission 
mechanism, set n=400r/min, P=7.5mm, h=39mm, H=40mm, nm=15, tr=10s and then 
one gets t1=0.8s. The distance between the output DSE stacker and the dispensing 
position l1 , and the distance between the dispensing position and the input DSE 
stacker l2 are equal, and l1=l2=250mm. The carrier is driven by screw and the lead Ph 

is 2mm, so:  

1
2

60
18.75

h

t
l

s
n P

= =
⋅

 (9)

In the moving direction of the carrier, the distance between the center of the first 
and last well of the microplate lm is 100mm, so the following relationship is arrived 
at: 
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60( )
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t
l l

s
n P

−
= =

⋅
 (10)

According to specifications of the peristaltic pump, it is reasonable to set tp=15s, so 
according to (8), 

56.6t s=  (11)

At different time, the operated microplate is in different position, as shown in Fig. 
8. It is obvious that the lowest microplate is moving on the y-z plane.  

When the microplate is extracting from the output chamber to the carrier by the 
double-screw of the output DSE stacker, the y value remains unchanged and the z 
value decreases. The speed in z direction changes according to the rotation rate of the 
motor that drives the screws.  

While the microplate moving to the dispensing station, the z value does not change 
while the y value increases. The speed in y direction changes according to the rotation 
rate of the motor that drives the carrier. As mentioned, the 8-channel peristaltic pump 
and 96-well microplates are chosen. At the time of dispensing reagent to the 
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microplate, the longitudinal direction of the microplate is coincided with the direction 
from the output DSE stacker to the input DSE stacker. Wells in the same row are 
dispensed at the same time and all the 12 rows of wells are filled with water one after 
another, so the Fig. 8(a) shows stair-like pattern at the time segment tp.  
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t1

tr

l1

lm

 
t/s

z/mm

t1

 
(a) Change of the y value as time goes on    (b) Change of the z value as time goes on 

Fig. 8. Position of the lowest microplate at different time 

As time goes on, the carrier transports the microplate from the dispensing station to 
the input DSE stacker, the y value increases and the z value is constant, as shown in 
Fig. 8(b). When the microplate is inserted from carrier to the input chamber of the 
output DSE stacker by the double-screw, the y value remains unchanged and the z 
value increases. The speed of inserting changes according to the rotation rate of the 
motor that drives the screws. At the time segment tr, the carrier moves back to the 
output DSE stacker and another cycle starts. 

4.5 Features of the DSE Reagent Dispenser 

There are some vital features of the DSE reagent dispenser, which overcomes the 
shortages of the traditional dispensers. The advantages of the DSE reagent dispenser 
mentioned in this paper are presented as follows: 

The number of motors used in the DSE stacker is less than that of motors used in 
the CP stacker, resulting in the reduction of the complexity of the control system. The 
double-screw applied in the DSE stacker is installed between the chamber and the 
carrier, and does not need extra space. However, the push-plate applied in the CP 
stacker has to move below the carrier to let the carrier move freely, and thus the 
upward and downward lifting of the push-plate wastes time, reduces efficiency and 
increases energy consumption. Compared with the GP stacker, the microplates are 
close-packed in the DSE stacker, which improves the space utilization. Besides, the 
double-screw is shorter than the tall transmission system used in the GP stacker. 
Therefore, the DSE stacker is simple in structure and easy to install. 

In order to improve the stability, the number of the positive and passive screws of 
the DSE stacker can be increased, so the supporting force of each screw decreases, 
which means long lifespan or more microplates in the chamber. 

The DSE reagent dispenser, or to be more specific, the DSE stacker can manipulate 
all ANSI-compliant microplates, and even all objects having the similar structure, 
which means the dispenser can be used in any situation that has the similar functional 
requirement. 
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5 Conclusion 

In this paper, a novel close-packing stacker system with function of elevating and 
separating of microplates (DSE stacker) is designed. The DSE stacker can be 
designed as an output stacker or an input stacker for reagent dispenser. The DSE 
stacker is high efficient, simple in structure, control and compatible for different kinds 
of microplates. The results of analyses show that the stacker system is valid. 
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Abstract. The designs of compliant mechanisms using topology optimization 
typically lead to de facto hinges in the created mechanisms which can cause 
high stress concentration and are difficult to manufacturing. Topology 
optimization of hinge-free compliant mechanisms using the node design 
variables method is proposed. Within defined sub-domain, the projection 
function independent on element mesh is adopted to represent the relationship 
of node design variables and node density variables, which can achieve the 
minimum length scale constraint of the topological solution to avoid generating 
the de facto hinges. The method of moving asymptotes is adopted to solve the 
topology optimization problem. The numerical examples are presented to show 
the feasibility of the approach. It can obtain hinge-free compliant mechanisms 
which is convenient for manufacturing.  

Keywords: compliant mechanisms, hinge-free, topology optimization, node 
design variables method. 

1 Introduction 

With the development of the micro and nanotechnology piezoelectric actuating 
technique becomes one of the most important techniques in the fields of micro-
manipulation and micro-positioning. Compliant mechanisms are flexible structures 
which can generate some desired motions by undergoing elastic deformation instead 
of through rigid linkage as in rigid body mechanisms. It is suitable to be used in the 
fields of precision engineering. The suitability is mainly due to the monolithic nature 
of compliant mechanisms with less or no rigid body joints like reduced friction and 
backlash losses, part assembly costs, noise and vibrations, and easy unitization [1-3].  

Topology optimization of compliant mechanisms has been drawn more and more 
attentions because it only needs to designate a design domain and the positions of the 
inputs and outputs, without a known rigid-link mechanism. One significant challenge 
when applying the continuum topology optimization method to compliant mechanism 
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designs is the de facto hinges. How to avoid generating the de facto hinges during the 
topology optimization of compliant mechanisms has been paid more attention in 
recent years. Sigmund [4] introduced a new class of morphology-based restriction 
schemes that work as density filters to avoid the de facto hinges in the optimal 
mechanisms. Zhou [5, 6] proposed the hybrid discretization model for topology 
optimization of compliant mechanisms which can eliminate one-node connecting 
hinges as well as checkerboard patterns. Luo [7] and Chen [8] employed a quadratic 
energy functional in the objective to solving the de-facto hinge problem in the 
topological design of compliant mechanisms. Wang [9] developed an intrinsic 
characteristic stiffness method to design hinge-free compliant mechanisms. Takezawa 
[10] proposed a new level set method based on the phase field method and sensitivity 
analysis to design distributed compliant mechanisms. Zhu [11, 12] developed several 
new objective functions using level set method to avoid generating the de facto hinges 
in the created mechanisms. Despite all mentioned attempts, an efficient and effective 
scheme is still needed. 

In this study, we proposed a new method for topology optimization of hinge-free 
compliant mechanisms using node design variables method in order to avoid 
generating the de facto hinges in the created mechanisms. Within defined sub-domain, 
the projection function independent on element mesh is adopted to represent the 
relationship of node design variables and node density variables, which can achieve 
the minimum length scale constraint of the topological solution to avoid one-node 
connecting hinges. The method of moving asymptotes is adopted to solve the 
topology optimization problem. The numerical example is presented to show the 
feasibility of the proposed approach. It can obtain hinge-free compliant mechanisms. 

2 Optimization Formulations of Hinge-Free Compliant 
Mechanisms 

2.1 The Node Design Variables Method 

At present, the element densities are usually used to approximate the displacement 
field in a topology optimization problem. The displacement field and element density 
of each point in the domain is denoted as Q4/U implementation, as shown in Fig.1(a), 
where Q4 is the element used to approximate the displacement field using bi-linear 
interpolation method and U refers to uniform material density inside each element. 
The formulation is developed by 

1

m

e i i e
i

u N u ρ ρ
=

= =∑ . (1)

where eu  is displacement of any point in an element, iN  is the shape function 

associated with node i , iu  is node displacement vector, m  is the number of nodes 

of each element, eρ  is material density of each point in an element, and ρ  is 

element density . 
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One of the problems with the Q4/U implementation is that it only can ensure C0 
continuity of the displacement field. However, the element density field has C-1 
continuity which frequently results in the phenomenon of numerical instability such 
as checkerboard patterns. 

The node densities are used as the design variables to approximate the material 
density field. The displacement field and element density of each point is denoted as 
Q4/Q4 implementation, as shown in Fig.1b. Material density of each point inside an 
element is not uniform. The displacement vector and material densities is 
approximated using bi-linear interpolation method, which is expressed by 

1 1

m m

e i i e i i
i i

u N u Nρ ρ
= =

= =∑ ∑ . (2)

where iρ  is the node density associated with node i . 

displacement density

 

(a) Q4/U                 (b) Q4/Q4 

Fig. 1. Interpolation method of displacement field and density field 

The Q4/Q4 implementation can ensure C0 continuity of both displacement field 
and density field, which can avoid the phenomenon of numerical instability [13]. 
However, the implementation method can not be adopted for topological design of 
hinge-free compliant mechanisms. 

The node design variables method adopts the projection function independent on 
element mesh to represent the relationship of node design variables and node density 
variables. It can achieve the minimum length scale constraint of the topological 
solution which avoid generating the de facto hinges. The projection function is 
defined as [14-15] 

max( )
i

i j
j

dρ
∈Ω

= . (3)

where iρ  is the material density of node i , jd  is the design variable located at 

node j , and iΩ  is the sub-domain corresponding to node i . 
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The sub-domain corresponding iΩ  to node i  is defined as a circle with its center 

located at the node i , and the radius minr  equals half of the minimum allowable size 

of structural members in the optimized compliant mechanisms, as shown in Fig.2. The 
distant between any node j  in the sub-domain and node i  must satisfy the equation 

mini j ir r r r j= − < ∈Ω . (4)

where r  is the distant between node i  and node j , ir  and jr  are the distant 

between node i  and the reference point and the distant between node j  and the 

reference point, respectively. 

iΩ

 

Fig. 2. Sub-domain corresponding to node 

The designer-defined parameter minr  determines the minimum size of the 

topological solution. The sub-domain and related entities is illustrated in Fig.3. 

iΩ

 

Fig. 3. Sub-domain corresponding to node 
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2.2 Optimization Model 

The objective of the optimization problem is to maximize the output displacement at 
the output point and the volume is used as the constraints. The projection function 
independent on element mesh is adopted to avoid generating the de facto hinges in the 
optimized compliant mechanisms. The optimization model can be established as 

1

min

1 2

1

out
, ,...,

*

:

0

0 1, 1, 2, ...,

( )

( )

N

e e

e

j

M

i

m

e i i
i

d d d
Maximize

Subject to

f

N

V V

d d j M

u

ρ

ρ

ρ

ρ

=

=

≤

< ≤ ≤ =

=

=

=

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪ −
⎪
⎪
⎩

∑

∑

d

d

F KU

. 

(5)

where outu  is the output displacement, d  is the design variables, f  is the 

projection function, iρ  and eρ  are the node variable and the element density, 

respectively. F  represents the applied load, K  is the global stiffness matrix, and 

U  is the nodal displacement vector. 
e

V  is the element material volume, and *V  

refers to the prescribed total volume in the design. 
min

d  is the lower bound on design 

variables and is taken to be a small positive value in order to avoid singularity of the 
global stiffness matrix. N  and M  denote the total number of finite elements and 
the total number of node, respectively. 

2.3 Sensitivity Analysis and Solution Technique 

To apply the gradient-based algorithm, the sensitivities of objective and constraint 
with respect to the design variables are needed. For topology optimization problem, 
there are typically two methods which can be applied to perform sensitivity analysis: 
the direct differentiation method and the adjoint method. In this work, the adjoint 
method is used to perform sensitivity analysis. 

The sensitivity of the output displacement can be expressed by 

out out

i i

T

j S j Si j jd

uu

ρ ρ∈ ∈

∂ ∂ ∂= = −
∂ ∂ ∂∑ ∑ K

Uλ . (6)
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where iS  is the set of nodes mapped form the node design variable id , λ  is the 

adjoint displacement vector and can be found as the solution to the adjoint load 
problem. 

=K Lλ . (7)

where L  is a unit dummy load applied at output point. 
According to definition of finite element matrices, we got 

1
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where eK  is the element stiffness matrix, P  is the penalization power which is 

chosen equal to 3 in this study . 
The sensitivity of the material volume is expressed by 

1 e
i i

N

i e
j S j S ei j

V V
N d

d ρ Ω
∈ ∈ =

∂ ∂
Ω

∂ ∂
= =∑ ∑∑∫ . (9)

The topology optimization problems are solved typically using two classified 
approaches: Optimality Criteria (OC) method [16] and mathematical programming 
method. The OC method has been successfully applied to topology optimizations, and 
it is simple and easy to be implemented. But, it is difficult to construct the explicitly 
expressed heuristic updating schemes for complicated objectives. In mathematical 
programming method, sequential convex programming approaches include the 
Method of Moving Asymptotes (MMA) [17], Sequential linear programming 
(SLP)[18] and others. MMA is more flexible and theoretically well founded to deal 
with complicated optimization problem. MMA is used to update the design variables 
in this research. 

3 Numerical Example 

This example demonstrates the design of a compliant inverting mechanism. The 
design domain, boundary conditions, and the prescribed input and output motion are 
sketched in Fig. 4. The size of the design domain is 80 mm by 80 mm. The elasticity 
modulus of the structural material is set to 1GPa and its Poisson ratio is 0.3. The input 

and output springs stiffness are set to ink  = 0.001 mN/μm and outk  = 0.001 mN/μm, 

respectively. The applied force is inF  = 10 mN and the maximal material volume 

usage is restricted to 30%. Due to the symmetric nature of this problem, only the half 
of the design domain is used. The design domain is discretized into 40×80 four node 
plane finite elements. 
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Fig. 4. Design domain of compliant inverter mechanism 

The optimal topology is obtained by variable density method with sensitivity filter 
as shown in Fig. 5. From Fig. 5, one finds that de facto hinges occurs in the optimal 
mechanism. The de facto hinges can result in a sharp stress concentration which 
causes the mechanisms to be not useful in most real applications. Meanwhile, the 
optimal compliant mechanism contains much undesirable gray areas which cause it to 
be not convenient for manufacturing. 

 

Fig. 5. Optimal mechanism obtained by the variable density method with filter technique 

The optimal compliant mechanisms are obtained by the using node design variables 
method without filter technique as shown in Fig. 6. Compared Fig. 6 with Fig. 5, one 
can find that de facto are completely eliminated in the created mechanisms. It shows 
that the projection function method achieve the minimum length scale constraint of 
the topological solution to avoid generating the de facto hinges in the optimal 
compliant mechanisms. The hinge-free compliant mechanisms can be obtained using 
the node design variables. Moreover, the created mechanisms have distinct topology 
which is meaningful and economical for fabrication. 
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(a) The minimum allowable radius minr = 1   (b) The minimum allowable radius minr = 2 

Fig. 6. Optimal mechanism obtained by the node design variables method 

Fig. 6 shows optimal topologies for the minimum allowable radii of 1 and 2. It is 
clear that decreasing minimum allowable radii can result in thinner structural 
members in the optimal hinge-fee compliant mechanism. The node design variables 
method provides direct control over member sizes through the minimum allowable 
radius. 

4 Conclusions 

In this study, a new method for topology optimization of hinge-free compliant 
mechanisms using the node design variables method is presented. 

(1) The projection function independent on element mesh is adopted to represent 
the relationship of node design variables and node density variables in the node 
design variables method. The minimum length scale constraint can be achieved using 
the node design variables method to avoid generating the de facto hinges in the 
created mechanism. 

(2) The optimal hinge-free compliant mechanisms obtained using the node design 
variables method have distinct topology which is meaningful and economical for 
manufacturing. 

(3) The node design variables method can provide direct control over member sizes 
through varying the minimum allowable radius. Decreasing the minimum allowable 
radius can lead to finer member in the final optimal mechanisms. 



 Topological Design of Hinge-Free Compliant Mechanisms 575 

References 

1. Howell, L.L.: Compliant mechanisms. John Wiley & Sons, New York (2001) 
2. Tian, Y., Shirinzadeh, B., Zhang, D., Zhong, Y.: Three flexure hinges for compliant 

mechanisms designs based on dimensionless graph analysis. Precis. Eng. 34, 92–100 
(2010) 

3. Zhan, J.Q., Zhang, X.M.: Topology optimization of compliant mechanisms with 
geometrical nonlinearities using the ground structure approach. Chin. J. Mech. Eng. 24, 
257–263 (2011) 

4. Sigmund, O.: Morphology-based black and white filters for topology optimization. Struct. 
Multidisc. Optim. 33, 401–424 (2007) 

5. Zhou, H.: Topology optimization of compliant mechanisms using hybrid discretization 
model. J. Mech. Design. 132, 111003(1–8) (2010) 

6. Zhou, H., Mandala, A.R.: Topology optimization of compliant mechanisms using the 
improved quadrilateral discretization model. J. Mech. Robot. 4, 021007(1–9) (2012) 

7. Luo, J.Z., Luo, Z., Chen, S.K., Tong, L.Y., Wang, M.Y.: A new level set method for 
systematic design of hinge-free compliant mechanisms. Comput. Methods. Appl. Mech. 
Eng. 198(2), 318–331 (2008) 

8. Chen, S.K., Wang, M.Y., Liu, A.Q.: Shape feature control in structural topology 
optimization. Comput. Aided. Design 40, 951–962 (2008) 

9. Wang, M.Y., Chen, S.K.: Compliant mechanism optimization: analysis and design with 
intrinsic characteristic stiffness. Mech. Based. Design. Struct. 37, 183–200 (2009) 

10. Takezawa, A., Nishiwaki, S., Kitamura, M.: Shape and topology optimization based on the 
phase field method and sensitivity analysis. J. Comput. Phy. 229, 2697–2718 (2010) 

11. Zhu, B.L., Zhang, X.M., Wang, N.F.: A new level set method for topology optimization of 
distributed compliant mechanisms. Int. J. Numer. Methods. Eng. 91, 843–871 (2012) 

12. Zhu, B.L., Zhang, X.M., Wang, N.F.: Topology optimization of hinge-free compliant 
mechanisms with multiple outputs using level set method. Struct. Multidisc. Optim. 47, 
659–672 (2013) 

13. Matsui, K., Terada, K.: Continuous approximation of material distribution for topology 
optimization. Int. J. Numer. Methods. Eng. 59, 1925–1944 (2004) 

14. Guest, J.K., Prevos, J.H., Belytschko, T.: Achieving minimum length scale in topology 
optimization using nodal design variables and projection functions. Int. J. Numer. 
Methods. Eng. 61, 238–254 (2004) 

15. Chau, H.L.: Achieving minimum length scale and design constraint in topology 
optimization: A new approach. Master’s thesis, University of Illinois at Urbana-
Champaign, Urbana (2006) 

16. Zhou, M., Rozvany, G.: The COC algorithm, part II: topological, geometry and 
generalized shape optimization. Comput. Methods. Appl. Mech. Eng. 89, 197–224 (1991) 

17. Svanberg, K.: The method of moving asymptotes: A new method for structural 
optimization. Int. J. Numer. Methods. Eng. 42, 359–373 (1987) 

18. Nishiwaki, S., Frecher, M.I., Min, S., Kikichi, N.: Topology optimization of compliant 
mechanisms using the homogenization method. Int. J. Numer. Methods. Eng. 42, 535–559 
(1998) 

 
 



 

X. Zhang et al. (Eds.): ICIRA 2014, Part II, LNAI 8918, pp. 576–585, 2014. 
© Springer International Publishing Switzerland 2014 

Research on Lightweight Optimization Design  
for Gear Box 

Guoying Yang, Jianxin Zhang, Qiang Zhang*, and Xiaopeng Wei 

Key Lab of Advanced Design and Intelligent Computing, Ministry of Education,  
Dalian University, Dalian, China, 116622 

zhangq26@126.com 

Abstract. In order to meet the requirements of saving and environmental 
protection, the development of automotive lightweight is imminent. Through 
the finite element analysis of transmission housing, a method based on 
improved genetic algorithm is proposed for lightweight automobile 
transmission housing. To improve the efficiency and accuracy, the Latin 
method is used in the experimental design to generate test sample points, which 
combined with the response surface of polynomial technology to create an 
approximate model. Finally, an improved GA is applied to resolve the optimal 
parameters. The results show that the mass of gear box is reduced under the 
premise such as strength, stiffness and vibration resistance. This method can 
provide certain engineering guidance for the lightweight optimization of gear 
box. 

Keywords: gear box, approximation model, GA, lightweight optimization. 

1 Introduction 

Yearly highlight environmental, energy and safety issues as the car brought, 
automotive lightweight has become an important direction on the development of 
automobile industry. Currently, there are three major automotive lightweight 
approaches [1-3]. The use of lightweight automotive technology to achieve 
lightweight vehicles, such as TWB, thermoforming technology, etc; The use of new 
lightweight materials to achieve lightweight vehicles, such as aluminum, magnesium 
alloy, plastic, etc; the other is to optimize the car's structure to achieve lightweight, 
such as making its parts become hollow, thin-walled and miniaturization, which 
includes size optimization and structural optimization. 

Automotive companies from the developed world had begun to study automotive 
lightweight technology in the 1980s, which is late relatively in china. There is a big 
gap between domestic and foreign countries on automobile lightweight technology at 
this stage. The application of new materials requires a longer development cycle and 
higher research and development costs. In comparison, automotive structural 
optimization is not only cost less, but also achieving better results on lightweight.  
                                                           
* Corresponding author. 
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In this paper, we select an automatic housing as a structural model for an 
automobile. On the basis of meeting the mechanical and vibration characteristics, we 
adopt experimental sampling techniques, which combine with approximate model 
method and evolutionary algorithm to optimize the design of the thickness of the 
transmission housing, and achieved satisfactory results. The whole process of the 
flowchart is shown in Figure 1. 

 

Fig. 1. Whole process of the flowchart 
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2 Establish a Simplified Model and Finite Element Analysis 

2.1 Build Three-Dimensional Model  

A three-dimensional model is built according to the model of automatic transmission 
housing from a company as it shown in Figure.2 (a). In this paper, in order to 
facilitate the next step for finite element analysis, the structure of models have little 
impact should be simplified. It simplify as follows: simplified fillets, holes, thread, 
chamfer, etc. based on the fact that there is no prejudice to the finite element analysis.  

 

(a) Entity model of automatic gearbox      

 

(b) Simplified three-dimensional model of automatic gearbox 

Fig. 2. Build three-dimensional model 
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(a) The analysis of stress 

 

(b) The analysis of displacement 

 

(c) The analysis of frequency 

Fig. 3. Finite element analysis results 
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2.2 Finite Element Analysis 

The three-dimensional is stored in IGS format and then imported in ANSYS software. 
Upon inquiry, the shell material is gray cast iron HT200, the manual of Mechanical 
Design shows that its modulus of elasticity is GPaE 130= , Poisson's ratio 

is 25.0=μ  and density is 3/2.7 cmg=ρ . Considering the discontinuity of the 

housing, the mesh is refined in the bearing, bolts, etc. A total of 37,992 nodes and 
18,715 units are in the gearbox model. Static analysis and dynamic analysis are 
carried out separately in ANSYS. The results are shown below. 

As shown in Figure 3 (a), the maximum stress in the gear box is 48.62MPa at the 
Bolt hole in housing and much smaller than the material allowable stress 200MPa. In 
Figure 3 (b), the maximum displacement of the housing is 0.081614mm, which 
appears in the axial wall and around the two bearing holes, less than its static stiffness 
0.095mm. Figure 3 (c) is modal analysis of the housing, which shows the front six 
natural frequencies of vibration of the housing, first natural frequency of vibration is 
247.77Hz, greater than its system resonance frequency 160Hz. By analysis, the 
margin respectively exists between the results of the strength, static stiffness, 
vibration frequency and the value of the design allows. Therefore, the case can be 
lightweight optimization. 

3 Establish Approximate Model 

3.1 Approximate Model  

Approximate model approach is approaching a group of independent variables and the 
response variable by mathematical model [4, 5]. The relationship between the input 
variables and output response can be described by the following formula:  

ε+= )(~)( xyxy                                  (1) 

)(xy  is the actual value of the response, the function is unknown; y~  is the 

response approximation, and we know its polynomial. ε  is the random error of 
approximation and the actual value, usually obey the standard normal 

distribution ),0( 2σ . In this paper, the optimization target is the quality of the 

housing, main influence factors is wall thickness of the housing shell, therefore, so 
select the housing bottom wall thickness, axial and lateral wall thickness as design 
variables. The objective function can be described as: 

       
),,(min 321 xxxm

                                (2) 

]8,3[],20,14[],6,3[ 321 ∈∈∈ xxx
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..ts   1.0≤K mm, ≤σ 200MPa, ≥f 160Hz 

In the function, m is the quality of the housing; K  is the maximum allowable 

amount of displacement; σ  is the intensity value of the housing; f  is the first 

order frequency. Wall thickness is in millimeters.  
The advantage of approximate model is that it can establish empirical formula, get 

quantitative relationship between input and output; Reduce call the time-consuming 
simulation program, improve efficiency of optimization, the actual computation time 
is usually several orders of magnitude shorter; Smooth the response function and 
reduce the "noise value", conducive to faster convergence to the global optimum. 
Establish approximate model includes sample data collection, approximate model 
type selection and the approximate model validation. Establish approximate model 
includes sample data collection, approximate model type selection and the 
approximate model validation. 

3.2 Sample Collection 

The prerequisite for the establishment of the approximate model is to sample the 
points of variables. Appropriateness of the sample points’ selection directly 
determines the correctness of the approximate model. In order to ensure the efficiency 
and accuracy of the approximate model, you need to select the appropriate sample 
point, if the sample point selected properly, it will result in an approximate model to 
get the wrong result.  

 

 

Fig. 4. The sample data of transmission housing 
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Latin square design is an experiment technology in order to decrease the influence 
of the order on the experiment. Its principle is that in n-dimensional space, 

every coordinate interval ],1[],,[ maxmin mkxx kk ∈  divides into m  sections evenly, 

each cell recorded as ],1[],,[ 1 mixx i
k

i
k ∈− . Randomly selected m points, ensure a 

factor’s each level being researched only once and that constitute the n-dimension 
space. The sample points are Latin square experiment for m . 

In this paper, sample collection is conducted by the Best Latin square, and the 
optimal Latin square is more uniform than the randomized Latin square. It can make 
the factors and response’s fit more accurate. Figure (4) is the transmission housing’s 
sample data. 

3.3 Response Surface Methodology  

The method of response surface is to use a polynomial function fitting the design 
space, polynomials can be a first, second, third and fourth order, the minimum 
number of samples construct the response surface model depends on the number of 
input variables and model order. One of commonly used polynomial is second-order 
polynomial and the basic theory of second-order polynomial is: 

ki

j

iki
iki

j

i
iii

j

i
i xxxxy ∑∑∑

>===

+++=
,1

2

11
0 ββββ

    

ki ,,2,1=           (3) 

y  is the objective function to be fitted,
 jxxx ,,, 21  as design variables, 

ikiiii x ββββ ,,,0  are undetermined constants. 

In this paper, according to the 30 group of sample points and in the basis of 
experimental data obtained by the ANSYS finite element analysis, we respectively set 
approximation model for the gearbox housing quality, static stiffness, strength and the 
first order modal ,which through using the ISIGHT software and polynomial response 

surface method. Get their similarity of approximate model:
 

2
mR =0.996, 2

kR =0.984, 

2
σR =0.905, 

2
fR =0.896. From the above values of 2R , the accuracy of the four 

approximation models is in line with the requirements, and it can replace the finite 
element model to the next evolutionary algorithm optimization. 

4 Evolutionary Algorithms and Results 

4.1 Evolutionary Algorithms  

Evolutionary Computation is a robust method, which can adapt to different problems 
in different environments and in most cases can get quite satisfactory and effective 
solution. 
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(a) The analysis of stress     

 

(b) The analysis of displacement 

 

  (c) The analysis of frequency 

Fig. 5. Finite element analysis of the re-established model 
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In this paper, we use the standard genetic algorithm as a framework, which adopts 
binary coding, sort selection method and uniform crossover. Crossover rate is 0.5, 
mutation is 0.01 and the number of population is 30 [6, 7]. 

After 1000 iterations, the average value of 50 times to get the final results of the 

optimization: 1x =4.8182mm, 2x =14.0024mm, 3x =3.0029mm. The quality of the 

gearbox is 31.9826Kg, the maximum deformation is 0.091mm, the maximum stress is 
60Mpa and the first order frequency is 180Hz.As it is shown in Table 1. 

Table 1. Analysis of optimization results 

Model 1x  

(mm) 
2x (mm

) 
3x (m

m) 

m  
(Kg) 

K  
(mm) 

σ (M
Pa) 

f
（Hz） 

Before 
optimization 

4 20 7 39.814 0.08161 48.62 247.77 

After 
optimization 

4.8182 14.0024 3.0029 31.348 0.091 60 180 

4.2 Analysis of Optimization Results 

According to the optimization data of the housing’s structure, we re-establish the 
model by the software of PROE and then import it in ANSYS. The results obtained 
by the finite element analysis as shown in Figure 5. 

Seen from the Figure 5, the maximum displacement amount is 0.09012mm, the 
maximum stress is 58.1Mpa, and the first-order vibration frequency is 178.53Hz. All 
the results meet the constraints and the error of the results between genetic algorithm 
optimized and Finite Element Analysis less than 5%, so the optimization results have 
high credibility. The quality of gearbox is 31.348Kg after optimization and it reduces 
8.5Kg compared with the original. Lightweight extent reached 21.35%. 

5 Conclusion 

In this paper, we build a three-dimensional model diagram of the automatic 
transmission according to a car company and conduct finite element analysis on it. 
The premise of lightweight optimization is to ensure the performance requirements, 
such as strength, stiffness and vibration resistance. We create an approximate model 
and the accuracy of the four approximation models is in line with the requirements. 
Finally, we use GA to find the optimal value. The results show that this method can 
provide certain engineering guidance for the lightweight optimization of gear box.  
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Flexure Beams
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Abstract. This paper presents the design and analysis of a novel XY
micro-positioning stage which is driven by noncontact force provided by
electromagnetic actuators. The stage is constructed with eight pieces of
flexure structure, the corrugated flexure beam (CF beam), which have
a large range of motion. Through the empirical equations, a set of opti-
mized parameters of CF beam are decided. Then the static and modal
analysis of the stage are conducted by finite element analysis(FEA) via
Workbench, which validate the characteristic of large range of motion
and work out its stiffness and natural frequency. The relationship be-
tween the displacement of the proposed micro-positioning stage and the
exciting current is discussed.

Keywords: Micro-positioning stage, corrugated flexure beams, flexure
joint.

1 Introduction

Precision positioning devices have been widely used in various areas, such as
precision machine tools, surface profiler, semiconductor fabrication equipment,
biological cell manipulation, optical inspections, etc. Most of the precise posi-
tioning stages are composed of compliant materials and flexure hinges [1–4].
Compared with conventional mechanical joints, flexure hinges can provide more
ideal high-precision motions since they have advantages including no backlash,
no friction, no need for lubrication, vacuum compatibility, ease of fabrication
and basically no need for assembling [5–7].

Most of the positioning stages developed so far can only reach a few hundreds
of micrometer range [8, 9]. To achieve a relatively long travel range, XY stages
with DC servo motor and lead screw have been proposed and popular for wafer
positioning. However, it has been known that they have the nonlinear spring
effect of balls and stick-slip. Such problems are difficult to eliminate; therefore,
submicrometer positioning accuracy is rarely achieved by the XY stages with
DC servomotor and lead screw. To achieve high precision in large motion range,
many researchers have studied dual servomechanism that has a fine motion stage

X. Zhang et al. (Eds.): ICIRA 2014, Part II, LNAI 8918, pp. 586–595, 2014.
c© Springer International Publishing Switzerland 2014
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mounted on a coarse motion stage [10–12]. They used flexure joints for guidance
in fine motion stages. Obviously dual servo stage makes the whole stage complex,
and errors associated with coarse motion stage cause undesirable effect on the
whole stage.

With the same cross section, the stiffness of flexure beam is only related to
its overall length, which means that the longer the overall length the smaller
the stiffness. If the spans are same in the longitudinal direction, a corrugated
beam will have a longer centerline which will increase the actual length of beam
to deform. Based on above observations, our previous paper [13], introduces a
new type of flexure structure, the corrugated flexure beam, which has a large
range of motion, low stress and simple structure. A novel XY micro-positioning
stage based on CF beams is introduced in this paper with some advantages
including a large range of motion, decouple character, symmetrical structure and
noncontact driving force. Some of the common driving schemes such as PZT
actuator, electromagnetic actuator and thermal actuator are applied to drive
the high-precision positioning stage. To the proposed stage, both PZT actuator
and thermal actuator can hardly meet the requirement of moving motion. As a
result, a decoupled electromagnetic force actuator assembled with an armature
and electromagnet is used to drive the mobile platform [14, 15].

Section 2 outlines the corrugated flexure beam. The modeling process of the
micro-positioning stage is described in Section 3. The FEA is carried out in Sec-
tion 4 to analyse all kinematics and dynamics modeling. Modeling and analysis
of the electromagnetic actuator is presented in Section 5 and the fabrication of
the novel stage is described in Section 6. Some concluding remarks are given in
Section 7.

2 Corrugated Flexure Beam

In intuition, the deformation of a periodically corrugated flexible beam (Fig. 1)
mentioned above is larger than a straight beam or an initially curved beam
when the same load is applied. If the spans are same, CF beam will have a
longer centerline which will increase the actual length of beam to deform. Thus,
it can be applied to design compliant joints for its prominent feature.

CF beam is a periodical corrugated structure where each repeated unit (blue
part shown in Fig. 1) consists of a semicircular and two straight segments. The
CF beam shown in Fig. 1 is composed of 8 units which is similar to those applied
to the proposed micro-positioning stage and all the eight CF beam are designed
with identical dimensions. The cross section of CF beam is rectangle. Actually it
can be circle, ellipse or other shapes. Parameters shown in Fig. 1 are the number
of units N , width w and thickness t of cross section, length l of straight segment
and radius R of semi-circular segment. L is the span length of CF beam. Each
parameter has a definite effect on the stiffness of CF beam.
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Fig. 1. Corrugated Flexure Beam

3 Design and Optimization of the Stag

3.1 Design of the Stage

The 4-Bar parallelogram with leaf springs is a typical compliant translational
joint as shown in Fig. 2(a). It easily deforms in one direction but does not in other
direction. Flexible translational joint composed of two 4-Bar parallelograms eas-
ily deforms in the XY-plane (Fig. 2(b)). Since the parallelogram constrains the
rotation, it creates curvilinear trajectory. Thus, the two joints mentioned above
cannot generate straight-line motion. To eliminate the axis drift, a symmetric
configuration of plates is used. In Fig. 2(c), a symmetrical structure of the stage
is designed. However, compared to the stage shown in Fig. 2(c), stage shown in
Fig. 2(d) has a better compactness, which reduces the total size.

(a) (b) (c) (d)

Fig. 2. Design Process of the Stage

The range of motion of a flexible segment is limited by the permissible stresses
of the material. The flexible part cannot return to its original shape and size after
the load is removed, providing that the elastic limit is exceeded. Notch joints
and leaf spring joints can only have a small deformation when reach their elastic
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limit. Therefore, the stage shown in Fig. 2(d) indicates a limited displacement.
In order to obtain a millimeter-scale moving range, a novel XY micro-positioning
stage is proposed as shown in Fig. 3.

The micro-positioning stage contains a middle stage (Component B shown in
Fig. 3) and a mobile stage (Component A shown in Fig. 3). When a force is
applied to the mobile platform in the x or y-direction, it will move along one
direction without axis drift. When a force is applied in y-axis direction, middle
stage hardly moves, while force is applied in x-axis direction, middle stage moves
along with mobile stage, so the detected object should be placed on mobile stage.

Fig. 3. XY Micro-positioning Stage used Corrugated Flexure Beams

3.2 Optimization of CF Beam

The successful design of the stage using CF beam requires knowledge of the
kinematics and manipulation of the stiffness as the design variables. Each pa-
rameter has a definite effect on the stiffness of CF beam, but there is no simple
yet rigorous method to calculate these stiffness values. Through searching the
literature, some relevant results about axial stiffness (translational stiffness of
y-axis) has been mentioned, but other stiffness components are being looked
at. In this paper, both the empirical equations of x-axis translational stiffness
and axial stiffness are obtained by curve-fitting. Initially the parameters of CF
beam are studied through Finite Element Analysis (FEA). Then, an approxi-
mate form of the empirical equation is given. Lastly, the relationship between
each two parameters is found out and the final empirical equation is determined.

By curve-fitting, x-axis translational stiffness of CF beam can be determined
as:

Kx =
Ewt3

Nkx1
(1)

where

kx1 = l3 + (9.34R− 1.52)l2 + (−2.1R3 + 44.1R2−
57.33R+ 41.12)l+ (16R3 + 9.11R2 − 17.4R+ 7.84)

(2)

As Eqs.1 shows, there is a cubic relationship between stiffness and beam
thickness, and width has only a linear effect on stiffness. There is a very complex
relationship between R, l and stiffness Kx as shown in Eqs.2. The application
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ranges of Kx are: N≥2, t≥0.1 mm, w≥2 mm, and R and l can be any positive
rational numbers. The axial stiffness (Ky) can be written as:

Ky =
10−2E(6.5wt3 − 0.82t3 + 0.000512)

N3R2(l + 3R)
(3)

The data used in curve fitting of (Ky) are collected when parameters are in
the ranges: N=6∼16, R=1∼7 mm, l=1∼16 mm, w=2∼10 mm, and t=0.1∼0.4
mm.

Fig. 4. Relationship between Kx/Ky and l, R

The axial stiffness (Ky) and x-axis translational stiffness (Kx) of CF beam
used in this stage should be studied to work out a large Kx/Ky-value like leaf
spring. Thereupon, finite element analysis (FEA) and empirical equations are
carried out on CF beam to estimate the Kx/Ky-value. Results show that both
length l of straight segment and radius R of semi-circular segment have a great
effect on Kx/Ky as shown in Fig. 4. Increased N is required to increase the
Kx/Ky-value. However, Kx/Ky is almost entirely unaffected by w and t, which
can be predicted by the empirical equations. There would be no solution if all the
parameters are decided as ideal values, that means N , R are very large values,
l is equal to zero and so on. Therefore, some parameters should be confirmed
preferentially. L is a constant as 20 mm. The thickness t is 0.6 mm for the
thinner the harder to manufacture and the thicker the larger the stiffness of the
stage is. The width is decided as 8 mm. The length l of straight segment can
be 1 mm which is the lower limit of the empirical equations to obtain larger
Kx/Ky-value. The last two structure variables are N and R, and they relational
expression is:L=2RN . From Fig. 5, to maximize the Kx/Ky-value, radius R of
semi-circular segment is decided as 1 mm which is the lower limit of the empirical
equations and N is 10. As a result, in consideration of the moving range, a set
of parameters are worked out and they are given as: N=10, R=1 mm, l=1 mm,
w=8 mm and t=0.6 mm. The Kx/Ky-value is 124.6.

4 The Driving and Control System

The material used for the whole stage is aluminum alloy (AL7075-T651). The
Young’s modulus E assumed is 72000 MPa with Poisson’s ratio of 0.33 and yield
strength of 570 MPa.
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Fig. 5. Relationship between Kx/Ky

and R
Fig. 6. Centre Line of the Confined and
Unconfined CF Beams

Fig. 7. Deformation of the Stage

When force is respectively applied at two orthogonal sides of the mobile plat-
form, the corresponding output motion of the stage are obtained as shown in
Fig. 7. The x-axis and y-axis translational stiffness of the positioning stage are
almost equal and they respectively are 35.09 N/mm and 35.03 N/mm. If the safe
factor is assigned to be 1.8, the permissible stress is approximately equal to 317
MPa and total deformation in each direction can achieve 1.48 mm.

The first four natural frequencies evaluated by the FEA models are 116.57Hz,
136.01Hz, 145.64Hz and 147.61Hz. In addition, the first mode shape and third
mode shape in Fig. 8 are translational motions in the x- and y-directions, which
also reveal the mobility characteristics of the stage. The natural frequencies in
other mode shapes are relatively low, so they cannot be ignored though the
mobile platform works under low frequencies.

5 Analysis of the Electromagnetic Actuator

An electromagnetic force actuator assembled with an armature and electromag-
net is used to drive this stage. Material of the armature is DT4C, a kind of
electrical pure iron which will not be permanently magnetized. The employed
electromagnets have a very simple structure which can be obtained easily. When
the coil is power on, the electromagnet generates magnetic field and most of the
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(a) (b) (c)

Fig. 8. First Three Mode Shapes

magnetic induction lines go through iron core, air gap and armature as shown
in Fig. 9. Then, the electromagnet attracts the armature as they have opposite
magnetism.

Fig. 9. Principle Scheme of the Electromagnetic Actuator

To obtain certain displacement of the stage, a certain noncontact force should
be provided. The static analysis of the stage is given as:

F = KD (4)

where F is the noncontact force applied to the mobile platform, K is the
translational stiffness and D indicates the movement of the stage.

For each single actuator, the electromagnetic force can be approximately cal-
culated by the following equations. According to the Maxwell’s electromagnetic
theory, the driving force can be written as:

F =
Φ2

μ0 · S (5)

where Φ is the magnetic flux through the air gap, μ0 is the vacuum perme-
ability and S is the cross-sectional areas of the air gap.
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By magnetic Ohm’s law, irrespective of magnetic leakage, the magnetic flux
can be obtained as:

Φ =
108INSμ0

ρ
(6)

where I is the exciting current, N is the turns of the coil, ρ is the length of
the air gap in the x or y-direction, respectively. In practice, magnetic leakage
cannot be neglected even if the air gap is 2 mm, thus, a correction factor should
be introduced during controlling.

Fig. 10. Relationship between Current and the Length of Air Gap

Though F is the function of current I and air gap ρ, the current is the only
variable to decide the electromagnetic force. When the air gap is 2 mm, the
relationship between the length of air gap and the exciting current I is shown in
Fig. 10. The rated current of the electromagnet should be larger than 0.2813 A.

6 Fabrication of the Stage

To achieve a symmetrical structure to eliminate initial magnetic force, two elec-
tromagnets are arranged opposite each other on the two sides of the stage in
the x or y-direction, respectively, as shown in Fig. 11. The armatures are fixed
onto the mobile platform, and the electromagnetic actuators are fixed. If the
armature is attracted to the electromagnet caused by unexpected vibration, the
material will exceed its elastic limit and the stage will become invalid. Thus, in
order to eliminate that situation, four limited blocks are used in the positioning
system as shown in Fig. 11.

After the mechanical structure is designed and the drive mode is decided, the
prototype can be fabricated via wire-electrode cutting as shown in Fig. 12.
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Fig. 11.Model of theMicro-positioning
Stage System

Fig. 12. Prototype of the Mechanical
Structure

7 Conclusion

A novel XY micro-positioning stage driven by electromagnetic actuators is pro-
posed in this paper. The stage possesses a large range of motion by using cor-
rugated flexible beams, symmetrical structure and noncontact driving force.
Through optimization design and FEA, the stiffness of the stage system is 35
N/mm for both X and Y direction and it can reach a motion range of 1.48 mm
which needs 51.8 N driving force. In our future work, DSPACE, laser displace-
ment, dynamic signal analysis system and so on will be used to verify the whole
modeling process and closed-loop control strategy will be adopted to enhance
the positional accuracy and eliminate the crosstalk.
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