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Abstract. Discussions about design science research as an alternative or at least 
complementary approach to the dominant descriptive research paradigm have 
not only taken place in information systems research, but also in organizational 
sciences, accounting, operations, and other business research disciplines. In 
contrast to the descriptive research paradigm that can be taken over from soci-
ology and psychology in a very mature state, the problem-solving paradigm is 
comparably new to business research. Not only have different variants of this 
approach (e.g. design as search, evidence-based design, emergent design) been 
proposed and applied that appear to be incompatible at first sight. Descriptive 
research and design science research also appear to have no common ground 
and no synergy potentials. As a consequence, not only seem improvement and 
change (‘design and engineering’) often detached from phenomenon analysis 
and theory building. The role of ‘un-grounded’, innovative practices is also not 
clear. In order to provide a common ground and support a better integration of 
descriptive and design-oriented research in information systems, we propose a 
framework that is not only organized along the well-known ‘descriptive vs. pre-
scriptive’ dimension, but also introduces a generality dimension. The four  
resulting quadrants ‘operations’, ‘explanations’, ‘technologies’ and ‘solutions’ 
allow not only to position all central objects of research, but also to position and 
better integrate research activities and iterations. This extends not only to ‘de-
ductive’ design (solution search based as well as evidence-based), but also to 
‘inductive’ design. 

1 Introduction 

Information systems (IS) can be studied from two fundamentally different perspec-
tives. The descriptive perspective aims at analyzing, explaining and / or at least  
partially predicting technology use by organizations and organizational actors as em-
pirical phenomena. This research perspective dominates in social sciences and  
humanities. Its dominant outcomes are “theories for analysis, explanation and / or 
prediction” [2]. Examples from IS research are studies that explain why IS are used or 

                                                           
* The proposed framework is regarded to be applicable for information systems research as well 

as in related fields. In [1] the author describes the framework’s application for organizational 
design and engineering. Most figures are identical. 
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not continuously used [e.g. 3]. Such explanations may or may not include predictions 
of continuous use under changed conditions. 

In contrast, the problem-solving, ‘design’ or ‘engineering’ perspective aims at im-
proving IS use. Its dominant outcomes are “theories for design and action” [2]. Bas-
kerville and Pries-Heje [4] present Walls et al.’s design theory for vigilant EIS [5] as 
an exemplar because it shows that certain templates, directives, etc. will ensure a 
consistent vision that allows executives to deal with their broad, diverse and variable 
issues. We will use the term design to characterize design as well as engineering  
aspects in the following. In contrast to the descriptive perspective, the design perspec-
tive is not restricted to analyzing existing empirical phenomena and is not purpose-
free. Instead, it aims at creating ‘better worlds’, the ends for which effective means 
are proposed. 

While the descriptive perspective dominates in important IS research communities 
(e.g. in the United States), the design perspective dominates in others [6]. Due to dif-
ferent positions, goals and outputs, it is not surprising that descriptive research and 
design research are considered to be disjunctive approaches [7, 8]. As an example, 
constructs in descriptive research are usually identified and validated in a completely 
different way than their counterparts in design research, leading to knowledge com-
ponents that might be incompatible so that the findings built on such constructs can-
not be combined or integrated. An exemplary ‘mismatch’ is the incompatibility  
between technology acceptance model constructs – like intention to use – that de-
scribe by what factors acceptance can be captured in a causal model on the one hand, 
and constructs that are used to describe methods for IS introduction on the other hand. 

Missing integration between descriptive and design research impede cumulative 
research within and between communities, not only in IS research. This article there-
fore deals with the conceptual integration of descriptive and design research. A cen-
tral challenge is to identify or propose a common conceptual basis that serves as a 
foundation for both research perspectives. Thus the first research goal of this article is 
to analyze related work on research frameworks regarding their integration suitability. 

A second research question is related to the form in which generalized problem so-
lutions are created in design research. Often a deductive approach is regarded as es-
sential, i.e. proposed solutions should be based on generalized descriptive knowledge. 
In their “anatomy of a design theory”, Gregor and Jones demand to always specify a 
“justificatory” or “kernel” theory, i.e. “the underlying knowledge or theory from the 
natural or social or design sciences that gives a basis and explanation for the design” 
[9]. Design, however, not always needs to be done in such an ‘evidence-based’ man-
ner only. The inherently inductive approach of identifying and reusing patterns has 
not only been proposed in civil engineering [e.g. 10], but also in software engineering 
[e.g. 11] and organizational engineering [see e.g. 12, 13] – i.e. in reference disciplines 
of design-oriented IS research. The apparent benefit of inductive design is that yet 
‘unexplained’ or ‘un-grounded’, innovative practices can be generalized and reused 
without have to take the ‘detour’ of descriptive theorizing. It is however unclear how 
inductive design should be structured from a conceptual research process perspective 
and which components of inductive design can be integrated with traditional design-
oriented or with descriptive research activities. Thus the second research question of 
this article is how to integrate inductive design into the proposed conceptual frame-
work. 
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Based on a common foundation of artifact types in social sciences and their use on 
the one hand, and generality levels of artifacts on the other, a two-dimensional model 
is introduced in the next section ‘Common Foundation’. The proposed model’s four 
quadrants ‘operations’, ‘explanations’, ‘technologies’ and ‘solutions’ allow not only 
to position all main objects of all mentioned research perspectives, but also to position 
and compare research processes and iterations in section ‘Design and Engineering 
Activities’. In section ‘De-Contextualization and Emergence’, inductive design activi-
ties are characterized and integrated into the proposed framework. The concluding 
section discusses the proposal’s contribution and suggests avenues for further re-
search.  

2 Common Foundation  

In design science research for IS (DSR-IS), March and Smith’s [14] differentiation of 
constructs, models, methods and instantiations as artifact types is commonly accepted 
[15]. Hevner et al. characterize these artifact types as follows: “Constructs provide the 
language in which problems and solutions are defined and communicated […]. Mod-
els use constructs to represent a real world situation – the design problem and its solu-
tion space […]. Methods define processes. They provide guidance on how to solve 
problems, that is, how to search the solution space. […] Instantiations show that con-
structs, models, or methods can be implemented in a working system.” [16]. Since 
models can not only represent problem solution requirements or problem solutions 
(means or ends, problem-solving paradigm), but also represent the phenomena under 
analysis (descriptive paradigm), we differentiate between ‘problem or solution mod-
els’ and ‘descriptive models’. 

As stated by Winter [6] it is important to understand the artifact types not as dis-
parate concepts, but as an interlinked system. Chmielewicz’s [17] taxonomy may 
serve as a foundation to explain such linkages. He differentiates between four funda-
mentally different research approaches in social sciences which build upon another: 
(1) ontology building, (2) theory building, (3) technology building and (4) judgment. 
The respective research outcomes in Chmielewicz’s system are 

• ontological facts (foundational concepts, e.g. constructs of a causal relationship, 
constructs of a problem requirements specification or constructs of a solution) 

• theoretical statements (cause-effect relations, e.g. explanatory theories) 
• technological statements (means-end relations, e.g. solution methods or solution 

models) and 
• normative statements (object-value relations, e.g. evaluations of solution models).  

Due to their conceptual differences, these types of outcomes can be regarded as fun-
damentally different artifact types. Descriptive models (theoretical statements) use 
constructs (ontological facts) as their building blocks. Problem or solution models as 
well as solution methods (technological statements) should use theory as explanatory 
justification. Actual solutions (model or method instantiations) are instantiated from 
technologies based on specific choices (judgment). 
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Fig. 1. Artifact types / research approaches in social sciences (left) and design science research 
for IS (right) [Based on 6, 18] 

Fig. 1 relates the Chmielewicz taxonomy of artifact types and research approaches 
in social sciences (left) to the artifact types of the “Sciences of the Artificial” (DSR-
IS, right). Foundational concepts can be related to constructs, theoretical statements 
can be related to descriptive models, means-end relations can be related to solution 
methods and problem / solution models, and object-value relations (= technologies 
chosen to achieve certain goals) can be related to model / method instantiations. The 
comparison supports three interesting insights [6]:  

Firstly, the systems of research outcome types (and thus research activities) in so-
cial sciences and ‘sciences of the artificial’ seem to be more compatible than expected 
– given the fundamentally different perspectives of these approaches and the apparent 
lack of established common frameworks. 

Secondly, descriptive models can and should be incorporated into the set of DSR-
IS artifact types ‘between’ technological statements and ontological facts. This claim 
is supported by many authors [e. g., 5, 9, 19, 20] who argue that technology design 
should be informed by kernel / justificatory knowledge and, as a consequence, both 
should be based on the same conceptual foundation. 

Thirdly, problem or solution models and solution methods are more closely related 
to each other than to other DSR-IS artifact types. It has in fact been argued that prob-
lem / solution models and solution methods are “two views of the same thing” [21]. 
While problem / solution models focus on design inputs and outputs – and imply pro-
cedural aspects –, solution methods focus on procedural aspects – and imply design 
outcomes. Some authors therefore propose to represent procedural aspects and out-
comes in a more integrated forms, e. g. by process deliverable diagrams (for an exem-
plary application cf. [22]). 
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2.1 Descriptive vs. Prescriptive Artifacts 

Descriptive models (including their constructs) are different from solution methods, 
problem / solution models and instantiations (including their constructs): Descriptive 
artifacts exist independently from any valuations or goals. As a consequence, (explan-
atory and / or predictive) theory building is aiming to propose primarily valid – and 
not necessarily useful – results. In contrast, solution methods as well as problem / 
solution models (including their constructs) are always related to certain (problem 
solution) goals, and instantiations are always created based on certain valuations and 
choices. As a consequence, technology development is aiming to propose primarily 
useful – and not necessarily valid - results. 

Traditionally, only descriptive models that represent explanatory and / or predic-
tive relations between constructs, have been designated as theory [cf. e. g. 23]. Since 
the term theory is claimed by all research paradigms, generic solution models and 
solution methods have also been designated theories in the context of DSR-IS [cf. e. 
g. 2, 9, 24, 25]. According to Gregor, the distinctive feature of a design theory is that 
it makes explicit prescriptions (e.g., construction guidelines, principles of form and 
function) for an artifact. Based on this specific feature, design theories can be under-
stood as means-end relations according to the Chmielewicz taxonomy, as opposed to 
(explanatory) theories that are included as cause-effect relations in the taxonomy.  

The question whether a design theory is just “effective practice” or has components 
whose validity can be proven, has been investigated by Baskerville and Pries-Heje 
[4]. They propose to separate a design theory into an explanatory and a practice com-
ponent, designated as “explanatory design theory” and “design practice theory”, re-
spectively. From an explanatory point of view, design theory is “…a general design 
solution to a class of problems that relates a set of general components to a set of 
general requirements” [4] – this comes very close to Chmielewicz’ understanding of 
generic means-end relations. Certain solution requirements can be interpreted as rea-
sons for corresponding solution components. Certain solution components can be 
justified by corresponding solution requirements. While the explanatory design theory 
provides functional explanations for prescriptive artifacts, the design practice theory 
gives explicit prescriptions on how to design and develop an artifact, e.g. by applying 
solution methods and / or re-using (reference) solution components (e.g., patterns).  

Theory is an important constituent for research, from a descriptive perspective as 
well as from a design perspective. It should be carefully differentiated whether “theo-
ry-type” statements relate cause and effect (explanatory and / or predictive theory) or 
relate means and ends (design theory). This line separates two ‘worlds’, the world of 
descriptive artifacts and the world of prescriptive artifacts.  

2.2 Artifacts on Different Abstraction Levels 

In the light of the huge amounts of highly diverse artifacts that are created both in design 
research and in design practice, the differentiation of descriptive and prescriptive artifacts 
seems not to be sufficient for a precise differentiation of research processes and out-
comes. We therefore propose to additionally differentiate artifacts on different levels of 
abstraction. While instantiations represent one situated artifact implementation in context 
and time (e. g. a specific project plan or a specific workflow instance or a specific  
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algorithm at a certain point in time), all other artifact types such as solution methods, 
solution models, descriptive models, or constructs can be instantiated by a set of more or 
less complex artifacts that are linked to more or less diverse goals, subject to more or less 
diverse contexts, valid in more or less points in time, etc.  

 

Fig. 2. Process models of different abstraction levels 

In order to specify “more or less” abstraction, we refer to traditional data manage-
ment approaches [e.g. 26] that differentiate at least a generalization / specialization 
and an aggregation / decomposition sub-dimension: While the level of generality 
indicates how many different instantiations the artifact allows, the level of aggrega-
tion indicates into how many components the artifact can be decomposed. MIT’s 
process compass [27] is a nice example to illustrate that generalization / specialization 
and aggregation / decomposition are orthogonal sub-dimensions which specify the 
abstraction level of – in this case – a process model. Fig. 2 illustrates the process 
compass idea. A lighter background color indicates more general and / or more ag-
gregate process models. A darker background color indicates more specific and / or 
more decomposed process models. Some exemplary process models are positioned in 
Figure 2 to illustrate not only their different degree of generalization / specialization 
and of aggregation / decomposition, but also to show that these dimensions are inde-
pendent and all combinations exist.  

The proposed two-dimensional abstraction model cannot only be applied to solu-
tion models (like process models). Exemplified by Business Process Management 
(BPM), typical abstraction levels for a solution method are 

• Generic: Generality level is “one size fits all”, i. e. the method is applicable to all 
processes in all organizations in all existing or possible worlds. Aggregation level 
is “one method covers all”, i. e. the method is comprised of process analysis,  
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process control, continuous process development and maybe even more compo-
nents and thus covers modeling, performance management, change management, 
etc. BPM methods on this abstraction level are e.g. found in textbooks or method 
handbooks. 

• Archetypal: The method is applicable for all problem situations that share certain 
properties (e.g. process type, organization type, project type/goals, available re-
sources and/or skills). Usually a small number of problem archetypes is differenti-
ated that represent important, relevant design problem classes like e. g. small  
enterprises, a certain industry, or certain BPM goals like speed or throughput. BPM 
methods on this generality level might be derived by adapting abstract methods to 
the problem class at hand and / or by selecting certain components of abstract 
methods. 

• Configurable: Based on either a refinement of archetypes or on a classification of 
real-world problems, a large number of problem configurations is differentiated 
whose solutions are created from reusable modules by configuration or aggrega-
tion. BPM methods on this level of generality might either be inductively created 
from “best practices” or constructed as adaption of more general, e.g. archetype-
specific methods. For BPM, a configurable method has been proposed by Bucher 
and Winter [28, 29]. They differentiate four archetypes of BPM, five resulting 
BPM project types, and show how three important BPM project types can be ag-
gregated from a set of 17 reusable method fragments. 

• Situated: Generality level is “one of a kind”, i.e. the method is applicable only in a 
specific organization for a specific process at a specific point in time. Aggregation 
level is “specific technique”, i. e. only selected BPM aspects are covered. BPM 
methods (or better approaches) on this level of abstraction are either individually 
developed ‘on the fly’, or are instantiated from more abstract methods.  

Theoretically, artifacts of every type can be represented on a literally unlimited  
number of abstraction levels. The generality and aggregation levels of constructs, 
descriptive models, problem or solution models, or solution methods are implied by 
specifying the respective scope or problem class, e. g. by focusing on design goals, 
application areas, problem characteristics, etc. In order to discover relevant focus 
dimensions, an empirical technique like the one proposed by Winter [30] can be used. 
By using principal component analysis on data of 47 BPM projects, Winter yielded 
four relevant focus dimensions for BPM: performance measurement maturity, process 
orientation maturity, process manager impact, and methodology and standard maturity 
[29]. By choosing more or less restrictive ranges for these four focus dimensions, a 
BPM problem class is defined for which respective descriptive or solution artifacts 
can be constructed. If every observed BPM approach in a company is represented in 
the four dimensional room spanned by the four discovered focus dimensions, a cluster 
analysis can be carried out to determine a reasonable number of clusters, i. e. design 
problem classes. The higher number of clusters is chosen, the larger the set of prob-
lem classes will be, and the less abstract will be respective descriptive and solution 
artifacts. Fig. 3 is a typical dendrogram-like tree diagram that results from agglomera-
tive clustering and illustrates how artifacts on different abstraction levels are related.  
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Fig. 3. Ultrametric tree visualization of artifact generality [adapted from 31] 

 

The vertical dimension in Fig. 3 can be illustrated by characterizing four exempla-
ry levels of abstraction of an solution model: The situated artifact’s scope is limited to 
exactly one empirical phenomenon, e. g. a solution instance in a specific organization 
at a specific point in time. The configurable artifact’s scope covers a certain range of 
phenomena delimited by a reusable set of description or solution components, e. g. a 
certain type of decision problems that can be solved by a parameterized algorithm. 
The archetypal artifact’s scope covers a larger range of phenomena defined by a prob-
lem class context and certain analysis / design goals, e. g. BPM in large discrete man-
ufacturing companies. The generic artifact’s scope is the largest, covering an entire 
class of phenomena, e. g. performance management in commercial organizations. The 
(dis)similarity of two artifacts corresponds to the generality level of their link. If two 
artifacts are very similar, their link is represented on a low level of generality – and 
vice versa.  

2.3 Four Artifact ‘Worlds’ 

We have argued that artifacts can be differentiated regarding whether (1) they are 
descriptive or prescriptive and (2) regarding their level of abstraction – which can be 
expressed by their degree of aggregation and generalization. Since these two dimen-
sions are sufficiently independent, their combination yields four different artifact 
‘worlds’:  
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1. The world of explanations (quadrant E in Fig. 4) is the quadrant where artifact use 
is analyzed, explained and/or predicted on a general level. The most important  
artifacts in this quadrant are descriptive models including their conceptual base 
(construct definitions). An example for E-artifacts is the Technology Acceptance 
Model which explains/predicts IS acceptance by end users through (a) reconstruc-
tion of constructs like ‘intention to use’ or ‘IS acceptance’ and (b) empirical vali-
dation of a hypothetical dependency between these constructs that can be interpret-
ed as causality (‘acceptance of x by y is dependent to extent z on intention of y to 
use x’). E-artifacts are primarily created by descriptive research using social sci-
ence techniques. Validity is the most desirable property of descriptive models. 
Among equally valid E-artifacts, those are usually higher valued that are more 
general and / or more comprehensive. 

2. The world of technologies (quadrant T in Fig. 4) is the quadrant where solution 
models are related to problem models. The most important artifacts in this quadrant 
are design theories which, e. g. in the form of ‘technological rules’ or patterns or 
methods, link solution components (i. e. components of solution models or solution 
activities) to requirements (i. e. components of problem models). An example for 
T-artifacts is Activity Based Costing, a means to enable an organization to make 
appropriate (e. g. pricing, order acceptance) decisions in the presence of complex 
service processes, unsteady capacity usage and large indirect costs. T-artifacts are 
primarily created by problem-solving research using engineering techniques. Re-
searchers might take an observer role, but can also be directly involved into solu-
tion design (action design research [32]). ‘Effectiveness’ is the most desirable 
property of technologies.  Among equally effective T-artifacts, those are usually 
higher valued that are more general and / or more comprehensive. 

3. The world of solutions (quadrant S in Fig. 4) is the quadrant where specific organi-
zational design problems are addressed (and hopefully solved) by suitable artifacts. 
In contrast to quadrant T, such artifacts are not abstract any more, but adapted, 
configured/composed and/or implemented for solving a specific problem of a spe-
cific organization at a specific point in time – yet not implemented. The content of 
this quadrant can be characterized as ‘(concrete) problem solution’ with specific 
problem-solving power being its most desirable property. Examples of S-artifacts 
are concrete process workflows to handle a business transaction (= instantiated 
process models) or concrete project plans (= instantiated solution methods) to 
achieve a business goal. S-artifacts are created in practice.  

4. The world of operations (quadrant O in Fig. 4) is the quadrant where artifact appli-
cation and use are described on an instance level. In contrast to quadrant S which 
covers constructed artifacts, implemented O-artifacts are ‘in action’. In contrast to 
quadrant E, artifact use and its consequences are described individually on an in-
stance level and not generalized. The content of this quadrant can be characterized 
as concrete day-to-day operations of organizations, with performance relative to 
the respective business goals being its most desirable property. Examples of  
O-artifacts are descriptions of the actual handling of a business transaction or the 
actual execution of a project. O-artifacts are created in practice. 
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Fig. 4. Artifact ‘worlds’ quadrant model 

3 Theory Building and Theory Application Activities 

The four-world model is providing one common reference frame for representing 
abstract descriptive knowledge (quadrant E, e. g. explanatory theories), generalized 
solution knowledge (quadrant T, e. g. solution methods and solution models),  
concrete descriptive knowledge (quadrant O, e. g. observations of actual IS use) and 
concrete solutions (quadrant S, e. g. concrete workflows and plans). A common 
framework should however not only allow integrating all relevant artifact types, but 
also all activities and processes that create and use such artifacts. In the following, we 
therefore characterize ‘intra-world’ and ‘inter-world’ activities based on the proposed 
quadrant model and link the findings with existing reference process models from 
DSR-IS.  

The most obvious activities are those that use and create artifacts within a world: 

1. Within quadrant E, the body of (analytical / explanatory / predictive) theory 
knowledge can always be extended by combining or refining theories. Without da-
ta input from quadrant O (e.g. observations of innovative practices), new aspects of 
the phenomenon cannot be theorized. As a consequence, the significance of pro-
cesses within quadrant O is limited to incremental progress.  

2. Within quadrant T, the body of technologies can be extended by combining or re-
fining problem / solution models or solution methods. Without input from quadrant 
S (e.g. analyzing novel solutions from practice) or quadrant E (e.g. applying new 
justificatory theory), however, the significance of processes within quadrant T  
is also limited to incremental progress (like e.g. improved modularization of a  
method).  
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3. Within quadrant S, the body of artifact instantiations can be extended by combin-
ing or refining solutions, or by applying existing technologies to new problems. 
Without input from quadrant T (e.g. new technologies) or quadrant O (e.g. obser-
vations of innovative practices), however, neither alternative, hopefully more ef-
fective solutions for existing problems can be found, nor can empirical evidence be 
used to enhance the effectiveness of solutions. A significant source of novel arti-
facts can however result from innovative solutions that have not been instantiated 
from existing technologies, but applied an invention outside our model, e. g. a new 
information technology or a new idea for structuring a task. It might also be possi-
ble to identify novel technologies but search. 

4. Within quadrant O, the amount of knowledge about artifact implementation can be 
extended by collecting additional observations from the real world.  

Hence the most important intra-world activities seem to be found in T (non-evidence-
based solution innovation) and in O (exploration of innovative practices). 

In a next step, we characterize activities that connect different worlds:  

• From operations to explanations: Theory building is the process of generalizing 
observations (O-artifacts) in order to add generic descriptive analyses / explana-
tions / predictions to the world of explanations, i. e. to create new E-artifacts from 
O-artifacts. An example is to collect a large number of actual IS acceptance obser-
vations in order to validate a general hypothesis about IS acceptance. We designate 
this activity O⇒E as it connects quadrant O to quadrant E.  

• From explanations to technologies: DSR-IS nis the process of creating innovative, 
generic problem solutions (T-artifacts) that can be added to the world of technolo-
gies, ideally based on general descriptive analyses / explanations / prescriptions 
from the world of explanations (E-artifacts). This process is not a mere transfor-
mation, but requires to specify design goals, differentiate design situations, validate 
effectiveness / utility claims, etc. An example is to transform the Technology Ac-
ceptance Model into design guidelines for IS that avoid certain acceptance prob-
lems. We designate this activity E⇒T as is connects quadrant E to quadrant T.  

• From technologies to solutions: Solution engineering means to situate, adapt, in-
stantiate and maybe extend generic solutions from the world of technologies  
(T-artifacts) to create or improve concrete solutions to concrete design problems 
(S-artifacts). An example is to identify, prioritize and apply certain design princi-
ples, to identify and instantiate solution methods and/or to identify and adapt refer-
ence solution models in IS development. We designate this activity T⇒S as is 
connects quadrant T to quadrant S.  

• From solutions to operations: Implementation / introduction means to put concrete 
project plans, concrete enterprise models (S-artifacts) etc. in action in a specific or-
ganization at a specific point in time to solve a specific problem (i. e. to create  
O-artifacts). An example is to run a project, to implement an IS or to execute a 
process. We designate this activity S⇒O as is connects quadrant S to quadrant O.  

The above mentioned activities are illustrated based on the proposed artifact frame-
work in Fig. 5.  
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When linked together, E⇒T, T⇒S and S⇒O can be interpreted as ‘evidence-
based’ design. Similar to evidence-based medicine or evidence-based management 
[33], this means that solutions are systematically based on justificatory knowledge 
(cause-effect relations) as well as applicable technologies (means-end relations) – in 
contrast to purely ‘search-based’ design [e.g. 34]. 

O⇒E (theory building, the core activity of descriptive research) is the ‘missing 
link’ to complete a process cycle within the proposed framework. The resulting re-
search process might start with making real-world observations (O), finding explana-
tions (O⇒E), transforming these into innovative technologies (E⇒T), apply such 
innovations to real-world problems (T⇒S), implement these solutions (S⇒O), and 
finally evaluate how they perform in order to extend/revise explanations (O⇒E), 
enhance technologies (E⇒T), and so on. This chain of processes comes very close to 
a combination of widely accepted process models for DSR-IS (e.g. [35]) with the 
classical process of theory-building in social sciences (e.g. [23]). 

 

Fig. 5. Theory building and theory application in the proposed artifact framework 

Our first research question aimed at integrating descriptive and design research ac-
tivities. If O⇒E represents descriptive research and (E⇒T; T⇒S; S⇒O) represents 
design research, the proposed framework provides a conceptual foundation for con-
necting DSR-IS to theory-building in information systems research. 

4 De-contextualization and Emergence 

Does the ‘intertwining’ of theory building with DSR-IS only work in a ‘forward-
engineering’, evidence-based way? Can innovative solutions only be created by situ-
ating, adapting, instantiating and maybe extending general technologies that rely on 
justificatory foundations – that themselves have been validated by observing existing  
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phenomena? How can innovation be explained when there is no innovative design 
without justificatory explanations, and when explanations rely on observations of 
‘applied theory’?  

An alternative understanding of design has been proposed by van Aken and others 
who endorse inductive design by empirical research on multiple case studies to determine 
existing best practice. E. g., van Aken and Nagel [36] use seven case studies to identify 
technological rules which solve the problems associated with the ‘fuzzy front end’ of the 
product development process. As Davies [37] summarizes this approach, “once a rule has 
been identified, it is then tested in a range of contexts, with adjustments being made 
when needed, until ‘theoretical saturation’ is reached and additional cases do not add 
anything to knowledge about when and how the rule works”. 

The induction of ‘technologies’ (i.e. means-end relations) has also been proposed 
under the ‘pattern’ label not only in civil engineering [e.g. 10] or software engineering 
[e.g. 11], but also in the context of organizational design and engineering [see e.g. 12, 
13]. The apparent benefit of inductive design is that yet ‘unexplained’, innovative 
practices can be generalized and reused without have to take the ‘detour’ of descrip-
tive theorizing. It is however unclear how inductive design should be structured from 
a conceptual research process perspective and which components of inductive design 
can be integrated with evidence-based design or with descriptive research activities.  

The question is whether an inductive identification of technologies is compatible with 
DSR-IS. For strategies that have not been formulated and implemented (Mintzberg and 
Waters use the term ‘designed’) deliberately, but instead become evident as “a pattern in 
a stream of decisions” (i.e. are implied by their implementation only), Mintzberg and 
Waters [38] coined the attribute ‘emergent’. Van Burg et al. [39] apply the distinction 
between deliberate and emergent design to organized systems: 

• Deliberate Design: (Descriptive) research findings (E-artifacts) are used to identify 
design principles (T-artifacts) which are used to construct design solutions  
(S-artifacts) which are in turn implemented as practices (O-artifacts) which might al-
low new/better research findings. Van Burg et al. [39] designate this as “a process of 
contextualization”. It corresponds to evidence-based design as characterized above.  

• Emergent Design: Innovative practices (O-artifacts) are generalized as design solu-
tions (S-artifacts) which allow to infer design principles (T-artifacts) which in turn 
allow to infer research findings (E-artifacts). Van Burg et al. [39] designate this as 
“a process of de-contextualization”. This process has not yet been positioned in the 
framework proposed here. 

4.1 ‘Backward’ Design Activities 

In the light of Van Burg et al.’s [39] proposal, the evidence-based design process 
proposed in the preceding section is ‘deliberate’: E⇒T, T⇒S and S⇒O move not 
only upward in the Chmielewicz pyramid (theory⇒model/method⇒instantiation), but 
also decrease abstraction so that this process chain is ‘a process of contextualization’. 
Can the proposed four quadrant model also be used as a foundation to illustrate de-
contextualization processes in IS-DSR?  

• Concrete problem solutions (S) need often be repeatedly revised or extended based 
on insights from their actual use (or not-use) in the world of operations (O).  
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An example is the revision of an IS solution to overcome user resistance that re-
sults from a not easy-to-use interface or from functional deficits. We designate this 
process as O⇒S as it connects quadrant O to quadrant S.  

• Generic artifacts (T) need also often to be repeatedly revised or extended based on 
insights from applying them in the world of solutions (S). An example is the revi-
sion of a design theory to cover contexts or problem aspects that were not covered 
before and that become apparent during instantiation. We designate this process as 
S⇒T as it connects quadrant S to quadrant T.  

• Finally, generic explanations (E) need sometimes to be revised or extended based 
on insights from trying to use them for problem-solving (as kernel theories for de-
signing technologies T). An example is the extension of IS use theories by social 
networking aspects because observed technology adoption effects in the presence 
of social networking seems to call for new / amended explanations. We designate 
this process as T⇒E as it connects quadrant T to quadrant E.  
 

When linked together, O⇒S and S⇒T form the backward (feedback) component of 
the build cycle, the core cycle of design science research [40]. This is illustrated by 
Figure 6. 

 

Fig. 6. The ‘build cycle’ 

The backward / feedback process is however not emergent, but rather a necessary 
component of deliberate design – and a consequence of the understanding of IS-DSR 
as a directed search process [34]. The same hold for T⇒E which is also has more the 
character of a feedback mechanism (of deliberate theory-building) than that of ‘emer-
gent theory-building’. 
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4.2 Emergent Design  

The question is therefore whether really ‘emergent’, de-contextualization processes 
can be included in the proposed framework. To that end, we characterize inductive 
design activities in the following:  

• Solution induction: By aggregating use data over several time periods, users, use 
situations, or even organizational sub-structures, solution use data (O-artifacts) can 
be de-contextualized into solution knowledge (S-artifacts). E. g., configuration op-
tions of a concrete IS solution can be inferred by collecting data about what actual 
functions are used by what types of users in what use situation [41]. We designate 
this de-contextualization activity as O⇒SE. 

• Technology induction: By pattern recognition, classification or techniques like 
Quantitative Case Analysis [42], technologies (T-artifacts) can be inferred from  
innovative concrete problem solutions (S-artifacts). Examples are the inductive de-
sign of a reference process model from observed ‘best practice’ processes, the  
inductive design of a maturity model from observed successful capability im-
provement practices, or the inductive design of a method from observed successful 
procedures. Depending on the desired degree of de-contextualization, various lev-
els of generality can be realized (see sub-section on artifact generality above and 
examples in [30]). We designate this de-contextualization activity as S⇒TE. 

 

Fig. 7. Evidence-based and inductive design 

Fig. 7 adds solution and technology induction to the evidence-based design activi-
ties to the already positioned build cycle and theory-building activities. This extension 
addresses our second research question, the inclusion of inductive design activities. 
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4.3 Design and Engineering Iterations 

The proposed conceptualization of ODE artifacts and processes not only allows repre-
senting elementary activities, contextualization, de-contextualization and emergence 
processes. Furthermore, commonly found activity patterns can be represented as par-
tial cycles: 

• Iterations of S⇒O and O⇒S represent ‘instance improvement’: Implementa-
tion/use feedback is used to improve a solution without being reflected by enhanc-
ing generic technology design.  

• Iterations of T⇒S and S⇒T around (S⇒O)(O⇒S) iterations represent ‘theory-
agnostic design’: The process is a sequence of build-and-evaluate cycles which are 
however not explicitly founded on analytical / explanatory / prescriptive models, 
i.e. do not sufficiently consider (and of course not enhance) the descriptive 
knowledge base.  

• Iterations of E⇒T and T⇒E around (T⇒S)(S⇒T) cycles represent evidence-
based IS-DSR because the build-and-evaluate cycles are based on kernel theories 
and might contribute to their enhancement by “learning and theorizing” [43].  

5 Conclusions 

Based on the traditional dominance of the quest for describing and explaining the 
present in many natural as well as social sciences (e.g. physics or sociology), ‘sci-
ence’ is often regarded as a synonym for descriptive research. For many other scien-
tific disciplines (e.g. medicine, engineering, or architecture), the dominant quest is not 
understanding or explaining the present world, but changing the current world into a 
better or preferred one. Nevertheless, this quest is often not designated as ‘science’, 
but instead as a complementary concept ‘design’ [e.g. 44] or ‘engineering’ [e.g. 45]. 
The differentiation of ‘science = understanding / explaining / predicting’ on the one 
hand, and ‘design / engineering = creating / innovating / problem solving’ on the oth-
er, however, might imply a qualitative differentiation between ‘research’ activities on 
the one hand, and ‘consulting’, ‘clinical’ or ‘application’ activities on the other. In 
this regard, Simon’s seminal work on the sciences of the artificial [34] was a much 
needed recognition of design and engineering as a scientific activity [e.g. 46]. As long 
as design is understood as a primarily utility-driven, not necessarily theory-based 
solution search [like e.g. in 16, 34], however, doubts on its scientific nature will per-
sist. Design and engineering therefore have to develop from ‘experience-based’ into 
‘evidence-based’ activities, i. e. need to be founded on the available body of theory 
and technology knowledge [46]. This requirement was the starting point for our pro-
posal of an integrative framework for descriptive and ‘designed’ (or ‘engineered’) 
research artifacts.  

While the core product of descriptive research is a (generalized) descriptive model, 
the core product of DSR is a “well-tested solution concept, i.e. a generic intervention 
to solve a generic field problem, tested in the laboratory and in the field of its intend-
ed use.” [46] These artifacts are both abstract, i.e. apply to a large number of individ-
ual observations or solutions, respectively. If we add (individual) observations as 
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empirical base of theory building and (individual) solutions as instantiations of gener-
alized interventions (= technologies) to the generic artifacts, we yield the core objects 
of the proposed four world quadrant model. Such a framework not only helps to better 
characterize the nature, and identify synergies, between research activities, but also to 
organize the vast theory and technology knowledge base of organizational design and 
engineering in a way that supports reuse and integration better. An application for IS-
DSR can found e.g. in [47].  

Since innovation is not always based on descriptive theory and technology ad-
vancements (as well as proper solution engineering and implementation), but can also 
be enabled by exogenous solution innovation or observed novel practices, inductive 
research activities need to be integrated with traditional, evidence-based activities. 
We therefore included not only forward-engineering and feedback activities, but also 
induction activities into our analysis.  

In addition to improving the systematization, access and reuse of knowledge on 
observations, theories, technologies and solutions in IS-DSR, we see the following 
challenges that require further research:  

• Understanding Abstraction: While the semantic boundary between descriptive 
artifacts (related to empirical facts) and prescriptive artifacts (related to goals and 
contexts) clearly structures the vertical dimension of the framework, the horizontal 
dimension is complex, even within a single problem domain. Both the design of 
generalized solutions as well as the classification / abstraction of concrete practices 
/ operations / decisions rely on a clear and common understanding of abstraction 
levels, construct clustering, configuration rules, etc. Compared to extreme artifact 
situation (e.g., cases) and to extreme artifact abstraction (“one size fits all” con-
cepts), this sub-field of IS-DSR appears to be underrepresented and needs more at-
tention.  

• Understanding Use and Context: Theoretically, the grounding of means-end rela-
tions on appropriate cause-effect relations is straightforward: if the ends corre-
spond to a desired effect, then the means is to realize the cause. In real-life design 
and engineering, however, ‘realizing’ or ‘implementing’ causes or linking design 
goals to theoretical effects is not so straightforward, in particular if use and context 
are important factors to consider or if explanatory factors and design factors differ. 
While in organizational sciences it has been proposed to extend ‘technological 
rules’ by including context and intervention [48], in IS-DSR multi-grounding [19] 
or the use of testable design product / process hypotheses [5] has been advocated. 
A thorough conceptual analysis would certainly help to bring more light into this 
issue. A unified model of (organizational) context would be a good starting point.  

• Different Disciplinary Culture: A better integration of design-oriented research 
with descriptive research requires not only a common framework (that provides 
common object, dependency and activity definitions, maybe even a common un-
derstanding of context and use), but also some compatibility of competencies and 
disciplinary culture. The boundary between validity (as primary research goal in 
the descriptive realm) and utility (as primary research goal in the design realm) has 
fundamental consequences e. g. for evaluation processes, the role perception of re-
searchers, or the closeness of the respective research community to practice. With a 
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common foundation in place, organizing research knowledge accordingly might be 
a starting point. The mindset barriers between understanding the world and creat-
ing a better world will however always limit the synergy potentials between these 
research communities. 

• Systematic Discovery: Finally, this proposal puts emphasis on the concept of de-
contextualization and inductive design. Discovery-oriented activities provide an 
additional path (complementary to the evidence-based path) from detecting innova-
tive practices to better solutions and better technologies / designs. Inductive design 
has only rarely addressed so far. We believe that a combination of inductive and 
deductive design activities has a great potential because innovations are often not 
driven by academia, but by corporate decision makers, solution vendors and con-
sultants in the real world, so that systematic discovery mechanisms would definite-
ly support research that is not only rigorous, but also relevant. This would however 
require paying more academic attention to solution induction and technology  
induction. 
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