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Preface

This book contains papers presented at the European Design Science Symposium
2013, organized by the Innovation Value Institute (www.ivi.ie), the Business In-
formatics Group at Dublin City University (http://big.computing.dcu.ie/),
and Intel Labs Europe (www.intel.eu/labs); held in conjunction with the Intel Ire-
land Research Conference (IIRC), the Irish Chapter of the Association for Infor-
mation Systems (IAIS), (http://www.iais.ul.ie/),and the European Industry
University Research Association (EIURA) (http://www.eiura.org/).

The purpose of the symposium is to bring together researchers and practition-
ers interested in practical aspects of design science research that has become an
important approach for research and practice in the information systems disci-
pline with a dramatic growth in recent related literature. Design science creates
and evaluates IT artifacts intended to solve organizational problems that are
identified. Such artifacts are represented in a structured form that may vary
from software, formal logic, and rigorous mathematics to informal natural lan-
guage descriptions. The rich phenomena that emerge from the interaction of
people, organizations, and technology need to be qualitatively assessed to yield
an understanding of the issues adequate for theory development or problem solv-
ing.

In addition to regular research papers, in EDSS 2013 we had two distin-
guished keynote presentations from leading thinkers in design science. In the
first keynote presentation, Robert Winter provided a common foundation and
integration of descriptive and design-oriented research in information systems.
In his keynote he proposed a framework that is not only organized along the
well-known “descriptive vs. prescriptive” dimension, but also introduces a gen-
erality dimension. The four resulting quadrants “operations,” “explanations,”
“technologies,” and “solutions” allow one not only to position all central ob-
jects of research, but also to position and better integrate research activities and
iterations.

In the second keynote presentation, Alan Hevner presented an overview of
foremost design science research and explored the readiness of innovation prac-
tice to include design science concepts and processes. He illustrated how at a
recent conference, an initial round of a Delphi study engaged a number of inno-
vation practitioners in a discussion around the question, “Is design science the
future of innovation?” The results of the study were presented as summaries
of opportunities and challenges in bringing design science into innovation prac-
tice, proposing a design science model of innovation, and utilizing Gregor’s and
Hevner’s recent work on a common framework for categorizing innovation, i.e.,
knowledge innovation matrix.

In addition to these two keynote presentations, the Program Committee
selected after the review process ten research papers for presentations at the
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symposium. All papers were reviewed by members of an international Program
Committee.

We wish to extend our appreciation to our distinguished speakers and con-
tributors. We hope you will find the papers in this book interesting and valuable
and we hope they represent a helpful reference in the future for all those who
need to address challenges related to design science mentioned above.

October 2014 Markus Helfert
Brian Donnellan
Jim Kenneally
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Towards a Framework for Evidence-Based and Inductive 
Design in Information Systems Research* 

Robert Winter 

University of St. Gallen, Institute of Information Management 
Müller-Friedberg-Strasse 8, CH-9000 St. Gallen 

robert.winter@unisg.ch 

Abstract. Discussions about design science research as an alternative or at least 
complementary approach to the dominant descriptive research paradigm have 
not only taken place in information systems research, but also in organizational 
sciences, accounting, operations, and other business research disciplines. In 
contrast to the descriptive research paradigm that can be taken over from soci-
ology and psychology in a very mature state, the problem-solving paradigm is 
comparably new to business research. Not only have different variants of this 
approach (e.g. design as search, evidence-based design, emergent design) been 
proposed and applied that appear to be incompatible at first sight. Descriptive 
research and design science research also appear to have no common ground 
and no synergy potentials. As a consequence, not only seem improvement and 
change (‘design and engineering’) often detached from phenomenon analysis 
and theory building. The role of ‘un-grounded’, innovative practices is also not 
clear. In order to provide a common ground and support a better integration of 
descriptive and design-oriented research in information systems, we propose a 
framework that is not only organized along the well-known ‘descriptive vs. pre-
scriptive’ dimension, but also introduces a generality dimension. The four  
resulting quadrants ‘operations’, ‘explanations’, ‘technologies’ and ‘solutions’ 
allow not only to position all central objects of research, but also to position and 
better integrate research activities and iterations. This extends not only to ‘de-
ductive’ design (solution search based as well as evidence-based), but also to 
‘inductive’ design. 

1 Introduction 

Information systems (IS) can be studied from two fundamentally different perspec-
tives. The descriptive perspective aims at analyzing, explaining and / or at least  
partially predicting technology use by organizations and organizational actors as em-
pirical phenomena. This research perspective dominates in social sciences and  
humanities. Its dominant outcomes are “theories for analysis, explanation and / or 
prediction” [2]. Examples from IS research are studies that explain why IS are used or 

                                                           
* The proposed framework is regarded to be applicable for information systems research as well 

as in related fields. In [1] the author describes the framework’s application for organizational 
design and engineering. Most figures are identical. 
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not continuously used [e.g. 3]. Such explanations may or may not include predictions 
of continuous use under changed conditions. 

In contrast, the problem-solving, ‘design’ or ‘engineering’ perspective aims at im-
proving IS use. Its dominant outcomes are “theories for design and action” [2]. Bas-
kerville and Pries-Heje [4] present Walls et al.’s design theory for vigilant EIS [5] as 
an exemplar because it shows that certain templates, directives, etc. will ensure a 
consistent vision that allows executives to deal with their broad, diverse and variable 
issues. We will use the term design to characterize design as well as engineering  
aspects in the following. In contrast to the descriptive perspective, the design perspec-
tive is not restricted to analyzing existing empirical phenomena and is not purpose-
free. Instead, it aims at creating ‘better worlds’, the ends for which effective means 
are proposed. 

While the descriptive perspective dominates in important IS research communities 
(e.g. in the United States), the design perspective dominates in others [6]. Due to dif-
ferent positions, goals and outputs, it is not surprising that descriptive research and 
design research are considered to be disjunctive approaches [7, 8]. As an example, 
constructs in descriptive research are usually identified and validated in a completely 
different way than their counterparts in design research, leading to knowledge com-
ponents that might be incompatible so that the findings built on such constructs can-
not be combined or integrated. An exemplary ‘mismatch’ is the incompatibility  
between technology acceptance model constructs – like intention to use – that de-
scribe by what factors acceptance can be captured in a causal model on the one hand, 
and constructs that are used to describe methods for IS introduction on the other hand. 

Missing integration between descriptive and design research impede cumulative 
research within and between communities, not only in IS research. This article there-
fore deals with the conceptual integration of descriptive and design research. A cen-
tral challenge is to identify or propose a common conceptual basis that serves as a 
foundation for both research perspectives. Thus the first research goal of this article is 
to analyze related work on research frameworks regarding their integration suitability. 

A second research question is related to the form in which generalized problem so-
lutions are created in design research. Often a deductive approach is regarded as es-
sential, i.e. proposed solutions should be based on generalized descriptive knowledge. 
In their “anatomy of a design theory”, Gregor and Jones demand to always specify a 
“justificatory” or “kernel” theory, i.e. “the underlying knowledge or theory from the 
natural or social or design sciences that gives a basis and explanation for the design” 
[9]. Design, however, not always needs to be done in such an ‘evidence-based’ man-
ner only. The inherently inductive approach of identifying and reusing patterns has 
not only been proposed in civil engineering [e.g. 10], but also in software engineering 
[e.g. 11] and organizational engineering [see e.g. 12, 13] – i.e. in reference disciplines 
of design-oriented IS research. The apparent benefit of inductive design is that yet 
‘unexplained’ or ‘un-grounded’, innovative practices can be generalized and reused 
without have to take the ‘detour’ of descriptive theorizing. It is however unclear how 
inductive design should be structured from a conceptual research process perspective 
and which components of inductive design can be integrated with traditional design-
oriented or with descriptive research activities. Thus the second research question of 
this article is how to integrate inductive design into the proposed conceptual frame-
work. 
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Based on a common foundation of artifact types in social sciences and their use on 
the one hand, and generality levels of artifacts on the other, a two-dimensional model 
is introduced in the next section ‘Common Foundation’. The proposed model’s four 
quadrants ‘operations’, ‘explanations’, ‘technologies’ and ‘solutions’ allow not only 
to position all main objects of all mentioned research perspectives, but also to position 
and compare research processes and iterations in section ‘Design and Engineering 
Activities’. In section ‘De-Contextualization and Emergence’, inductive design activi-
ties are characterized and integrated into the proposed framework. The concluding 
section discusses the proposal’s contribution and suggests avenues for further re-
search.  

2 Common Foundation  

In design science research for IS (DSR-IS), March and Smith’s [14] differentiation of 
constructs, models, methods and instantiations as artifact types is commonly accepted 
[15]. Hevner et al. characterize these artifact types as follows: “Constructs provide the 
language in which problems and solutions are defined and communicated […]. Mod-
els use constructs to represent a real world situation – the design problem and its solu-
tion space […]. Methods define processes. They provide guidance on how to solve 
problems, that is, how to search the solution space. […] Instantiations show that con-
structs, models, or methods can be implemented in a working system.” [16]. Since 
models can not only represent problem solution requirements or problem solutions 
(means or ends, problem-solving paradigm), but also represent the phenomena under 
analysis (descriptive paradigm), we differentiate between ‘problem or solution mod-
els’ and ‘descriptive models’. 

As stated by Winter [6] it is important to understand the artifact types not as dis-
parate concepts, but as an interlinked system. Chmielewicz’s [17] taxonomy may 
serve as a foundation to explain such linkages. He differentiates between four funda-
mentally different research approaches in social sciences which build upon another: 
(1) ontology building, (2) theory building, (3) technology building and (4) judgment. 
The respective research outcomes in Chmielewicz’s system are 

• ontological facts (foundational concepts, e.g. constructs of a causal relationship, 
constructs of a problem requirements specification or constructs of a solution) 

• theoretical statements (cause-effect relations, e.g. explanatory theories) 
• technological statements (means-end relations, e.g. solution methods or solution 

models) and 
• normative statements (object-value relations, e.g. evaluations of solution models).  

Due to their conceptual differences, these types of outcomes can be regarded as fun-
damentally different artifact types. Descriptive models (theoretical statements) use 
constructs (ontological facts) as their building blocks. Problem or solution models as 
well as solution methods (technological statements) should use theory as explanatory 
justification. Actual solutions (model or method instantiations) are instantiated from 
technologies based on specific choices (judgment). 
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Fig. 1. Artifact types / research approaches in social sciences (left) and design science research 
for IS (right) [Based on 6, 18] 

Fig. 1 relates the Chmielewicz taxonomy of artifact types and research approaches 
in social sciences (left) to the artifact types of the “Sciences of the Artificial” (DSR-
IS, right). Foundational concepts can be related to constructs, theoretical statements 
can be related to descriptive models, means-end relations can be related to solution 
methods and problem / solution models, and object-value relations (= technologies 
chosen to achieve certain goals) can be related to model / method instantiations. The 
comparison supports three interesting insights [6]:  

Firstly, the systems of research outcome types (and thus research activities) in so-
cial sciences and ‘sciences of the artificial’ seem to be more compatible than expected 
– given the fundamentally different perspectives of these approaches and the apparent 
lack of established common frameworks. 

Secondly, descriptive models can and should be incorporated into the set of DSR-
IS artifact types ‘between’ technological statements and ontological facts. This claim 
is supported by many authors [e. g., 5, 9, 19, 20] who argue that technology design 
should be informed by kernel / justificatory knowledge and, as a consequence, both 
should be based on the same conceptual foundation. 

Thirdly, problem or solution models and solution methods are more closely related 
to each other than to other DSR-IS artifact types. It has in fact been argued that prob-
lem / solution models and solution methods are “two views of the same thing” [21]. 
While problem / solution models focus on design inputs and outputs – and imply pro-
cedural aspects –, solution methods focus on procedural aspects – and imply design 
outcomes. Some authors therefore propose to represent procedural aspects and out-
comes in a more integrated forms, e. g. by process deliverable diagrams (for an exem-
plary application cf. [22]). 
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2.1 Descriptive vs. Prescriptive Artifacts 

Descriptive models (including their constructs) are different from solution methods, 
problem / solution models and instantiations (including their constructs): Descriptive 
artifacts exist independently from any valuations or goals. As a consequence, (explan-
atory and / or predictive) theory building is aiming to propose primarily valid – and 
not necessarily useful – results. In contrast, solution methods as well as problem / 
solution models (including their constructs) are always related to certain (problem 
solution) goals, and instantiations are always created based on certain valuations and 
choices. As a consequence, technology development is aiming to propose primarily 
useful – and not necessarily valid - results. 

Traditionally, only descriptive models that represent explanatory and / or predic-
tive relations between constructs, have been designated as theory [cf. e. g. 23]. Since 
the term theory is claimed by all research paradigms, generic solution models and 
solution methods have also been designated theories in the context of DSR-IS [cf. e. 
g. 2, 9, 24, 25]. According to Gregor, the distinctive feature of a design theory is that 
it makes explicit prescriptions (e.g., construction guidelines, principles of form and 
function) for an artifact. Based on this specific feature, design theories can be under-
stood as means-end relations according to the Chmielewicz taxonomy, as opposed to 
(explanatory) theories that are included as cause-effect relations in the taxonomy.  

The question whether a design theory is just “effective practice” or has components 
whose validity can be proven, has been investigated by Baskerville and Pries-Heje 
[4]. They propose to separate a design theory into an explanatory and a practice com-
ponent, designated as “explanatory design theory” and “design practice theory”, re-
spectively. From an explanatory point of view, design theory is “…a general design 
solution to a class of problems that relates a set of general components to a set of 
general requirements” [4] – this comes very close to Chmielewicz’ understanding of 
generic means-end relations. Certain solution requirements can be interpreted as rea-
sons for corresponding solution components. Certain solution components can be 
justified by corresponding solution requirements. While the explanatory design theory 
provides functional explanations for prescriptive artifacts, the design practice theory 
gives explicit prescriptions on how to design and develop an artifact, e.g. by applying 
solution methods and / or re-using (reference) solution components (e.g., patterns).  

Theory is an important constituent for research, from a descriptive perspective as 
well as from a design perspective. It should be carefully differentiated whether “theo-
ry-type” statements relate cause and effect (explanatory and / or predictive theory) or 
relate means and ends (design theory). This line separates two ‘worlds’, the world of 
descriptive artifacts and the world of prescriptive artifacts.  

2.2 Artifacts on Different Abstraction Levels 

In the light of the huge amounts of highly diverse artifacts that are created both in design 
research and in design practice, the differentiation of descriptive and prescriptive artifacts 
seems not to be sufficient for a precise differentiation of research processes and out-
comes. We therefore propose to additionally differentiate artifacts on different levels of 
abstraction. While instantiations represent one situated artifact implementation in context 
and time (e. g. a specific project plan or a specific workflow instance or a specific  
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algorithm at a certain point in time), all other artifact types such as solution methods, 
solution models, descriptive models, or constructs can be instantiated by a set of more or 
less complex artifacts that are linked to more or less diverse goals, subject to more or less 
diverse contexts, valid in more or less points in time, etc.  

 

Fig. 2. Process models of different abstraction levels 

In order to specify “more or less” abstraction, we refer to traditional data manage-
ment approaches [e.g. 26] that differentiate at least a generalization / specialization 
and an aggregation / decomposition sub-dimension: While the level of generality 
indicates how many different instantiations the artifact allows, the level of aggrega-
tion indicates into how many components the artifact can be decomposed. MIT’s 
process compass [27] is a nice example to illustrate that generalization / specialization 
and aggregation / decomposition are orthogonal sub-dimensions which specify the 
abstraction level of – in this case – a process model. Fig. 2 illustrates the process 
compass idea. A lighter background color indicates more general and / or more ag-
gregate process models. A darker background color indicates more specific and / or 
more decomposed process models. Some exemplary process models are positioned in 
Figure 2 to illustrate not only their different degree of generalization / specialization 
and of aggregation / decomposition, but also to show that these dimensions are inde-
pendent and all combinations exist.  

The proposed two-dimensional abstraction model cannot only be applied to solu-
tion models (like process models). Exemplified by Business Process Management 
(BPM), typical abstraction levels for a solution method are 

• Generic: Generality level is “one size fits all”, i. e. the method is applicable to all 
processes in all organizations in all existing or possible worlds. Aggregation level 
is “one method covers all”, i. e. the method is comprised of process analysis,  
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process control, continuous process development and maybe even more compo-
nents and thus covers modeling, performance management, change management, 
etc. BPM methods on this abstraction level are e.g. found in textbooks or method 
handbooks. 

• Archetypal: The method is applicable for all problem situations that share certain 
properties (e.g. process type, organization type, project type/goals, available re-
sources and/or skills). Usually a small number of problem archetypes is differenti-
ated that represent important, relevant design problem classes like e. g. small  
enterprises, a certain industry, or certain BPM goals like speed or throughput. BPM 
methods on this generality level might be derived by adapting abstract methods to 
the problem class at hand and / or by selecting certain components of abstract 
methods. 

• Configurable: Based on either a refinement of archetypes or on a classification of 
real-world problems, a large number of problem configurations is differentiated 
whose solutions are created from reusable modules by configuration or aggrega-
tion. BPM methods on this level of generality might either be inductively created 
from “best practices” or constructed as adaption of more general, e.g. archetype-
specific methods. For BPM, a configurable method has been proposed by Bucher 
and Winter [28, 29]. They differentiate four archetypes of BPM, five resulting 
BPM project types, and show how three important BPM project types can be ag-
gregated from a set of 17 reusable method fragments. 

• Situated: Generality level is “one of a kind”, i.e. the method is applicable only in a 
specific organization for a specific process at a specific point in time. Aggregation 
level is “specific technique”, i. e. only selected BPM aspects are covered. BPM 
methods (or better approaches) on this level of abstraction are either individually 
developed ‘on the fly’, or are instantiated from more abstract methods.  

Theoretically, artifacts of every type can be represented on a literally unlimited  
number of abstraction levels. The generality and aggregation levels of constructs, 
descriptive models, problem or solution models, or solution methods are implied by 
specifying the respective scope or problem class, e. g. by focusing on design goals, 
application areas, problem characteristics, etc. In order to discover relevant focus 
dimensions, an empirical technique like the one proposed by Winter [30] can be used. 
By using principal component analysis on data of 47 BPM projects, Winter yielded 
four relevant focus dimensions for BPM: performance measurement maturity, process 
orientation maturity, process manager impact, and methodology and standard maturity 
[29]. By choosing more or less restrictive ranges for these four focus dimensions, a 
BPM problem class is defined for which respective descriptive or solution artifacts 
can be constructed. If every observed BPM approach in a company is represented in 
the four dimensional room spanned by the four discovered focus dimensions, a cluster 
analysis can be carried out to determine a reasonable number of clusters, i. e. design 
problem classes. The higher number of clusters is chosen, the larger the set of prob-
lem classes will be, and the less abstract will be respective descriptive and solution 
artifacts. Fig. 3 is a typical dendrogram-like tree diagram that results from agglomera-
tive clustering and illustrates how artifacts on different abstraction levels are related.  
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Fig. 3. Ultrametric tree visualization of artifact generality [adapted from 31] 

 

The vertical dimension in Fig. 3 can be illustrated by characterizing four exempla-
ry levels of abstraction of an solution model: The situated artifact’s scope is limited to 
exactly one empirical phenomenon, e. g. a solution instance in a specific organization 
at a specific point in time. The configurable artifact’s scope covers a certain range of 
phenomena delimited by a reusable set of description or solution components, e. g. a 
certain type of decision problems that can be solved by a parameterized algorithm. 
The archetypal artifact’s scope covers a larger range of phenomena defined by a prob-
lem class context and certain analysis / design goals, e. g. BPM in large discrete man-
ufacturing companies. The generic artifact’s scope is the largest, covering an entire 
class of phenomena, e. g. performance management in commercial organizations. The 
(dis)similarity of two artifacts corresponds to the generality level of their link. If two 
artifacts are very similar, their link is represented on a low level of generality – and 
vice versa.  

2.3 Four Artifact ‘Worlds’ 

We have argued that artifacts can be differentiated regarding whether (1) they are 
descriptive or prescriptive and (2) regarding their level of abstraction – which can be 
expressed by their degree of aggregation and generalization. Since these two dimen-
sions are sufficiently independent, their combination yields four different artifact 
‘worlds’:  
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1. The world of explanations (quadrant E in Fig. 4) is the quadrant where artifact use 
is analyzed, explained and/or predicted on a general level. The most important  
artifacts in this quadrant are descriptive models including their conceptual base 
(construct definitions). An example for E-artifacts is the Technology Acceptance 
Model which explains/predicts IS acceptance by end users through (a) reconstruc-
tion of constructs like ‘intention to use’ or ‘IS acceptance’ and (b) empirical vali-
dation of a hypothetical dependency between these constructs that can be interpret-
ed as causality (‘acceptance of x by y is dependent to extent z on intention of y to 
use x’). E-artifacts are primarily created by descriptive research using social sci-
ence techniques. Validity is the most desirable property of descriptive models. 
Among equally valid E-artifacts, those are usually higher valued that are more 
general and / or more comprehensive. 

2. The world of technologies (quadrant T in Fig. 4) is the quadrant where solution 
models are related to problem models. The most important artifacts in this quadrant 
are design theories which, e. g. in the form of ‘technological rules’ or patterns or 
methods, link solution components (i. e. components of solution models or solution 
activities) to requirements (i. e. components of problem models). An example for 
T-artifacts is Activity Based Costing, a means to enable an organization to make 
appropriate (e. g. pricing, order acceptance) decisions in the presence of complex 
service processes, unsteady capacity usage and large indirect costs. T-artifacts are 
primarily created by problem-solving research using engineering techniques. Re-
searchers might take an observer role, but can also be directly involved into solu-
tion design (action design research [32]). ‘Effectiveness’ is the most desirable 
property of technologies.  Among equally effective T-artifacts, those are usually 
higher valued that are more general and / or more comprehensive. 

3. The world of solutions (quadrant S in Fig. 4) is the quadrant where specific organi-
zational design problems are addressed (and hopefully solved) by suitable artifacts. 
In contrast to quadrant T, such artifacts are not abstract any more, but adapted, 
configured/composed and/or implemented for solving a specific problem of a spe-
cific organization at a specific point in time – yet not implemented. The content of 
this quadrant can be characterized as ‘(concrete) problem solution’ with specific 
problem-solving power being its most desirable property. Examples of S-artifacts 
are concrete process workflows to handle a business transaction (= instantiated 
process models) or concrete project plans (= instantiated solution methods) to 
achieve a business goal. S-artifacts are created in practice.  

4. The world of operations (quadrant O in Fig. 4) is the quadrant where artifact appli-
cation and use are described on an instance level. In contrast to quadrant S which 
covers constructed artifacts, implemented O-artifacts are ‘in action’. In contrast to 
quadrant E, artifact use and its consequences are described individually on an in-
stance level and not generalized. The content of this quadrant can be characterized 
as concrete day-to-day operations of organizations, with performance relative to 
the respective business goals being its most desirable property. Examples of  
O-artifacts are descriptions of the actual handling of a business transaction or the 
actual execution of a project. O-artifacts are created in practice. 
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Fig. 4. Artifact ‘worlds’ quadrant model 

3 Theory Building and Theory Application Activities 

The four-world model is providing one common reference frame for representing 
abstract descriptive knowledge (quadrant E, e. g. explanatory theories), generalized 
solution knowledge (quadrant T, e. g. solution methods and solution models),  
concrete descriptive knowledge (quadrant O, e. g. observations of actual IS use) and 
concrete solutions (quadrant S, e. g. concrete workflows and plans). A common 
framework should however not only allow integrating all relevant artifact types, but 
also all activities and processes that create and use such artifacts. In the following, we 
therefore characterize ‘intra-world’ and ‘inter-world’ activities based on the proposed 
quadrant model and link the findings with existing reference process models from 
DSR-IS.  

The most obvious activities are those that use and create artifacts within a world: 

1. Within quadrant E, the body of (analytical / explanatory / predictive) theory 
knowledge can always be extended by combining or refining theories. Without da-
ta input from quadrant O (e.g. observations of innovative practices), new aspects of 
the phenomenon cannot be theorized. As a consequence, the significance of pro-
cesses within quadrant O is limited to incremental progress.  

2. Within quadrant T, the body of technologies can be extended by combining or re-
fining problem / solution models or solution methods. Without input from quadrant 
S (e.g. analyzing novel solutions from practice) or quadrant E (e.g. applying new 
justificatory theory), however, the significance of processes within quadrant T  
is also limited to incremental progress (like e.g. improved modularization of a  
method).  
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3. Within quadrant S, the body of artifact instantiations can be extended by combin-
ing or refining solutions, or by applying existing technologies to new problems. 
Without input from quadrant T (e.g. new technologies) or quadrant O (e.g. obser-
vations of innovative practices), however, neither alternative, hopefully more ef-
fective solutions for existing problems can be found, nor can empirical evidence be 
used to enhance the effectiveness of solutions. A significant source of novel arti-
facts can however result from innovative solutions that have not been instantiated 
from existing technologies, but applied an invention outside our model, e. g. a new 
information technology or a new idea for structuring a task. It might also be possi-
ble to identify novel technologies but search. 

4. Within quadrant O, the amount of knowledge about artifact implementation can be 
extended by collecting additional observations from the real world.  

Hence the most important intra-world activities seem to be found in T (non-evidence-
based solution innovation) and in O (exploration of innovative practices). 

In a next step, we characterize activities that connect different worlds:  

• From operations to explanations: Theory building is the process of generalizing 
observations (O-artifacts) in order to add generic descriptive analyses / explana-
tions / predictions to the world of explanations, i. e. to create new E-artifacts from 
O-artifacts. An example is to collect a large number of actual IS acceptance obser-
vations in order to validate a general hypothesis about IS acceptance. We designate 
this activity O⇒E as it connects quadrant O to quadrant E.  

• From explanations to technologies: DSR-IS nis the process of creating innovative, 
generic problem solutions (T-artifacts) that can be added to the world of technolo-
gies, ideally based on general descriptive analyses / explanations / prescriptions 
from the world of explanations (E-artifacts). This process is not a mere transfor-
mation, but requires to specify design goals, differentiate design situations, validate 
effectiveness / utility claims, etc. An example is to transform the Technology Ac-
ceptance Model into design guidelines for IS that avoid certain acceptance prob-
lems. We designate this activity E⇒T as is connects quadrant E to quadrant T.  

• From technologies to solutions: Solution engineering means to situate, adapt, in-
stantiate and maybe extend generic solutions from the world of technologies  
(T-artifacts) to create or improve concrete solutions to concrete design problems 
(S-artifacts). An example is to identify, prioritize and apply certain design princi-
ples, to identify and instantiate solution methods and/or to identify and adapt refer-
ence solution models in IS development. We designate this activity T⇒S as is 
connects quadrant T to quadrant S.  

• From solutions to operations: Implementation / introduction means to put concrete 
project plans, concrete enterprise models (S-artifacts) etc. in action in a specific or-
ganization at a specific point in time to solve a specific problem (i. e. to create  
O-artifacts). An example is to run a project, to implement an IS or to execute a 
process. We designate this activity S⇒O as is connects quadrant S to quadrant O.  

The above mentioned activities are illustrated based on the proposed artifact frame-
work in Fig. 5.  
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When linked together, E⇒T, T⇒S and S⇒O can be interpreted as ‘evidence-
based’ design. Similar to evidence-based medicine or evidence-based management 
[33], this means that solutions are systematically based on justificatory knowledge 
(cause-effect relations) as well as applicable technologies (means-end relations) – in 
contrast to purely ‘search-based’ design [e.g. 34]. 

O⇒E (theory building, the core activity of descriptive research) is the ‘missing 
link’ to complete a process cycle within the proposed framework. The resulting re-
search process might start with making real-world observations (O), finding explana-
tions (O⇒E), transforming these into innovative technologies (E⇒T), apply such 
innovations to real-world problems (T⇒S), implement these solutions (S⇒O), and 
finally evaluate how they perform in order to extend/revise explanations (O⇒E), 
enhance technologies (E⇒T), and so on. This chain of processes comes very close to 
a combination of widely accepted process models for DSR-IS (e.g. [35]) with the 
classical process of theory-building in social sciences (e.g. [23]). 

 

Fig. 5. Theory building and theory application in the proposed artifact framework 

Our first research question aimed at integrating descriptive and design research ac-
tivities. If O⇒E represents descriptive research and (E⇒T; T⇒S; S⇒O) represents 
design research, the proposed framework provides a conceptual foundation for con-
necting DSR-IS to theory-building in information systems research. 

4 De-contextualization and Emergence 

Does the ‘intertwining’ of theory building with DSR-IS only work in a ‘forward-
engineering’, evidence-based way? Can innovative solutions only be created by situ-
ating, adapting, instantiating and maybe extending general technologies that rely on 
justificatory foundations – that themselves have been validated by observing existing  
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phenomena? How can innovation be explained when there is no innovative design 
without justificatory explanations, and when explanations rely on observations of 
‘applied theory’?  

An alternative understanding of design has been proposed by van Aken and others 
who endorse inductive design by empirical research on multiple case studies to determine 
existing best practice. E. g., van Aken and Nagel [36] use seven case studies to identify 
technological rules which solve the problems associated with the ‘fuzzy front end’ of the 
product development process. As Davies [37] summarizes this approach, “once a rule has 
been identified, it is then tested in a range of contexts, with adjustments being made 
when needed, until ‘theoretical saturation’ is reached and additional cases do not add 
anything to knowledge about when and how the rule works”. 

The induction of ‘technologies’ (i.e. means-end relations) has also been proposed 
under the ‘pattern’ label not only in civil engineering [e.g. 10] or software engineering 
[e.g. 11], but also in the context of organizational design and engineering [see e.g. 12, 
13]. The apparent benefit of inductive design is that yet ‘unexplained’, innovative 
practices can be generalized and reused without have to take the ‘detour’ of descrip-
tive theorizing. It is however unclear how inductive design should be structured from 
a conceptual research process perspective and which components of inductive design 
can be integrated with evidence-based design or with descriptive research activities.  

The question is whether an inductive identification of technologies is compatible with 
DSR-IS. For strategies that have not been formulated and implemented (Mintzberg and 
Waters use the term ‘designed’) deliberately, but instead become evident as “a pattern in 
a stream of decisions” (i.e. are implied by their implementation only), Mintzberg and 
Waters [38] coined the attribute ‘emergent’. Van Burg et al. [39] apply the distinction 
between deliberate and emergent design to organized systems: 

• Deliberate Design: (Descriptive) research findings (E-artifacts) are used to identify 
design principles (T-artifacts) which are used to construct design solutions  
(S-artifacts) which are in turn implemented as practices (O-artifacts) which might al-
low new/better research findings. Van Burg et al. [39] designate this as “a process of 
contextualization”. It corresponds to evidence-based design as characterized above.  

• Emergent Design: Innovative practices (O-artifacts) are generalized as design solu-
tions (S-artifacts) which allow to infer design principles (T-artifacts) which in turn 
allow to infer research findings (E-artifacts). Van Burg et al. [39] designate this as 
“a process of de-contextualization”. This process has not yet been positioned in the 
framework proposed here. 

4.1 ‘Backward’ Design Activities 

In the light of Van Burg et al.’s [39] proposal, the evidence-based design process 
proposed in the preceding section is ‘deliberate’: E⇒T, T⇒S and S⇒O move not 
only upward in the Chmielewicz pyramid (theory⇒model/method⇒instantiation), but 
also decrease abstraction so that this process chain is ‘a process of contextualization’. 
Can the proposed four quadrant model also be used as a foundation to illustrate de-
contextualization processes in IS-DSR?  

• Concrete problem solutions (S) need often be repeatedly revised or extended based 
on insights from their actual use (or not-use) in the world of operations (O).  
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An example is the revision of an IS solution to overcome user resistance that re-
sults from a not easy-to-use interface or from functional deficits. We designate this 
process as O⇒S as it connects quadrant O to quadrant S.  

• Generic artifacts (T) need also often to be repeatedly revised or extended based on 
insights from applying them in the world of solutions (S). An example is the revi-
sion of a design theory to cover contexts or problem aspects that were not covered 
before and that become apparent during instantiation. We designate this process as 
S⇒T as it connects quadrant S to quadrant T.  

• Finally, generic explanations (E) need sometimes to be revised or extended based 
on insights from trying to use them for problem-solving (as kernel theories for de-
signing technologies T). An example is the extension of IS use theories by social 
networking aspects because observed technology adoption effects in the presence 
of social networking seems to call for new / amended explanations. We designate 
this process as T⇒E as it connects quadrant T to quadrant E.  
 

When linked together, O⇒S and S⇒T form the backward (feedback) component of 
the build cycle, the core cycle of design science research [40]. This is illustrated by 
Figure 6. 

 

Fig. 6. The ‘build cycle’ 

The backward / feedback process is however not emergent, but rather a necessary 
component of deliberate design – and a consequence of the understanding of IS-DSR 
as a directed search process [34]. The same hold for T⇒E which is also has more the 
character of a feedback mechanism (of deliberate theory-building) than that of ‘emer-
gent theory-building’. 
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4.2 Emergent Design  

The question is therefore whether really ‘emergent’, de-contextualization processes 
can be included in the proposed framework. To that end, we characterize inductive 
design activities in the following:  

• Solution induction: By aggregating use data over several time periods, users, use 
situations, or even organizational sub-structures, solution use data (O-artifacts) can 
be de-contextualized into solution knowledge (S-artifacts). E. g., configuration op-
tions of a concrete IS solution can be inferred by collecting data about what actual 
functions are used by what types of users in what use situation [41]. We designate 
this de-contextualization activity as O⇒SE. 

• Technology induction: By pattern recognition, classification or techniques like 
Quantitative Case Analysis [42], technologies (T-artifacts) can be inferred from  
innovative concrete problem solutions (S-artifacts). Examples are the inductive de-
sign of a reference process model from observed ‘best practice’ processes, the  
inductive design of a maturity model from observed successful capability im-
provement practices, or the inductive design of a method from observed successful 
procedures. Depending on the desired degree of de-contextualization, various lev-
els of generality can be realized (see sub-section on artifact generality above and 
examples in [30]). We designate this de-contextualization activity as S⇒TE. 

 

Fig. 7. Evidence-based and inductive design 

Fig. 7 adds solution and technology induction to the evidence-based design activi-
ties to the already positioned build cycle and theory-building activities. This extension 
addresses our second research question, the inclusion of inductive design activities. 



16 R. Winter 

 

4.3 Design and Engineering Iterations 

The proposed conceptualization of ODE artifacts and processes not only allows repre-
senting elementary activities, contextualization, de-contextualization and emergence 
processes. Furthermore, commonly found activity patterns can be represented as par-
tial cycles: 

• Iterations of S⇒O and O⇒S represent ‘instance improvement’: Implementa-
tion/use feedback is used to improve a solution without being reflected by enhanc-
ing generic technology design.  

• Iterations of T⇒S and S⇒T around (S⇒O)(O⇒S) iterations represent ‘theory-
agnostic design’: The process is a sequence of build-and-evaluate cycles which are 
however not explicitly founded on analytical / explanatory / prescriptive models, 
i.e. do not sufficiently consider (and of course not enhance) the descriptive 
knowledge base.  

• Iterations of E⇒T and T⇒E around (T⇒S)(S⇒T) cycles represent evidence-
based IS-DSR because the build-and-evaluate cycles are based on kernel theories 
and might contribute to their enhancement by “learning and theorizing” [43].  

5 Conclusions 

Based on the traditional dominance of the quest for describing and explaining the 
present in many natural as well as social sciences (e.g. physics or sociology), ‘sci-
ence’ is often regarded as a synonym for descriptive research. For many other scien-
tific disciplines (e.g. medicine, engineering, or architecture), the dominant quest is not 
understanding or explaining the present world, but changing the current world into a 
better or preferred one. Nevertheless, this quest is often not designated as ‘science’, 
but instead as a complementary concept ‘design’ [e.g. 44] or ‘engineering’ [e.g. 45]. 
The differentiation of ‘science = understanding / explaining / predicting’ on the one 
hand, and ‘design / engineering = creating / innovating / problem solving’ on the oth-
er, however, might imply a qualitative differentiation between ‘research’ activities on 
the one hand, and ‘consulting’, ‘clinical’ or ‘application’ activities on the other. In 
this regard, Simon’s seminal work on the sciences of the artificial [34] was a much 
needed recognition of design and engineering as a scientific activity [e.g. 46]. As long 
as design is understood as a primarily utility-driven, not necessarily theory-based 
solution search [like e.g. in 16, 34], however, doubts on its scientific nature will per-
sist. Design and engineering therefore have to develop from ‘experience-based’ into 
‘evidence-based’ activities, i. e. need to be founded on the available body of theory 
and technology knowledge [46]. This requirement was the starting point for our pro-
posal of an integrative framework for descriptive and ‘designed’ (or ‘engineered’) 
research artifacts.  

While the core product of descriptive research is a (generalized) descriptive model, 
the core product of DSR is a “well-tested solution concept, i.e. a generic intervention 
to solve a generic field problem, tested in the laboratory and in the field of its intend-
ed use.” [46] These artifacts are both abstract, i.e. apply to a large number of individ-
ual observations or solutions, respectively. If we add (individual) observations as 
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empirical base of theory building and (individual) solutions as instantiations of gener-
alized interventions (= technologies) to the generic artifacts, we yield the core objects 
of the proposed four world quadrant model. Such a framework not only helps to better 
characterize the nature, and identify synergies, between research activities, but also to 
organize the vast theory and technology knowledge base of organizational design and 
engineering in a way that supports reuse and integration better. An application for IS-
DSR can found e.g. in [47].  

Since innovation is not always based on descriptive theory and technology ad-
vancements (as well as proper solution engineering and implementation), but can also 
be enabled by exogenous solution innovation or observed novel practices, inductive 
research activities need to be integrated with traditional, evidence-based activities. 
We therefore included not only forward-engineering and feedback activities, but also 
induction activities into our analysis.  

In addition to improving the systematization, access and reuse of knowledge on 
observations, theories, technologies and solutions in IS-DSR, we see the following 
challenges that require further research:  

• Understanding Abstraction: While the semantic boundary between descriptive 
artifacts (related to empirical facts) and prescriptive artifacts (related to goals and 
contexts) clearly structures the vertical dimension of the framework, the horizontal 
dimension is complex, even within a single problem domain. Both the design of 
generalized solutions as well as the classification / abstraction of concrete practices 
/ operations / decisions rely on a clear and common understanding of abstraction 
levels, construct clustering, configuration rules, etc. Compared to extreme artifact 
situation (e.g., cases) and to extreme artifact abstraction (“one size fits all” con-
cepts), this sub-field of IS-DSR appears to be underrepresented and needs more at-
tention.  

• Understanding Use and Context: Theoretically, the grounding of means-end rela-
tions on appropriate cause-effect relations is straightforward: if the ends corre-
spond to a desired effect, then the means is to realize the cause. In real-life design 
and engineering, however, ‘realizing’ or ‘implementing’ causes or linking design 
goals to theoretical effects is not so straightforward, in particular if use and context 
are important factors to consider or if explanatory factors and design factors differ. 
While in organizational sciences it has been proposed to extend ‘technological 
rules’ by including context and intervention [48], in IS-DSR multi-grounding [19] 
or the use of testable design product / process hypotheses [5] has been advocated. 
A thorough conceptual analysis would certainly help to bring more light into this 
issue. A unified model of (organizational) context would be a good starting point.  

• Different Disciplinary Culture: A better integration of design-oriented research 
with descriptive research requires not only a common framework (that provides 
common object, dependency and activity definitions, maybe even a common un-
derstanding of context and use), but also some compatibility of competencies and 
disciplinary culture. The boundary between validity (as primary research goal in 
the descriptive realm) and utility (as primary research goal in the design realm) has 
fundamental consequences e. g. for evaluation processes, the role perception of re-
searchers, or the closeness of the respective research community to practice. With a 
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common foundation in place, organizing research knowledge accordingly might be 
a starting point. The mindset barriers between understanding the world and creat-
ing a better world will however always limit the synergy potentials between these 
research communities. 

• Systematic Discovery: Finally, this proposal puts emphasis on the concept of de-
contextualization and inductive design. Discovery-oriented activities provide an 
additional path (complementary to the evidence-based path) from detecting innova-
tive practices to better solutions and better technologies / designs. Inductive design 
has only rarely addressed so far. We believe that a combination of inductive and 
deductive design activities has a great potential because innovations are often not 
driven by academia, but by corporate decision makers, solution vendors and con-
sultants in the real world, so that systematic discovery mechanisms would definite-
ly support research that is not only rigorous, but also relevant. This would however 
require paying more academic attention to solution induction and technology  
induction. 
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Abstract. Current innovation practice demonstrates many of the ideas of design 
thinking. In this paper, we explore the readiness of innovation practice to 
include design science concepts and processes. At a recent conference, an initial 
round of a Delphi study engaged a number of innovation practitioners in a 
discussion around the question, “Is design science the future of innovation?” 
The results of the study are presented as summaries of opportunities and 
challenges in bringing design science into innovation practice. 
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1 Introduction 

Innovation: (Merriam-Webster Dictionary) 
• (noun) A new idea, device, or method 
• (verb) The act or process of introducing new ideas, devices, or methods 

 
The territory covered by the term innovation is immense. The human actors in this 
landscape are many and varied, including managers, inventors, creative employees, 
entrepreneurs, university researchers, government funders, and policy makers among 
many others. All players concede that innovation is of vital importance to 
organizations, economies, and to society as a whole. “Virtually all of the economic 
growth that has occurred since the eighteenth century is ultimately attributable to 
innovation” (Baumol 2002). Innovative activities are strongly linked to business 
performance in industry leaders such as Apple, Google, and Adidas (Innovaro 2008).  

We see many different perspectives when viewing innovation and innovation 
success. Industry managers expect innovation success to result in greater market share 
and higher levels of profitability from resulting products and services. Governmental 
research funding bodies expect that external societal impacts from publicly funded 
research should be assessed, as in the United Kingdom’s Research Excellence 
Framework1 and the United States National Science Foundation’s Merit Review 

                                                           
1 http://www.ref.ac.uk/ 
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Criteria2. Academic researchers are interested in innovative activity as it leads to new 
knowledge contributions in traditional outlets such as archival journals. In sum, the 
current innovation landscape has many disparate players with different goals and 
different understandings and measures of innovation effectiveness and success. 

In this short paper, we explore the existing gap between innovation practice in 
industry centered on design thinking and leading-edge innovation research in 
academia centered on design science. A preliminary Delphi study is performed with 
industry innovation practitioners around the question, “Is design science the future of 
innovation?” The results of the study are presented as summaries of opportunities and 
challenges in bringing design science into the practice of innovation. 

2 Innovation Practice and Design Thinking 

Our premise for this research is that the current practices of innovation make use of 
the best ideas of design thinking. Design thinking, as described by Cross (2011), is a 
formal method for the practical, creative resolution of problems or opportunities with 
the intent of an improved result. It is a form of solution-focused thinking which starts 
with a goal and using a design process builds an innovative artifact that can be 
evaluated for evidence of a better future situation. The essence of design thinking can 
be found in most, if not all of the successful innovation practices found in industry, 
including the popular IDEO innovation methods (Kelley and Littman 2001).  

As one of the co-authors has spent many years in industry working with innovation 
teams and holds the position of innovation leader for a large corporation, we propose 
to make the following observations on the current state of innovation practice: 

• Innovation practitioners desire the ability to understand, measure, and improve 
their innovation processes. 

• Current innovation methods are largely ad-hoc, non-directed activities in most 
organizations (e.g. free time to explore new and different opportunities). 

• A few organizations are recognized for innovation excellence but it is difficult to 
capture their successful activities into a generalized set of methods for all 
organizations and contexts. 

• In general, there are no unifying structures, practices, nor common vocabulary for 
innovation practices that pervade industry, government, or academia. 

Based on these observations, we claim that the ideas of design thinking are the 
unstated unifier of innovation practice across industry. We contend that effective 
organizations leverage and enact design thinking in their innovation practices without full 
awareness of design thinking as an informing methodology. We also find no 
organizations that claim to employ innovation methods that fall outside the scope of 
design thinking. 

Thus, given the current design thinking basis for industrial innovation practices, we 
look to the next wave of innovation processes and ask, “Is design science the future of 
innovation?” After a brief digression to define design science, we explore this 
question with a preliminary Delphi study. 
                                                           
2 http://www.nsf.gov/bfa/dias/policy/merit_review/ 
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3 Design Science Research 

The design science research (DSR) paradigm has its roots in engineering and the 
sciences of the artificial (Simon 1996). It is fundamentally a problem-solving 
paradigm. In the field of information and computer technology (ICT), design science 
seeks to create innovations that define the ideas, practices, technical capabilities, and 
products through which the analysis, design, implementation, and use of information 
systems (IS) can be effectively and efficiently accomplished. The activities of DSR 
within the IS discipline are described via a conceptual framework and a set of seven 
guidelines for conducting and evaluating good design science research in (Hevner  
et al. 2004). Formal and rigorous adherence to the seven guidelines as shown in  
Table 1 is a clear distinction between design thinking and design science. 

Table 1. Design Science Research Guidelines 

Guideline Description

Guideline 1: 
Design as an 
Artifact 

Design-science research must produce a viable artifact in the 
form of a construct, a model, a method, or an instantiation. 

Guideline 2: 
Problem 
Relevance 

The objective of design-science research is to develop 
technology-based solutions to important and relevant business 
problems. 

Guideline 3: 
Design 
Evaluation 

The utility, quality, and efficacy of a design artifact must be 
rigorously demonstrated via well-executed evaluation methods. 

Guideline 4: 
Research 
Contributions 

Effective design-science research must provide clear and 
verifiable contributions in the areas of the design artifact, 
design foundations, and/or design methodologies. 

Guideline 5: 
Research Rigor 

Design-science research relies upon the application of rigorous 
methods in both the construction and evaluation of the design 
artifact.   

Guideline 6: 
Design as a 
Search Process 

The search for an effective artifact requires utilizing available 
means to reach desired ends while satisfying laws in the 
problem environment. 

Guideline 7: 
Communication 
of Research 

Design-science research must be presented effectively both to 
technology-oriented as well as management-oriented 
audiences.   

In particular, it is important to highlight guideline 4. DSR must provide 
contributions to both the application environment in the form of a problem-solving 
artifact and an addition to the field’s knowledge base. Contributions to scientific 
knowledge will include any extensions to the original theories and methods made 
during the research, the new artifacts (design products and processes), and all 
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experiences gained from performing the iterative design cycles and field testing of the 
artifact in the application environment. It is imperative that a design science 
innovation project makes a compelling case for its rigorous bases and contributions 
lest the research be dismissed as a case of routine design. 

In prior stages of our research project, we investigated how design science methods 
can be applied to innovation practice. In Anderson et al. (2011), we used a real-life 
case study of an IDEO-based Innovation Cycle in Chevron to perform a gap-analysis 
with design science. The results of the study suggested that there are key insights that 
can be drawn from the design science concepts and guidelines that can potentially 
impact and improve organizational innovation processes. Based on these insights, in 
Hevner et al. (2012) we proposed a DSR-influenced innovation model termed 
DRIVES (Design Research for Innovation Value, Evaluation, and Sustainability). 
This six-stage model incorporates process steps for the discovery and development of 
innovative artifacts that satisfies the DSR guidelines. The next research stage reported 
here is to gauge the reaction of innovation practitioners to the design science 
concepts.  

4 A Delphi Study 

4.1 Innovation Conference Setting 

To address the question of whether innovation practitioners view design science as a 
promising next wave for innovation methods, we participated in the 4th Annual 
Process Driven Innovation Conference3 held September 17-18, 2013 in Philadelphia. 
The conference purpose was stated as:  “Bring together senior level executives in 
product development to discuss their innovation processes as well as the latest 
product development technologies. Furthermore, attendees will analyze 
groundbreaking methodologies to effectively manage a multi-tiered process 
innovation portfolio, cultivate a culture that embraces risk and creativity, and generate 
metrics to monitor the effectiveness, efficiency, and viability of initiatives across the 
process innovation pipeline.” 

During the conference sessions, over 20 well-known companies gave in-depth 
presentations about their newest and most effective innovation practices. Our informal 
analysis of these presentations identified a large majority of these best innovation 
practices involved ideas central to design thinking. We also found a small subset of 
the presentations referring to ideas that we would consider beyond design thinking 
and approaching the ideas of design science. 

4.2 The Delphi Method 

During the innovation conference we arranged and structured several occasions to 
interact with small subsets of attendees to solicit their opinions on the future of 
innovation practices and the potentials of design science ideas in that future. We 
structured these interactions in the form of the first round of a Delphi Method study.  
                                                           
3 http://www.marcusevans-conferences-PDI  



 Design Science and Innovation Practices: A Delphi Study 25 

 

The Delphi Method is a structured communication technique used to investigate a 
complex problem (Linstone and Turoff 1975). Panels of experts are engaged in 
multiple rounds of inquiry. After each round, a summary of the expert opinions is 
produced and the problem is re-defined for the next round. The goal is that during the 
process the range of solutions will decrease and the Delphi method will converge 
toward the ‘correct’ or a ‘satisfactory’ answer to the problem. The process is 
completed based on pre-defined stopping criteria (e.g. number of rounds, solution 
consensus, or stability of results). 

4.3 Data Gathering Opportunities 

The conference was attended by 97 innovation practitioners from over 50 different 
organizations. One of the co-authors gave a short plenary address to all attendees 
covering an overview of design science concepts. Thus, there was a minimal 
awareness of design science by everyone who was paying attention. No opportunity 
for feedback was available in this session. 

A half-day workshop presented by both co-authors on DSR and its application to 
innovation was held with an attendance of eight individuals representing seven 
organizations. After a fuller overview of design science ideas, the attendees were 
engaged in a structured round of questioning using Delphi methods of data gathering. 

On the final day of the conference, we arranged a luncheon discussion on design 
science and innovation that attracted 15 attendees. In this constrained setting we 
provided a brief discussion of the relationship of design science and innovation. 
Afterwards, we were able to engage this group also in an abbreviated round of 
questioning using the Delphi method. 

In sum, we were able to capture qualitative, descriptive data from 18 participants 
based on responses and discussions on structured questions addressing the potentials 
of design science for innovation practice in industry. 

5 Results and Observations 

The results from the initial round of the Delphi study helped us focus in on several 
key advantages and disadvantages of design science as the future of innovation 
practice. In this section, we briefly list these observations and refine our research 
question as a segue to on-going research, including a second round of the Delphi 
method. 

5.1 Design Science Advantages 

An initial observation was that nearly all practitioners agree that current innovation 
processes do not meet the needs in their organizations for producing new and better 
products and processes. They believe that new ideas are needed. Innovation 
practitioners found the following design science concepts have clear potential for 
improving current innovation practices: 
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1. Design Science provides a unifying language and set of concepts to discuss 
innovation. The idea that an innovation must provide an identifiable contribution 
to knowledge resonated with the practitioners. 

2. Design Artifacts (Guideline 1) – They felt this guideline was important to support 
the clear identification of the deliverables of the innovation process as well-
defined Artifacts. 

3. Design Evaluation (Guideline 3) – Many felt this was missing in current 
innovation practice. They recognized the need for well-defined measures of 
‘goodness’ that provide Evidence for innovation utility. 

4. Scientific Rigor and Knowledge Contribution (Guidelines 4/5) – While some had 
concerns on the overuse of rigor (see below), many practitioners praised the need 
for appropriate, rigorous use of existing Knowledge to ground the construction 
and evaluation of innovations in their organizations. 

5. Stakeholder Communication (Guideline 7) – Practitioners cited the difficulties of 
communicating innovation processes and artifacts effectively to diverse 
stakeholders with different goals and needs. 

5.2 Design Science Challenges 

The practitioners expressed a number of significant concerns on the difficulties of 
introducing the new and more exacting design science concepts and processes into 
their organization innovation practices: 
 

1. Practitioner Communication – The presentation of design science in the research 
literature is too academic. More effective presentation materials that speak to 
practitioners are needed. 

2. Emphasis on Science is a Turn-off – There was consensus that scientific rigor is 
difficult to sell. We need better techniques for overcoming resistance to more 
scientific methods. 

3. Speed to Market – There was clear concern that design science innovation 
processes will slow things down. As an example, current innovation practices 
include little to no time to thoroughly survey existing knowledge. 

4. Creative Ideas – The design science methods do not address how good ideas are 
found. Will improved innovation processes lead to better ideas being generated? 

5. Costs of Implementing Design Science Innovation – Costs in time and money to 
support the new design science methods may be high. Practitioners asked about 
needs for training and tools to support the more rigorous practices of artifact 
construction and evaluation. 

6. Return on Investment – How is the success of Design Science measured? Why 
should we implement a new innovation process based on design science if we 
cannot predict the payoff? 

6 Conclusions and Future Directions 

The results from our first Delphi study round provide convincing evidence that 
innovation practitioners recognize the need for improved innovation processes and 
that design science ideas hold clear potential for such future improvements. These 
findings align with current discussions in the innovation community that effective 
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innovation projects must ‘advance science and solve significant problems.’ (Dugan 
and Gabriel 2013) A major concern for any firm relying on its ability to manage and 
develop innovation is how to bridge (long-term) scientific objectives and (short-term) 
demands for financial performance and other managerial objectives. Thus, innovation 
managers must become better equipped for understanding the science-based approach 
toward innovation and the value propositions for the different innovation 
stakeholders. (Gregor and Hevner 2014) 

For future research directions, we plan to continue to a second Delphi method 
round with the same set of conference participants. Based on the results of the first 
round, we are developing a more focused set of questions to be addressed to this 
group via teleconferences and email discussions. We hope to supplement the Delphi 
data with additional interviews and focus groups involving innovation leaders (e.g. 
Chief Innovation Officers and innovation managers) in industry, academia, and 
government. We are investigating opportunities to apply design science methods in 
one or more industrial innovation projects as research case studies. The use of mixed 
research methods will provide multiple views on how design science ideas and 
processes can be transferred and integrated into innovation practice. 
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Abstract. Design science research (DSR) in the IS-field is getting more and 
more an accepted place. Yet it has still not yet realized its full potential impact. 
I suggest in this conceptual article that design science researchers need to take 
two hurdles to realize maximum impact of their publications. The first one is 
taken by explaining to editors, reviewers and readers the nature of DSR 
contributions in general and their fundamental differences with explanatory 
contributions: the model one uses in DSR for IS is engineering research, rather 
than physics, for many the mother of all academic research. The iconic 
contributions of DSR are well analysed and validated generic design models. 
Design theories are not about explaining nature, but about artefacts, realized on 
the basis of generic design models, producing desired effects in given contexts. 
The second hurdle is to be taken by explaining the special nature of design 
science contributions in the IS-field: information systems are socio-technical 
systems. Design science for their ‘hard’ technical components is much like 
design science for engineering, but design science and design science research 
for their ‘soft’ components is different. In actual designing these differences 
include issues in the evaluation and realization of designs and in design science 
research the validation and generalization of designs. These differences are 
discussed as well as strategies to deal with them. 

1 Introduction 

Design science (DS) and design science research (DSR) are getting more and more an 
accepted place in IS-research (March and Smith, 1995; Hevner et al., 2004; Gregor 
and Hevner, 2013). Nevertheless, DSR has yet to realize its full potential impact, due 
to gaps in the understanding of its nature, application potential and of its methodology 
(Gregor and Hevner, 2013). 

Gregor and Hevner (2013) address this issue by calling for better explanations to 
editors and reviewers of the special nature of IS design research contributions. They 
articulate the types of DSR-contributions to the knowledge base of the IS-field, 
discuss the nature of theory in design research and develop a knowledge contribution 
framework and a format for presenting DSR-contributions in academic journals. The 
present conceptual article follows their call for better explaining IS-design research 
contributions and builds on their work. It defines two hurdles to take for realizing full 
understanding and thus full impact of these contributions. 
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The first hurdle is to explain the nature of DSR-contributions in general by 
defining DSR-contributions squarely on the basis of the design paradigm. Many 
researchers feel that the model to follow in any academic research is the explanatory 
model of physics and that physics research provides norms for all kinds of academic 
research. However, there are fundamental differences between the explanatory 
paradigm of e.g. physics and sociology and the design paradigm of e.g. engineering 
and medicine (van Aken, 2004 and 2005). These differences are not always fully 
understood by non-designers and this has consequences for the definition and 
assessment of DSR-contributions. Taking the first hurdle for full understanding is to 
be taken by explaining that the model followed by IS-design science research is 
engineering research rather than physics. 

But there is also a second hurdle of misunderstandings to take. This one is caused 
by the special nature of information systems, the consequences of which are not 
always fully recognized. Information systems are socio-technical systems, i.e. 
complex arrangements of hardware, software, procedures, data and people (March 
and Smith, 1995). Design in information systems is not only about the design of 
technical artefacts. It is also about designing and changing social practice to realize 
desired effects in which the technical artefact plays a pivotal role (Sjöström, 2010). 
As will be discussed, the behaviour of technical (or material) systems is governed by 
‘strong mechanisms’, while the behaviour of social systems is governed by ‘weak 
mechanisms’ (van Aken, 2013). Because of this, material systems are often called 
‘hard’ systems and social systems ‘soft’ ones. One may conceptualize an information 
system as a ‘hard’ system of hard and software components1, embedded in a ‘soft’ 
social system of users, user processes, and user capabilities and attitudes. This makes 
that design science as well as design science research for IS-systems differs from 
engineering design. Hard systems are expected to behave as designed, so also non-
designers can understand that design knowledge on hard systems can be valid and 
valuable. However, human agency makes that ‘soft’ social systems do not necessarily 
behave as designed. Designs can influence human behaviour, but do not determine it. 
If this is true, what, then, are the nature, validity and value of design knowledge for 
‘soft’ systems2? So the second hurdle is to explain these differences and the 
approaches and methodologies needed in DSR for socio-technical systems. 

The article starts with giving definitions of DS and DSR. Also a distinction will be 
made within design science research between design questions and knowledge 
questions. 

Next the first hurdle, misunderstanding the nature of design research contributions, 
is discussed on the basis of the model of engineering design. First by giving a brief 
analysis of designing in engineering, followed by a discussion of engineering design 
research. Well analysed and validated generic design models can be regarded as the 
iconic DSR-contributions, in engineering research as well as in IS-research. 
                                                           
1 From the perspective of IT-hardware software may look soft (nomen est omen), but from the 

perspective of social system design the combination of hard and software is ‘hard’ enough to 
allows almost fully the approaches and methodologies of ‘hard’ engineering design. 

2 Soft systems is a concept coined by Checkland (see e.g. Checkland and Scholes, 1990), but 
this article does not use his various concepts and methodology, however important they are. 
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However, this is a necessary but not sufficient explanation and justification of 
DSR-contributions in IS-research. This is because human agency introduces an 
element of non-determinism in IS-design which makes generalization of design 
models difficult. This issue produces the second hurdle. To prepare the discussion on 
this second hurdle the article proceeds with a brief discussion on social system design 
and its differences with material system design. These differences include issues in 
the evaluation of designs, the realization of designs and of the role of the so-called 
‘hidden properties’. The generalization issue is discussed in the following section on 
DSR for social system design. This involves a discussion on the differences between 
the strong mechanisms of the material world and the weak mechanisms of the social 
world, governing human behaviour. Then the second hurdle is addressed by arguing 
that well analysed and validated generic design models can also be regarded as iconic 
DSR-contributions in the IS-field. However, the way in which these design models 
are to be used in designing in the field and the way in which valid and valuable 
generic design models are developed and validated differ from engineering design. 
Rigour in developing design knowledge for social systems is quite possible, but is 
does involve a type of science that differs from physics. The article ends with a 
discussion and a conclusion. 

2 Design Science and Design Science Research 

Articles on DS and DSR do not always define what is meant by these two concepts, 
but in an article intending to define DSR-contributions this seems to be useful. The 
following definitions are from van Aken (2013), who follows Cross (1993 and 1995). 
These definitions do not differ from most common sense understandings of these 
concepts. 

‘Science’ can be defined as a body of knowledge (‘scientia’ being Latin for 
knowledge), i.e. valid knowledge produced by rigorous academic research. Design 
science can be defined as such a body of knowledge on designs and designing to be 
used in an instrumental way. The addition in this definition on instrumental use draws 
on the distinction Pelz (1978) makes between instrumental and conceptual use of 
knowledge. In case of conceptual use knowledge is used for general enlightenment on 
the subject in question, while instrumental use involves acting on knowledge in 
specific and direct ways.  

Design science research is simply research producing design science. DSR is 
driven by field problems. A field problem can be defined as a situation in reality, 
which according to (some or all) stakeholders can or should be improved. In DSR the 
field problem is translated into a design problem: what (realized) design can solve the 
field problem or at least improve the problem situation? DSR does not only deal with 
these design problems, but also with knowledge problems, that is with questions 
about the behaviour and effects of artefacts (realized designs) in context3. 

                                                           
3 This distinction between design problems and knowledge problems draws on Wieringa 

(2009). However, Wieringa does not make a distinction between field problems and design 
problems, combining these problems by using the term ‘practical problems’. 
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Like any academic research, DSR aims at generic knowledge. A DSR-project is 
driven by a type of design problem, derived from a class of field problems, like the 
need or desire for improving a certain type of business function or the wish to exploit 
a new IT-technology in the field.  

3 The First Hurdle: The Design Model as the Iconic Design 
Science Research Contribution 

The fundamental differences between research based on the explanatory paradigm 
and research based on the design paradigm (van Aken, 2004, 2005) are a major source 
of misunderstandings. Not only for non-designers, but quite often also for designers 
as they try to meet apparent general criteria for valid knowledge and for rigorous 
research, which are almost invariably based on the ones for explanatory research. 
Explanatory research, main stream research in e.g. physics and sociology, is a search 
for understanding, and natural laws or causal mechanisms can be discovered. Design, 
on the other hand, deals with the world that can be. One cannot search for this world, 
nor can it be discovered, because it does not (yet) exist. The world that can be is to be 
designed and designing always involves a creative jump to something new 
(abduction4), be it a small jump in incremental design or a large one in radical design. 
Abduction plays a key role in dealing with design questions. For knowledge questions 
the research strategies and methods of explanatory research can be used. 

The model followed by DSR in the IS-field (consciously or unconsciously) is not 
physics, but engineering research, like research in mechanical, civil or electrical 
engineering. The iconic DSR-contribution in engineering research is the well analysed 
and validated generic design model, like a design for a new transmission system for 
cars, or for a new way to build bridges in unstable riverbeds or a new design for 
electronic receivers at higher frequencies than usual.  

Generic design models have a key function in the design process. Designing is 
done in synthesis-evaluation iterations (Roozenburg and Eekels, 1995). In the 
synthesis step one makes a version of a design that may solve the design problem and 
may satisfy the requirements, made for the design. In the evaluation step one analyses 
ex-ante the design ‘on paper’ to see whether it meets specifications. If that is (not yet) 
the case, an adapted design is made and again evaluated. These iterations are 
continued until a satisfactory design has been made (see also van Aken, van der Bij 
and Berends, 2012, on this process). Generic design models play an important role in 
the synthesis step. Designing is typically variant design, in which a variant is made of 
a known generic design model. In incremental design the variant can stay close to the 
design model, but one can also make a big jump to something very different on 
certain properties of the design model as in radical design. But even in radical design 
the exploration for possible radical solutions for the design problem still uses to some 

                                                           
4 See e.g. Pierce (1923) or Samuels (2000) on abduction, and Roozenburg and Eekels (1995) 

and Van Aken et al. (2012) on the role of abduction in designing. Abduction plays a key role 
in dealing with design problems, but the earlier mentioned knowledge problems can be dealt 
with by using the research strategies of explanatory research. 
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extent generic design models. Furthermore, every engineering discipline uses a 
specific ‘design language’ to describe its designs during the design process and to 
communicate its final designs through e.g. texts and drawings with the people who 
have to realize them in workshops or construction sites. The layperson, not having 
mastered this language, is not able to ‘read’ the designs made in the discipline in 
question. 

For the evaluation step engineers have a lot of engineering mathematics at their 
disposal to set the values of the various parameters of their designs and to evaluate 
their designs ‘on paper’. Evaluation on paper is the evaluation of a ‘paper design’ 
(even if computers are used to do this job) to decide whether or not to transfer this 
design to physical reality. If the design is too complex to analyse their design 
mathematically, engineers can use case-based reasoning5, which involves an analysis 
of their ‘paper design’ by comparing it with similar well analysed and documented 
realized designs (which is, of course, much more difficult in radical design than in 
incremental design). 

As said, the iconic DSR-product is the generic design model. Typically it is made 
by realizing and field-testing a series of instantiations until a version is made that 
satisfies the researchers. This final version is further field-tested to validate it. 
Validation6 of a design model is gathering evidence for the core claim of design 
science research. This core claim with respect to a generic design model is that 
realized artefacts, made on the basis of this generic design model, will produce the 
desired and claimed performance. As will be discussed, because of the strong 
mechanism in the material world engineering design needs in principle only one test 
to get sufficient evidence for this core claim. Like Galileo also needed but one test to 
prove that small balls fall equally fast as big ones. 

I suggest that also IS-design science research can present its results in terms of well 
analysed and validated generic design models. Design theories are not about 
explaining nature, but about artefacts, realized on the basis of generic design models, 
producing desired effects in given contexts (Wieringa, 2009), preferably with 
explanations on why, through what mechanisms, the use of the artefact produces the 
desired effects. Examples of generic design models in IS are a type of Enterprise 
Resource Planning system, a type of expert system or a type of office automation 
system. Like discussed under engineering design, such generic design models can be 
used in variant design to design context-specific instantiations7. A type of information 
system can be used a generic design model if it is well analysed, if it is validated and 
if it is known through what mechanisms its effects are produced. 

                                                           
5 See e.g. Leake (1996) or Watson (1996) on case-based reasoning for evaluating material 

system designs. 
6 In this article the validation of a generic design model to prove the core claim associated with 

this generic design model, is distinguished from the evaluation of a paper design for a specific 
application as discussed earlier in the context of the synthesis-evaluation iterations. 

7 Gill and Hevner (2013) use the term ‘fitness’ for instantiations that can be reproduced (in 
analogy with biology, where the fitness of a given organism is its ability to reproduce within 
a given ecosystem). In the terms of this article an instantiation with a proven high ‘fitness’ 
can be regarded as a generic design model. 
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As said, the validation of a generic design model is about the potential of artefacts, 
realized on the basis of the design model in question, to produce through their use 
desired effects in given contexts. What effects are to be desired is to be defined by 
their (future) stakeholders. The validation of a generic design model is not about the 
definition of desired effects themselves, but about the realization of already 
established desired effects.   

This use of generic design models to design specific instantiations is a mode of 
generalization. One instantiation is generalized to a series of instantiations with 
similar properties producing the desired effects. It is not the statistical, sample-based 
generalization of quantitative social science research in which propositions are 
generalized from samples to populations as they are. It is instead the mode of 
generalization, called analytic generalization by Yin (1984), in which generic 
propositions are transferred from the settings in which they have been developed to 
other contexts, while being translated and contextualized on the basis of a careful 
analysis of the differences between the target context and the (average) source 
contexts8.  

March and Smith (1995) give the following, well-known, types of DSR-
contributions in the IS-field: constructs, models, methods and instantiations. These 
can be interpreted in terms of generic design models. Constructs can be regarded as 
elements of the ‘design language’ of IS-design to be used in describing generic design 
models as well as individual specific designs. Models and methods are typically 
already presented as design models (without using this term), being generic proposals 
for making specific designs of for following a course of action to achieve a given 
objective. Finally, instantiations provide evidence for the validation of the generic 
design model, showing that designs made on the basis of the generic design model do 
indeed produce the desired effects. However, as we will see, unlike in engineering 
design, one instantiation is seldom enough to validate a design model. 

In aiming in research for developing generic design models and subsequently 
presenting them to editors, reviewers and readers as key DSR-contributions in the IS-
field, one should also follow Gregor and Hevner’s (2013) call for in-depth 
explanations. A generic design model is a type of research contribution that differs 
from the explanatory theories and causal models of most common research, also in IS, 
and thus needs explaining and justification. 

But there is a second hurdle to take because of the special nature of IS-design. 
Unlike engineering design IS-design does not only operate in the material world but 
also in the social one. In the social world human agency introduces elements of non-
determinism in the behaviour of realized designs and that makes that both the 
development of design science and the use of design science differs from engineering 
design. Design models can be the iconic DSR-contribution also in IS-research, but 
they need a further explanation: the second hurdle. In order to develop this 
explanation the following section gives a brief discussion on social system design and 
the following one on social system design research. 

                                                           
8 See Lee and Baskerville (2003) on a thorough discussion of the issue of generalization and the 

various modes of generalization. 
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4 Social System Design 

Although some believe that social systems cannot be designed, but are emergent, 
social system design is a routine business process in almost any organization. New 
company structures or departmental structures or business processes are routinely 
designed and implemented. Even if implementation of a social system design has its 
problems, in general social system design can be done with reasonable success. What 
is true, however, is that social system designs do not determine system behaviour like 
designs for material systems do and that a significant part of a realized social system 
is indeed emergent: the so-called informal organization9. What is also true is that quite 
often social system design, and in particular implementation, is done in a non-
professional way. 

Social system design has many similarities with engineering design. These include 

• the use of design requirements (why make a new design and what are the 
demands for the new system) 

• gathering relevant input for the design process (like an analysis of the 
problem that triggered the design process and its context) 

• executing the core design process in synthesis-evaluation iterations 
• the use of generic design models for the synthesis step (like the functional, 

business-unit of geographical organization structure and the very idea of the 
superior-subordinate structure) 

• the ex-ante evaluation of designs ‘on paper’ 
• the documentation of the final design in a way that it can be realized by 

others. 

However, social system design is not always done in a professional way. Because of 
the above-mentioned similarities, it can learn a lot from engineering design (see van 
Aken et al., 2012). Typically the elements of the design process mentioned above are 
done in a very informal way, more visible in an analysis by an observer, than 
consciously executed by the designers. From engineering design one can for instance 
learn  

• rigorous attention for the design requirements and the need to get full 
understanding and consensus of the various stakeholders on these 

• rigorous attention for the inputs (and their quality) to the design process, like 
these specifications, the analysis of problem and its context, and relevant 
generic design knowledge like design models and general industry 
knowledge 

• and in particular attention for the rigorous ex-ante evaluation ‘on paper’ of 
the design. 

There are also fundamental differences between engineering design and social system 
design. One is the ex-ante evaluation ‘on paper’ of designs. In engineering design one 
can often use mathematical modelling and analysis (or simulation) to evaluate designs 
on paper, but the indeterminate nature of social systems designs makes this infeasible. 

                                                           
9 See e.g. Gray and Starke (1988) on the informal organization. 
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Therefore, like has been discussed for certain complex instances in engineering 
design, also in social system design case-based reasoning can be used as an important 
method for the evaluation of designs.  

The second fundamental difference is in the realization of the design. In material 
system design the design can be realized by a workshop, factory of construction firm 
largely as it has been designed. A good design gives them all the information they 
need to do so. In social system design the design is realized by the members of the 
(new) system by internalizing the design. This involves a redesign of the formal 
design: the interpretation and appropriation of the formal design from the perspective 
of the actors who have to operate in the new system. This realization of a design has 
also to deal with the fact that often social system design is a ‘brown field’ and not a 
‘green field’ design and thus involves a redesign of an existing situation. Therefore 
this interpretation and appropriation step has been called ‘the second redesign’. This 
second redesign and the subsequent phase of ‘learning to perform’ in the new 
situation (involving further adaptations of the formal design), leads to the emergence 
of the informal organization (see van Aken, 2007, on this process of second redesign, 
realization and emergence). 

The emergent informal organization can be discussed in terms of ‘hidden 
properties’. Any realized design – material and social alike – has unlimited hidden 
properties, properties present in reality but not in the design that was used to realize it. 
For instance, the colour of the housing of a machine may be a hidden property: the 
designer did not specify it in the design because he/she felt that this property is 
unimportant and left it to the workshop to choose the colour. Good designers only 
specify in their designs the properties that are important for the performance of the 
realized design. 

In social system design one can regard the informal organization as the hidden 
properties of the realized social system, not specified in the formal design, but present 
in social reality. But, contrary to material system design, the hidden properties of a 
realized social system typically have an important impact on performance. Therefore, 
designers or change agents have to monitor the second redesign and the learning to 
perform and to intervene if deemed necessary for performance (see van Aken, 2007, 
on hidden properties and the importance of the informal organization). 

5 Social System Design Research 

I have suggested that the iconic product of design science research is the well 
analysed and validated generic design model, both for material system and for social 
system design research. The core scientific claim associated with a generic design 
model is that its application (in the given application domain) will indeed produce the 
desired effects: the validation issue. So the core issue in DSR (again both in the 
material and social world) is the prediction of system performance. The golden 
standard for this is field testing, the testing of instantiations of the design in various 
contexts within its intended application domain.  

In the material world this prediction of system performance through field testing 
does not pose specific methodological problems, different from methodological issues 
in developing valid explanations. The reason for this is that in the material world there 
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are invariant, universal, individual behaviour determining mechanisms. An electron 
does not have the freedom to act tomorrow differently from today, nor in New York 
differently from Amsterdam. A machine, developed, assembled and tested in 
Helsinki, will work next month likewise in Dublin. Through these mechanisms in the 
material world the test results on one instantiation of a given research product (for 
which standard analytical methodologies of explanatory research can be used) can be 
readily generalized to other times and places. 

This applies to engineers and to some lesser extent also to medical doctors10. 
However, in the social world there are no universal, invariant, individual behaviour 
determining mechanisms. Therefore, the prediction of system performance in the 
social world is difficult. In the social world the evaluation of one application of a 
generic design model cannot simply be generalized to other times and places. This is 
the fundamental methodological problem of design science research in the social 
world. It is caused by human agency. 

Even if there are no behaviour determining mechanisms in the social world, there are 
regularities and patterns in social behaviour. In fact, the prediction (within certain ranges) 
of the behaviour of other people in response to one’s own behaviour is an almost 
universal human competence. Without this competence intentional social behaviour 
would be impossible. The extent to which this competence is important and universal can 
be seen in people, lacking this competence because of an autistic disorder. 

This competence is developed by personal social experiential learning, learning 
from personal social experiences11. It is subsequently applied through case-based 
reasoning: the present setting is compared – typically unconsciously – with similar 
prior experiences and a line of action is chosen on the basis of the effects of the 
actions in these previous experiences. This makes that this mode of personal learning 
is limited by the scope of one’s personal experiences: outside this scope the 
competence of predicting human behaviour is much less, as can be seen when acting 
in a very different culture than one’s own.  

Personal experiential social learning is the basis for the social behaviour of any 
person. However, experiential social learning can also be done in a scientific way: 
systematic and objective experiential social learning. By ‘objective’ I mean that the 
strategy includes the use of methods to eliminate as good as possible personal biases 
in the articulation of the results of experiential learning (like is done in rigorous case-
studies). Through this research strategy one can learn what the effects of certain types 
of interventions in various social settings can be.  

Research as systematic and objective experiential social learning is learning on the 
basis of series of rigorous case-studies with detailed descriptions and analyses of 
problem, context, interventions and effects, giving deep insight in these elements and 
in their interrelations. This approach has been called ‘Action Design Research’ by 
Sein et al. (2011) or ‘Technical Action Research’ by Wieringa and Morali 
(2012).‘Thick’ descriptions, as opposed to the strongly reductionistic models of 
quantitative research, are needed to make the reading of case-studies into ‘real’ social 

                                                           
10 This ‘lesser extent’ is due to the fact that in testing interventions medical doctors deal with 

living material of which there are never exact copies in other times and places, so they need 
RCT’s or other sophisticated research designs to generalize test results. 

11 See e.g. Kolb (1984) on the power of experiential learning.  
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experiences. So the experiential learning strategy involves series of rigorous case-
studies on a certain type artefact in various contexts within the intended application 
domain. These case-studies can be executed in ‘Action Research mode’, in which 
case the researcher is involved in developing and testing the intervention, but the 
researcher can also take a more observer role, observing how others develop and use 
interventions to address the field problem. 

The research is to be made ‘objective’ by using the various methods of rigorous 
case-studies, like controlled observations, triangulation, ‘thick’ descriptions, careful 
cross-case analyses and member checks and by alfa- and beta-testing of the developed 
interventions or systems. 

Scientific experiential learning through series of case-studies involves working 
alternating in the practice stream and in the knowledge stream (Andriessen, 2007). In 
the practice stream one operates in the swamp of practice on a specific instantiation of 
the generic artefact to be studied, interacting with the various local stakeholders. In 
the knowledge stream one operates on the high ground of generic theory to generalize 
the findings of the various individual case-studies through careful cross-case analyses. 
While interacting with other researchers and with practitioners interested in 
developing generic theory, one tries to establish what is case-specific on the one hand 
and what can be learnt from these cases for use in other settings on the other. 

Like in personal experiential learning the application of what has been learnt is 
done through case-based reasoning. System performance is predicted on the basis of a 
qualitative comparison with interventions in similar settings, somewhat like judges 
using case-law in determining verdicts. 

Experiential social learning is for the researcher the basis strategy to develop 
generic design models. It is also the basis for the application of generic design models 
in the field. On the basis of rich case material (the basis of social learning) the 
practitioner learns to understand the system to be redesigned and how variations in 
context can influence performance. 

6 The Second Hurdle; the Nature and Development of  
IS-Design Science Research Contributions 

The thesis of this article is that the iconic product of DSR in the IS-field can be a 
well-analysed and validated generic design model, just like in engineering research. 
To explain this well to editors, reviewers and readers is the first hurdle to take for 
realizing maximum impact.  

The second hurdle to take is to deal with understandable objections, based on the 
differences between engineering research and IS-research. Or, in other words, the 
differences between material system and social system design and design research. As 
discussed, these differences are caused by human agency and by the differences 
between strong material mechanisms and weak social ones. Above the ways to deal 
with this in social system design and in social system research have been discussed. 
The main element of taking the second hurdle may be the acceptance that the social 
world needs another type of science than the material world and that systematic and 
objective experiential social learning can be the rigorous way to develop generic 
design models for the social world. 
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7 Discussion 

This article is about design science research. Non design science researchers may call 
it prescriptive or normative research. This is, however, a misnomer. Researchers 
cannot and should not from the high ground of theory tell people in the swamp of 
practice (to use the terms of Schön, 1983) what to do. DSR-publications seldom use 
the words ‘should’ of ‘ought’. The key product of DSR, the generic design model, is 
not a normative statement nor a prescription but only a well analysed and validated 
option, presented to practitioners to be used in their variant designing. 

The strategy of systematic and objective experiential social learning may look 
unfamiliar to researchers with a sound training in research methodology, not in the 
least because it is not (yet) discussed in methodology textbooks. However, this 
possible unfamiliarity only exists at the level of research strategy with its design 
orientation (hurdle one) and its strategy of systematic and objective experiential social 
learning (hurdle two). It does not exist at the level of execution: in principle in DSR 
one can confine one’s methods for data gathering and analysis to well proven ones. 
Furthermore, for the well-trained researcher the strategy may look unfamiliar, but it is 
a very naturalistic approach. It is what everybody does who wants to realize desired 
effects by a new intervention in a possibly new context: he or she applies the 
intervention a few times and learns by doing how to realize these desired effects. 
Finally, for DSR in the IS-field the strategy may even look fairly familiar, because of 
the publications on e.g. Action Design Research (Sein et al., 2011) and Technical 
Action Research (Wieringa and Morali, 2012). Using the term ‘systematic and 
objective experiential social learning’ is, however, not a semantic issue. This term is 
used because of its emphasis on rich descriptions to allow social learning and because 
of the nature of the intended products of this research strategy: not formulae or 
instructions, but deep insight in the complexities of the relations between information 
systems and effects and of the various contextual influences on these effects. 

My background is in management research and design science research. My 
interest in IS-research is to a large extent driven by the combination in IS-design and 
research of hard material systems and soft social ones. This makes it possible to 
research and show the power of material system design, in particular in engineering 
design, and the fundamental differences between material and social system design. 

Finally I would like to suggest that the idea of the double hurdle is not only 
applicable in DSR in the IS-field, but also in DSR in most social sciences: the first 
hurdle of understanding the differences between classical explanatory research (like 
in physics) and intervention, or improvement or design oriented research (like in 
engineering and medicine) is present in most social sciences. But the second hurdle is 
also present in most social sciences. This is the hurdle of understanding that 
intervention or design oriented research in the social world demands a kind of 
science, differing from the kind of science possible in the material world. This 
demand is caused by human agency and by the differences between the strong 
mechanisms of the material world and the weak mechanisms of the social world. 
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8 Conclusion 

Behaviour in the intangible, fluid and indeterminate social world of human agency 
and human relations is not governed by the strong mechanisms of the material world, 
but by the weak mechanisms of the social one. As said, this necessitates a different 
type of science. Instead of measuring, mathematical modelling and application of 
mathematical (causal) models through logical deduction, one has systematic  and 
objective experiential social learning.  

For editors, reviewers and readers DSR in the IS-field is getting more and more an 
accepted place, but it’s fundamental differences with explanatory research are still too 
little understood (the first hurdle to take), as well as the differences between the 
design of material systems (engineering design) and social system design, and the 
associated need for a different type of science12, the second hurdle to take. So, in 
order to realize full impact of DSR in IS, it is important to follow the call of Gregor 
and Hevner (2013) by explaining in full detail the above-mentioned differences. 
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Abstract. Information systems design must balance requirements of privacy 
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“No one shall be subjected to arbitrary interference with his privacy, family, home or 
correspondence, nor to attacks upon his honour and reputation.” United Nations: The Univer-
sal Declaration of Human Rights [19, article 12] 

“Information accountability means the use of information should be transparent so it is possi-
ble to determine whether a particular use is appropriate under a given set of rules and that the 
system enables individuals and institutions to be held accountable for misuse.” Weitzner et al. 
[22]. 

1 Introduction 

The rise of online communities and social media as a vehicle for large-scale social 
interaction has accelerated the penetration of information technology (IT) into both 
private and professional life [1]. Arguably, a significant part of contemporary social 
interaction is mediated by, or planned using, IT. While this evolution of human col-
laboration and social life may be beneficial in many ways, it also suggests a signifi-
cant threat to individual privacy. The threat to privacy is fueled by two forces [11]. 
The first force is the growth of IT, which in itself enables increased surveillance, stor-
age, et cetera. The second force is that commercial actors find value in information 
about individuals, causing them to seek ways to exploit technological opportunities to 
collect and capitalize on such information. One’s right to privacy, i.e. to “freedom 
from unauthorized intrusion” [14], is a human right as declared by the United Nations 
as seen in the above quote. The recent turmoil caused by former NSA employee 
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Edward Snowden’s leaked details of top-secret government mass surveillance pro-
grams shows the timeliness and importance of the online privacy discourse. 

One way to facilitate privacy is by means of providing anonymity. The topic of 
anonymous interaction between peers in an online community is at the heart of com-
munity design. People tend to behave differently in cyberspace than in real life, e.g. 
say and do things that they would not say or do face-to-face. This shift in behavior is 
known as the online disinhibition effect [16]. On the one hand, behavior may change 
in a way that is desired by the community provider, e.g. encouraging people to read 
and contribute to discussion fora. On the other hand, anonymity creates a risk of un-
desired behavior that negatively impacts the community provider's intentions, such as 
bullying or provision of links to buy illegal drugs. There are well-known examples of 
the consequences of unethical online behavior from discussion fora and online news-
papers, such as the closedown of user comments on the Engadget forum [23]. Conse-
quentially, the community provider may need to proactively monitor peer activity, 
identify undesired behavior, and take action when such behavior occurs. From the 
community provider perspective, such actions concern accountability, i.e. the means 
by which to hold people accountable when peer behavior deviates from the norms of 
the community. 

Information accountability relies on transparency in IS design and use [22]. The 
tension between these two ideals – privacy and accountability – causes a challenge for 
designers to preserving privacy, while at the same time ensuring accountability. The 
context of the study at hand – online psychosocial care – puts this tension at the fore. 
Professional codes of conduct as well as legislation in many countries dictate that 
whenever a licensed therapist detects potentially suicidal or self-destructive behavior, 
the therapist has a legal and ethical right to intervene. It must thus be possible to sacri-
fice anonymity in order to reach the patient even though they are normally anony-
mous during treatment. From a design point of view, this means that although most 
caregiving activities are performed with preserved patient anonymity, there is a need 
to support breach of anonymity in certain well-defined circumstances. It is also criti-
cal that information to provide accountability in relation to caregiving actions be 
logged and maintained even while these actions are anonymous. For example, if a 
patient files a complaint against a therapist, data must be available to either support or 
refute the allegation.  

To address the challenge, we propose a nascent theory of scrutiny – that is, a theory 
concerned with online interactive environments where privacy is guaranteed while 
accountability can be maintained and easily inspected. We conceptualize a supportive 
environment to maintain anonymity, yet preserve a meta-level of accountability and 
control. Design implications and the generalizability of the proposed concepts are 
discussed.  

2 The U-CARE Project 

The system under study was designed and developed as part of a large multi-
disciplinary research program, U-CARE. A major component of the project was the 
implementation of a complex software system for eHealth research, specifically  
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online psychosocial care. The overarching project involves researchers and practition-
ers from psychology, medicine, information systems, caring sciences, and economics.  

The research program aims at supporting people with potentially lethal somatic 
diseases to cope with posttraumatic stress caused by their diagnosis, which may lead 
to depression and anxiety. Such stress may also have a negative impact on the treat-
ment of the somatic disease. For example, a depressive state may cause a patient to 
engage in less physical activity, develop sleeping problems, or forget to adhere to 
their medications. Internet-based self help has proven effective for psychiatric disor-
ders as well as for promotion of healthy behavior [2, 15].  It is promising both with 
regard to treatment efficacy and cost, by using less therapist time per effectively treat-
ed patient compared to face-to-face therapy [18]. 

The intended online support is based on a stepped-care strategy, which means that 
patients with mild depression or anxiety are directed to a self-help program, while 
patients with more severe depression or anxiety are offered a treatment program based 
on cognitive behavioral therapy (CBT) [15]. On top of this, patients become part of an 
online community, allowing them to interact with peers in discussion forums, online 
chats, and through internal messages.  

The design of the online information system required a number of innovation solu-
tions that provided the opportunity for design science research [9, 11] with clear 
eHealth research relevance. Collaboration with senior researchers as well as practi-
tioners in various fields has improved our understanding of the problem domain and 
the clinical needs. Different academic traditions (e.g. caring sciences vs. economics) 
approach eHealth from different angles. The various ideals from each tradition em-
phasize different aspects of relevance and rigor, since there is a continual need within 
the group to scrutinize the rationales for design decisions. 

Our system design process was set up in accordance with agile values [4], charac-
terized by sprint reviews approximately every two weeks. The review meetings had 
several recurring members representing different professions and academic disci-
plines. In addition, external specialists and patient groups were invited to explore the 
software, followed by workshops in which they provided feedback to the design team. 
In total, 70+ design workshops were organized, engaging a great variety of stakehold-
ers. IS researchers contributed with knowledge from the IS field and related disci-
plines (primarily interaction design and software engineering).  

A retrospective analysis of the design process reveals five major design cycles re-
lated to the development of features to support peer interaction. The design cycles 
took place from November 2011 to June 2013. Various stakeholders used the emerg-
ing software during this period, both in dedicated beta testing activities but also in 
‘production mode’ to upload content, prepare future randomized controlled trials, et 
cetera. Since May 2012, the software has been used in two pilot studies using real 
patients for subjects. The early design cycles focused on vanilla functionality for fo-
rum, chat, and internal messaging features, while later cycles were oriented towards 
abuse, privacy, moderation, and accountability issues. We identified the design chal-
lenge of balancing privacy requirements with accountability requirements to be a 
critically important area that has received little rigorous attention in the IS field. 
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3 Background 

Even though privacy is a well-known concept, it has never been as much in focus as it 
is currently. In addition to the technological development, developments in both the 
commercial and the public sector have given rise to increasing privacy concerns [16]. 
Commercial organizations have identified new means to analyze consumers, and gov-
ernment intelligence exploits techniques to identify threats to society by analyzing 
online activity. Albeit deceptively straightforward, the term ‘privacy’ is not easily 
defined. A value-based definition views “general privacy as a human right integral to 
society’s moral value system” [16, pp. 992–993]. While such a definition is highly 
normative, researchers in Information Systems and other social sciences frequently 
adopt other views, such as privacy as “the ability of individuals to control the terms 
under which their personal information is acquired and used” [5, p. 326]. In this work, 
we subscribe to the normative definition, while still acknowledging that the ability of 
individuals to maintain control of their information is an important consideration in IS 
design. A comprehensive survey and meta-analysis of IS research on privacy can be 
found in Belanger and Crossler [3]. 

According to ethno-methodologist Harold Garfinkel [6], actions that are account-
able are ‘visibly-rational-and-reportable-for-all-practical-purposes’, a notion that is at 
the heart also of information accountability in the context of online psychosocial care. 
In keeping with Weber’s [21] classical definition of social action, i.e. that human 
behaviour to which the actor attaches meaning and which takes into account the be-
haviour of others and thus is directed in its course, Garfinkel’s view suggests that an 
accountable IS must keep a record of the social actions performed through and by 
means of the system (both their social grounds and their social purposes) as a socio-
pragmatic instrument for communication [7].  

Weitzner et al. [22] approach accountability from a web infrastructure perspective. 
They propose three architectural features to be incorporated in the future web to fa-
cilitate transparency and information accountability. First, policy-aware transaction 
logs that record “information-use events”. Such logs should be kept by each endpoint 
in a de-centralized system. The point of the logs is that they facilitate follow-up on 
information use and misuse. Second, they point out the need for a common framework 
to represent policy rules. Semantic web technology would be the foundation for such 
frameworks, which would emerge through the collaboration of large overlapping 
communities on the web. Third, policy-reasoning tools would support users in under-
standing how the data they knowingly or unknowingly share may be used. Such in-
formation would be made possible through the policy rule frameworks. Our work 
focuses on the community level (which could be one endpoint in such an infrastruc-
ture) at which the architectural features are not directly applicable. The accountability 
principles behind the architectural features may nonetheless be re-phrased as meta-
requirements for accountability in the current context (see Table 1). 
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Table 1. Meta-requirements drawn from the literature 

# Meta-requirement 
MR-1 Transaction logs should be kept in order to facilitate retrospective analysis of 

important actions in the community. 
MR-2 Policies should be defined that clearly state how information that is produced 

within the community will be used. 
MR-3 Policies must be effectively communicated to community peers to support 

peers in maintaining control over their privacy. 

4 The U-CARE Case Study 

In this section, we outline the case study, focusing on the design of the software  
system content specifically in relation to information accountability, privacy, and 
anonymity. It should be noted that “content” here refers to four different types of 
user-created content: Forum threads and forum posts, public and private chat messag-
es, internal messages (between peers), and public diary entries. Each type of content 
is subject to scrutiny, since others may view it. All users – staff as well as patients – 
are informed about the extensive logging of actions that takes place in the system, as 
well as the ‘netiquette’, i.e. the rules of conduct in the community. 

From the perspective of individuals, privacy needs to be protected. Sensitive data 
must not fall into the wrong hands. Data should only be used for treatment, and (if 
informed consent is given) for other well-specified purposes. Implications for design 
include a need to adopt state-of-the-art technology and practices to ensure that data 
are well protected. Authentication and authorization schemes are necessary to appro-
priately allow access to data. De-identified data and personal identities should kept 
separate in order to increase security. The privacy issue, however, relates to other 
stakeholder responsibilities as outlined below. 

From a researcher point-of-view, there is a need to keep track of personal identities 
in order to empower analysis from third party providers (e.g. registry data). A design 
implication is the adoption of the traditional strategy to store personal identities in a 
separate place. De-anonymization is facilitated through the application of ‘code keys’ 
that enables relating anonymous data to actual individuals. Furthermore, researchers 
are interested in how the participants act to “consume” psychosocial support online. A 
design implication is the need to maintain a detailed log of user actions to enable ret-
rospective analyses of use patterns. This log is not limited to patient actions, since the 
interplay between staff and patients is part of the research interest. 

From the caregiver perspective, health staff (e.g. therapists) needs to be able to 
provide care, insofar as possible without accessing the personal identity of the pa-
tients. However, when there is a risk for suicide or self-destructive behavior, there 
may be a need to ’breech’ anonymity to take appropriate action to get in touch with 
the patient. For design, this means that most caregiving activities are performed with 
preserved anonymity for the patients. However, there is a need to be able to breech 
anonymity under certain circumstances. 
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As healthcare managers and decision makers, there is a need to explore the benefits 
of new technology, while at the same time maintaining the interests of individuals and 
professionals. An implication for design is that we need to facilitate follow-ups of 
privacy breeches to promote accountability. This motivates a logging of actions in 
general (not only patients) and breeches in particular.  

While peer activity in a community is hard to predict, and may peak during non-
office hours, there is a need for a filtered content access that supports staff in inter-
preting activity since the previous scan. Figure 1 shows the community monitor, i.e. 
the user interface for content scanning.  

The bar chart at the top indicates the total amount of interactions per day. Below is 
a form to filter activity based on various parameters: Sender, recipient, keyword,  
message type, et cetera. A rudimentary abuse function based on keyword scanning 
provides additional support to staff. Any message that contains an abuse keyword is 
highlighted. Severe keywords – such as “suicide” – are more emphasized than the 
message in the example, based on a classification of keyword severity. In addition to 
the monitoring performed by staff, community peers are in control of their own com-
munication. They may report forum posts, block other users, and personalize how 
they wish to display their profiles. They may also set their visibility to ‘visible’ or 
‘hidden’. In the latter case, no other users can see that they are online. 

 

 

Fig. 1. Screenshot from community monitor view 

In order to support staff, a ‘moderator manual’ was developed by psychologists, re-
searchers, and health staff. The manual describes problems (anomalies) that may oc-
cur that require staff intervention. For each problem, there is a suggestion how to 
address the situation. Table 2 shows an excerpt from the moderator manual. In total, it 
consists of 15 anomalies, including pornographic content, insults, hate speech, adver-
tising, propaganda et cetera. These anomalies represent four categories: Rule viola-
tions, medical/therapeutic claims without or contradictory to evidence, negative  
spirals, and destructive tendencies.  
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The list of anomalies is there to promote the goals of the organization, in this case 
to offer an anonymous environment that should promote people’s health and healthy 
behavior. Each anomaly should be understood as a deviation from what is desirable  
based on a stakeholder responsibility.  The anomaly may lead to undesired conse-
quence(s) for stakeholder(s). The negative spirals, for example, may lead to less 
healthy behavior, which contradicts the organization’s goals as a caregiver.  

Table 2. Excerpt from the moderator manual 

Anomaly Example Corrective action(s) 
Negative 
spirals 

Patient A states that it is 
impossible to sleep.  
Patient B states that s/he 
tried everything and 
might as well give up.  

Staff intervenes with the aim of breaking 
the negative spiral using a method with 
several steps. 

Self-
destructive 
or violent 
tendencies 

A discussion evolves 
around self-destructive 
or suicidal thoughts. 

Immediately contact the responsible thera-
pist(s), who will in turn breech privacy to 
get in touch with the patient(s). Remove 
the content. 

Respect for 
others 

The real name of anoth-
er participant is exposed 
in a public discussion. 

Remove the content with a comment why it 
was removed. Write an internal message to 
the subject stating that it is not allowed to 
reveal the identity of other patients. 

Promotion 
of illegal 
activity 

A patient recommends 
illegal drugs and how to 
purchase them on the 
Internet. 

Remove the content. Send internal message 
to the subject informing stating that illegal 
activities may not be promoted in the 
community. Contact the police in case 
there is reason to believe that someone is in 
danger. 

As shown in Table 2, corrective action does not always require the organization to 
reveal the personal identity of the patient. When identity is revealed, there is a clear 
rationale for it based on the organization’s responsibilities. It is, however, feasible for 
staff to breech privacy at any given time. Any privacy breech will be logged, and the 
organization has setup routines to scrutinize breeches. The IT coordinator has the 
responsibility to extract log data, which are discussed in management meetings each 
month. Any breech of privacy that is not motivated by anomalies, will be followed-
up, which makes it possible to hold staff accountable. Staff members are informed 
about the privacy rules, both through documents in the organization and in the user 
interface of the software.  

The design of organizational routines as well as software in the U-CARE case  
aims at compliance with ethical standards and legislation. In the Swedish context, the 
Swedish Data Inspection Board may audit any organization. In addition, if there are 
suspicions of misuse of information, the research administrators may follow-up on 
management of sensitive information. 
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5 Towards a Theory of Scrutiny 

Drawing from our experiences in the design of privacy and accountability in the  
U-CARE system, we begin the research process of generalizing our findings to a de-
sign theory of scrutiny that can be applied to a broader range of IS applications. Here 
we propose our initial understanding of how best to balance privacy and accountabil-
ity via an expanded set of meta-requirements [20]. Scrutiny is an activity that involves 
various stakeholders who engage in different types of action in relation to privacy and 
accountability. Our design experiences allowed us to differentiate between four 
‘modes’ of scrutiny (Table 3).  

Table 3. Four modes of scrutiny 

Mode Scrutinizer Accountable Activity 
Level 0 
Scrutiny 

Community 
member(s) 

Community 
member(s) 

Mitigate Community behavior that does 
not conform to the organizational norms 

Level 1 
Scrutiny 

Staff mem-
ber(s) 

Community 
member(s) 

Mitigate community behavior that does 
not conform to the organizational norms 

Level 2 
Scrutiny 

Provider 
Management 

Staff mem-
ber(s) 

Log and monitor actions to protect priva-
cy concerns and uphold accountability 

Level 3 
Scrutiny 

External 
stakeholders 

Provider 
Management 

Audit organizations to validate compli-
ance with legislation and ethics. 

The conceptual differentiation between these modes provides a structure to analyze 
an organization with respect to its capabilities to maintain organizational responsibili-
ties and accountability, while protecting individual privacy. We propose that any  
violation of privacy should be either (i) well-motivated based on organizational re-
sponsibility, or (ii) accounted for by someone. Level 3 scrutiny explains the external 
pressure on organizations to comply with ethics and legislation to uphold privacy and 
information accountability. This level includes traditional external auditing practices 
but extends beyond what is legally required to encompass also tacit expectations that 
external stakeholders may impose on an organization. In order for the organization to 
respond to such external scrutiny, there is a need for level 2 scrutiny, i.e. internal pro-
cesses to log and monitor use (and misuse) of sensitive information about individuals. 
This level is thus comparable to the traditional IT controller function in an organiza-
tion but goes beyond budgetary control to include employee behavior in a wide sense. 
Potential misuse may stem from level 1 scrutiny where staff members monitor com-
munity activity in a responsible manner in accordance with organizational policies. 
Privacy concerns are also subject to level 0 scrutiny, which refers to the community 
members’ peer control of, for example, personalization of visibility, their ability to 
block others, and report content.  

The four modes of scrutiny and their interdependencies outline a systematic approach 
to accountability management in an organization. Any situation where a person  
is identified during level 1 scrutiny should be justified in keeping with the policies 
defined in the organization and conform to measures required to maintain level 2 
scrutiny, and should be logged for accountability purposes. If a level 3 scrutiny is 
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externally initiated, documentation from level 2 scrutiny serves as an important 
source to account for the organization’s actions.  

The design work in the empirical setting continually highlighted trade-offs between 
accountability and privacy – an example of conflicting desires between the individual 
and the providing organization. For the organization, there is a need to make balanced 
and well-informed decisions when to breech privacy [3]. If such decisions are done 
without appropriate reflection, there is a risk that it will decrease the community’s 
trust in the organization. Unsolicited breech of privacy may also be against ethical 
standards or legislation. Therefore, in addition to scrutinizing what community peers 
are doing, there is also a need to scrutinize staff behavior. A systematic approach 
within the organization to manage level 1 and level 2 scrutiny maintains the provid-
er’s capability to respond to level 3 scrutiny, i.e. external parties auditing the provider’s 
compliance with legislation and ethics. Meta-requirements drawn from the literature 
(Table 1) deal primarily with accountability at levels 0 and 1. Partially, they touch 
upon level 2 scrutiny since they mention that policies need to be defined that govern 
accountability issues. However, as shown in Table 4, we add new meta-requirements 
based on our new theoretical development.  

Table 4. Meta-requirements drawn from theoretical development 

# Meta-requirement 
MR-4 Follow-ups on content scan and corrective actions should be facilitated to 

support management in performing level 2 scrutiny. 
MR-5 The provider should easily be able to flexibly access documentation that 

satisfy the requirements from level 3 scrutiny, i.e. external audits of the 
organization.  

MR-6 Staff needs sophisticated support to make sense of ongoing activity in the 
community. Filtering and analysis need to be supported by technology. 

MR-7 Staff actions need to be logged in addition to community member actions. 
Logging needs to be performed at all times. 

Figure 2 shows a set of constructs and relations related primarily to level 1 scruti-
ny. Scrutinizing the activities in an online community is based on content scanning, 
which requires content access. Through scanning, staff may detect an anomaly that 
needs to be mitigated by corrective action. Such actions are performed to maintain 
stakeholder responsibility. Examples of corrective actions include blocking a forum 
post, banning a user from a community, or banning contributions to the discussion. 
Corrective action may require actor access. In some cases, the actor pseudonym is 
sufficient, e.g. when informing a community member about a rule. In other cases, the 
true identity of the actor may be required, e.g. when a community member violates 
legislation. In such cases, it may threaten individual privacy. From a provider’s point 
of view, the model suggests that responsibilities should be clarified, and that ‘anoma-
lies’ in the content that may threaten the organization, need to be mitigated. In the 
analyzed case study setting, the moderator manual is an example of a design implica-
tion of this view. 
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Fig. 2. An emerging model of level 1 scrutiny 

6 Discussion  

In this paper, we have drawn on our experiences in performing software systems de-
sign in the domain of online psychosocial care to develop and propose a ‘theory of 
scrutiny’. The theory addresses the relationships between accountability and privacy, 
explaining how these concepts relate to the interdependency between four modes of 
scrutiny. The approach is design based, and addresses the relation between the levels 
of individual, organization, and society. In doing so, it is a response to the calls for 
more research on design and action research and multilevel research on privacy [3]. 

The current version of the theory is a generalization from a single case study [12]. 
The current empirical setting – online psychosocial care – has served well to explore 
the problem (due to the sensitive character of personal information). It is, however, 
easy to find other settings where a community provider needs to relate to both ac-
countability and privacy. Without elaboration, we argue that the theory of scrutiny 
would make an interesting foundation to inquire into communities of e-learning  
(e.g. MOOCs), online news, criminology, and scholarly peer review.  Community 
providers in these example settings face similar situations where they provide an envi-
ronment exposed to and threatened by social and technical vulnerabilities, which res-
onates with the purpose and scope of the theory. 

Although the theoretical contribution at this stage is mainly explanatory [8], we 
outline the purpose and scope of the theory and a set of tentative meta-requirements. 
Three were drawn from existing literature (Table 1), four were derived from the theo-
retical development (Table 4). Future work will include a more detailed analysis of 
implications for design through a systematic appropriation of meta-theorizing litera-
ture in design science research [8, 10, 20].  
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Abstract. This paper presents an approach for reflectively evaluating systems 
from a design science perspective. Design science research typically follows a 
design-build-evaluate methodology, where the evaluation is dependent on the 
utility requirements defined in the design phase. This methodology is appropri-
ate when designing new systems, but is suboptimal when developing iterative 
design improvements for existing situated artifacts or legacy systems. For itera-
tive design, there is a necessity to understand the problem system the previous 
iteration was designed for and what changes to the problem system the artifact 
was designed to affect. Often the design process for these solutions will not 
have been adequately documented, and as such a process of discovery must be 
undertaken to document each stage of the design process. Once documented, an 
evaluate-build-evaluate design approach can be taken. The purpose of this pa-
per is to outline an approach for acquiring and synthesizing design knowledge, 
which allows for rigorous evaluation of a situated artifact. 

Keywords: Design Science, Design Knowledge, Artifact Evaluation, Situated 
Artifact, Legacy Systems. 

1 Introduction 

The result of a design science effort is typically an artifact which when situated in a 
problem system can affect a required change in a problem system. Normally a design-
build-evaluate approach is taken when following a design science approach. This is 
suitable when no existing solution exists, or when previous iterations of the legacy 
system or artifact have been developed using a design science approach. However, in 
the case where an iterative design is building an artifact based on an artifact which 
has not been developed using a design science approach, or little documentation ex-
ists regarding the design of the artifact, then a problem exists.  
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Design science research has been called improvement research [1], and as such be-
fore improvements can be made to an existing artifact, it is prudent to develop a thor-
ough understanding of the artifact. Once this understanding has been developed an 
evaluate-build-evaluate approach can be taken.  

This paper outlines an approach that can be taken for collecting and synthesizing 
the design knowledge necessary to rigorously evaluate a situated artifact. This ap-
proach identifies the steps in the design science process where knowledge of the prob-
lem system, and knowledge of design principles inherent to the class of artifact is 
synthesized. Suitable methods for discovering and synthesizing this knowledge are 
identified, and an exemplar in the case of the Irish Health Service Executive’s (HSE) 
EWS Chart is used to demonstrate how the approach can be implemented. 

2 An Approach for Synthesizing Design Knowledge for 
Situated Artifacts 

Part of designing an approach for the adequate synthesis of design knowledge for a 
situated artifact is identifying the design stages knowledge needs to be gathered for. 
The process model for procedurally transparent design science research (PMPT) by 
Gleasure et al. (2012) was identified as  being a suitable model due to it’s compre-
hensive coverage of the stages of the design science process as well as it’s emphasis 
on transparent documentation of the stages. This model was built in an effort to bring 
together the extant design science model literature, and provide a comprehensive start 
to finish model that encapsulates each stage of the design science process.  

As such only the design stages related to knowledge gathering and hypothesis de-
velopment were mapped. This approach for reflective design knowledge synthesis 
(RDKS) seeks to establish the knowledge relating to the utility requirements, kernel 
knowledge, explanatory/predictive model, and design principles, which explain the 
problem system an artifact was developed for, and the design principles instantiated 
in the artifact which cause the required change in the problem system. While this 
approach uses these stages from the PMPT model, the sequence in which the 
knowledge is discovered and synthesized using the RDKS approach differs from the 
PMPT sequence. This reflects the logical differences between the design-build-
evaluate approach and the evaluate-build-evaluate approach. The following section 
outlines the steps in the RDKS approach. 

3 Steps in the Reflective Design Knowledge Synthesis Approach 

The chief contribution of this paper is the RDKS approach, with this section describ-
ing each stage of the approach, and the rationale for the sequencing of each of the 
stages. The approach is presented in fig. 1. The motivation for developing this model 
as described in the previous section was to identify the design knowledge used to 
develop a situated artifact or legacy system, and synthesize the knowledge in a way 
that is conducent to empirically evaluating the artifact. Furthermore, the design 
knowledge synthesized using this approach will be beneficial to the development of 
further iterations of the artifact. 
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process itself. While the PMPT model required the identification of utility require-
ments prior to this step, there is an understanding that any knowledge synthesized 
from the identification of kernel knowledge will in turn inform the utility require-
ments. Having identified the utility requirements for the system, it is then necessary to 
identify the extant knowledge, and the theories that can explain the problem system. 
As such it is necessary to search for literature regarding the problem system and study 
the reference material to establish the extant knowledge, data, and theories that may 
explain the problem system. If the artifact has been designed employing a design 
science approach then the kernel knowledge explaining the problem system may al-
ready be documented. However, if the available literature regarding the design of the 
system does not include the kernel knowledge pertaining to the problem system, then 
there is a necessity to explore and synthesize the kernel knowledge. A systematic 
literature review is an appropriate method for establishing an adequate coverage of 
kernel knowledge relating to the problem system. Furthermore, synthesis of this liter-
ature can then provide insights into the fundamental theories that explain the problem 
system. 

3. Establish Meta-design Principles 

Design-principals as identified in the PMPT model relate to principles governing the 
development or selection of system features [5]. Typically unless an artifact has been 
designed using a design science approach, the design principles for the artifact will 
not be documented. However design principles are inherent to any artifact that is de-
signed to make required changes in a problem system. In order to establish the design 
principles instantiated within the artifact being evaluated, it is useful to identify all 
possible design principles that are instantiated within the class of artifact being evalu-
ated. A class of artifact relates to a similar set artifacts that are developed to make 
similar changes in their problem system. In order to identify the meta-design princi-
ples, a systematic literature review is appropriate for adequately covering the litera-
ture, furthermore this also supports synthesis of the knowledge. By establishing these 
meta-design principles, a rigorous analysis of the artifact being evaluated is then pos-
sible, ensuring that all design-principles instantiated in the artifact being investigated 
are identified. 

4. Develop an Explanatory Model 

An explanatory model provides a visual demonstration of the design process, through 
presenting the constructs of the design.  Hevner observed that constructs provide the 
language in which problems and solution are defined and communicated [6]. Having 
identified the likely theories/hypotheses that can explain the problem system, and the 
design principles employed for the class of artifact, the explanatory model can be 
developed by linking the kernel knowledge and the meta-design principles. This is a 
creative process on the part of the researcher that requires them to identify how the 
design principles are linked to the kernel knowledge and define the relationship  
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between the utility requirements, the kernel knowledge, and the meta-design princi-
ples [7]. An explanatory model can then be developed which represents from a high 
level, how the design of the artifact is expected to affect the problem system. 

5. Analyze the Artifact to Confirm the Design Principles and Explanatory Model 

The artifact can now be systematically analyzed to demonstrate the explanatory mod-
el, and how the design principles were instantiated. If it is not possible to review the 
artifact being investigated then interviews with individuals or groups involved with 
the design of the artifact can be used to confirm the explanatory model. Any changes 
discovered through systematic analysis of the artifact will impact steps 3 & 4.  

4 The Case of the Irish HSE’s EWS Chart 

4.1 Background 

The National Early Warning Score (NEWS) system was introduced by the HSE in 
Ireland, with the system being designed to assist with the identification of patients at 
risk of deterioration. NEWS is a form of aggregate-weighted-track-and-trigger system 
(AWTTS), where numerical scores are associated with specific patient vital statistics 
within certain ranges and care protocols are then associated with the calculated aggre-
gate score. In the case of the Irish HSE’s version of NEWS, a minimum score of 3 
requires elevated care levels for the patient. As well as the score, a key component of 
the NEWS system is the paper early warning score (EWS) chart on which the pa-
tient’s vital signs are recorded and on which the scores are shown. When training 
healthcare professionals (HCPs) to use the NEWS system an emphasis is placed on 
the HCP to use their own clinical reasoning skills to identify patient deterioration, as 
it is accepted that the score calculated may not reflect a true picture of the patients 
health. The design of EWS charts has been found to have an effect on both expert and 
novice nurses ability to recognize patient deterioration in an accurate and timely man-
ner [8], with nurses being the primary user of EWS charts. However, little documen-
tation exists regarding the design of the Irish HSE’s EWS chart, therefore making 
evaluation of the usefulness of the chart difficult.  

In order to develop a coherent and adequately comprehensive understanding of the 
design process for the HSE’s EWS Chart the approach for RDKS was employed. This 
procedural approach outlines methods for identification of knowledge pertaining to 
each stage of the process model for procedurally transparent design science research 
(PMPT) by Gleasure et al. (2012). Table 1 outlines the knowledge that needs to be 
discovered before a utilitarian evaluation of the EWS Chart can be performed. The 
following sections describe the methods used to collect and synthesize this 
knowledge, as well as an outline of the knowledge collected. 

4.2 Step 1: Identify the Utility Requirements 

Track and Trigger EWS systems were developed to facilitate the early identification 
of patients at risk of deterioration, and prediction of adverse clinical outcomes [9].  
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However, identification of at risk depends on nurses’ clinical reasoning skills. When 
reading vital signs displayed on EWS charts the nurse performs information pro-
cessing tasks to allow them to interpret the information, thereby forming an initial 
picture of the patient’s state of health [10]. However, prior to development of stand-
ard EWS charts, nurses were required to use multiple charts with non-standardized 
displays, therefore requiring higher levels of cognitive effort on the part of the nurse 
to interpret the vital statistics [11].   

From reviewing of the existing documentation regarding the design of the NEWS 
systems and a standardized EWS chart it was possible to outline the changes the EWS 
chart is required to make to the problem system (i.e. improve identification of acute 
illness in patients), as well as outside the problem system (i.e. facilitate national train-
ing). Therefore the problem system can be defined as; ‘to provide easier recognition 
of patient data, compared to charts currently in use’ and the required change to the 
problem system can be defined as ‘improve support for identification of abnormal 
clinical parameters’ [11]. As the standardized EWS chart is designed to replace a 
myriad of charts previously used in hospitals[12], the performance of the EWS chart 
would have to be compared to charts nurses have used prior to the NEWS EWS chart. 

Problem System • Early Identification of acute illness in patients 

Required Changes in  
Problem System 

• Provide easier recognition of patient data 
• Aid identification of abnormal clinical pa-

rameters 

The following statement can then be made for the utility requirements of the EWS 
chart: The EWS Chart should be designed to help early identification of acute illness 
in patients by providing easier recognition of patient data compared to charts cur-
rently in use, and aiding identification of abnormal clinical parameters. 

4.3 Step 2: Identify Kernel Knowledge 

The design of the NEWS chart is important as research has established that good de-
sign of the chart can have a significant impact on the HCP’s ability to recognize ab-
normal vital signs therefore positively impacting HCPs clinical reasoning skills [8]. 
Considering this, it is worthwhile establishing the clinical reasoning tasks the design 
of an EWS chart is likely to impact. In order to establish an adequate coverage of 
clinical reasoning literature, a systematic literature review is performed. Three leading 
scientific full-text databases were searched for relevant literature pertaining to nurse 
clinical reasoning, these were Science Direct, JSTOR, and EBSCO Academic Search 
Complete were used to identify relevant literature. Google Scholar was also used to 
track key literature that may not have been available using the previously mentioned 
databases. This literature search produced 83 results, with further analysis of these 
papers producing 33 papers relating to how nurses process information as part of 
clinical reasoning. Disagreements existed within the literature regarding the definition 
of this aspect of clinical reasoning, with Levett-Jones (1012)[10] describing this as 
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Color code vital 
statistic ranges 

Color can be an effective way of drawing attention to 
abnormal observations in track-and-trigger systems. 
(Preece, 2013) [14] 

Graph vital  
statistics 

Graphical displays of information can in some cases 
lead to faster and more accurate decision making. (Baker, 
2009) [22] 

Graph each vital 
statistic separately 

Both novice and experienced health professionals 
responded faster and made fewer errors in classifying 
observations as normal or abnormal when blood pressure 
and pulse were presented on separate graphs, rather than 
over-lapping plots on the same graph. (Preece, 2012) [15] 

5 Discussion and Conclusion 

This paper presents an approach that can be taken for reflection on a situated artifact 
or legacy system to abstract the necessary design knowledge needed to rigorously 
evaluate the usefulness of the artifact. It was posited that without developing an un-
derstanding of the situated artifact and the problem system the artifact was situated in, 
then it is not possible to develop a coherent data collection method that assesses 
whether the artifact has caused the desired change in the problem system. By develop-
ing an understanding of the problem system and the design principles instantiated in 
the artifact, then it is possible to reflect on the design of the artifact as per Reymen’s 
definition of reflection: Reflection on a design process means an introspective con-
templation of the designer’s perception of the design situation and the remembered 
design activities [7, 23].  

Adequately reflecting on the design of an artifact allows the individual designing 
the research to understand who the artifact is designed for, and in turn can establish 
what data needs to be collected to establish the utility of the artifact [24]. Peffers et al. 
(2008) made a similar observation, stating that the purpose of artifact evaluation is to 
observe and measure how well the artifact supports a solution to the problem. This 
activity involves comparing the objectives of a solution to actual observed results 
from use of the artifact in the demonstration.  

Furthermore, the approach for reflective design knowledge synthesis (RDKS) also 
presents an opportunity to add to the body of design knowledge for the class of arti-
fact being investigated. The RDKS approach places an emphasis on systematic and 
rigorous review of design knowledge for each stage of the design stages of the PMPT 
model. As such taking the RDKS approach can significantly contribute to the body of 
knowledge regarding the class of artifact being studied. 

This paper also demonstrated how the RDKS approach can be practically imple-
mented through the case of the Irish HSE’s EWS Chart used in conjunction with their 
NEWS system. Using the approach for RDKS, the following design knowledge for 
the HSE’s EWS chart could be formalised: 
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• The utility requirements for the EWS Chart  
• The kernel knowledge establishes how nurses process vital sign information as part 

of the clinical reasoning process. 
• The meta-design principles for the class of artifact being investigated (EWS Charts 

for Track-and-Trigger Systems) 
• An explanatory/predictive model that explains at a high level how the EWS chart is 

predicted to impact the problem system  
• The design principles instantiated in the HSE’s EWS Chart 

While this paper outlines how an the approach for RDKS is suitable for discover-
ing design knowledge for a situated artifact, and the paper also shows how the ap-
proach can be practically implemented, there is a need for further evaluation of this 
model. Evaluation of this model is consistent with the design science maxim of 
demonstrating utility to meet the objectives of the problem system, however in order 
to discover the generalizability of this approach, there would be a need to evaluate 
this approach with more cases.  
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Abstract. We present the use of an ontology as a tool for thinking about the 
idealized design of a system and the evaluation of the realized design. The on-
tology concisely encapsulates the logic of the system. It can be used to think 
through all the potential components of the system in a natural language. By 
mapping the actual requirements on to the ontology one can highlight the gaps 
between the idealized and realized designs and evaluate them. Thus, it will help 
recognize the logical coherence or lack of it in the design. The paper describes 
the method of (a) logically constructing an ontology, (b) thinking about the de-
sign, and (c) evaluating the design. We illustrate the method with its application 
to the multi-stage design for enhancing the meaningful use of healthcare infor-
mation systems in USA by its Center for Medicaid and Medicare Services 
(CMS).  

Keywords: design thinking, design evaluation, ontology, meaningful use. 

1 Introduction 

Design problems can be large, complex, and ill-structured – they can be ‘wicked’ [1]. 
Iterative formulation, evaluation, feedback, and learning are necessary for the think-
ing about the design to evolve rapidly and the design to converge to a few plausible 
alternatives. For effective iteration of thinking and evaluation, we need a comprehen-
sive framework and method for abstraction and application [2, 3]. It is necessary to 
avoid replaying the proverbial story of the five blind men each of whom imagined an 
elephant as a rock, an arrow, a fan, a rope, and a tree trunk after touching its body, 
tusk, ear, tail, and leg respectively [4, 5]. A wise man settles their argument about the 
nature of the elephant by piecing together the picture for them. Fortuitously, the wise 
man in the story could see and recognize the elephant; he could help the blind men 
‘see’ the elephant.  Analogously we need a tool which can help designers think about 
a problem and evaluate the design alternatives comprehensively. The tool should (a) 
minimize the fragmentation of the design, (b) make the whole design greater than the 
sum of its parts, and (c) help solve the problem systemically and systematically. It 
should also be adaptable to the subsequent evolution of the problem through scaling, 
extension, reduction, refinement, and magnification of its components. In this paper, 
we will present an ontology [5] as a tool for design thinking and evaluation. 
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We will illustrate design thinking and evaluation using an ontology by applying it 
to the design of a national program to promote meaningful use of healthcare infor-
mation systems (MUHIS) in the USA. MUHIS is essential to manage the cost, quali-
ty, safety, and accessibility of healthcare. The escalating costs of healthcare on the 
one hand and the increasing expectations of its outcomes on the other make it essen-
tial to deliver the care effectively and efficiently. The rapid developments in infor-
mation technology offer the promise of transforming health and healthcare if, and 
only if, systems can be deployed meaningfully to transport the necessary information 
among the stakeholders and translate the system solutions into meaningful practice 
[6]. MUHIS requirements and practices are evolving in tandem and they have to do so 
quickly to fulfill the rapidly increasing demands on healthcare. To catalyze their evo-
lution the Centers for Medicaid & Medicare Services (CMS) in the USA has set Stag-
es 1 and 2 meaningful use requirements for Electronic Health Records (EHR) [7]. The 
requirements specify the outcomes, associated objectives, and corresponding 
measures. There are incentives for meeting the objectives. The challenge of designing 
and evaluating MUHIS is large, complex, and ill-structured. 

In the following, we will (a) describe the construction of the ontology (idealized 
design), (b) its application to design thinking, (c) mapping the MUHIS requirements 
(realized design), and (d) evaluate the gaps between the two designs. We will con-
clude with a brief discussion of ad-hoc, rational, and pragmatic design thinking strat-
egies as possible explanations of the gaps. 

2 Ontology of MUHIS 

Ontologies represent the conceptualization of a domain [8]; they organize the termi-
nologies and taxonomies of a domain. An ontology is an “explicit specification of a 
conceptualization.” [9, p. 908] It is used to systematize the description of a complex 
system [10]. “Our acceptance of an ontology is… similar in principle to our ac-
ceptance of a scientific theory, say a system of physics; we adopt, at least insofar as 
we are reasonable, the simplest conceptual scheme into which the disordered frag-
ments of raw experience can be fitted and arranged.” [11, p. 16]While automated 
ontology extraction tools such as OWL [12] are available, they cannot yet formulate 
an ontology which is parsimonious and organized such that the components can be 
concatenated as natural language sentences. These tools are designed for standardiz-
ing terminologies, as for example in Medicine, but not to extract semantically valid 
sentences describing the components of the system [13].  

Our method of constructing the ontology shown in Fig. 1 is based on Ramaprasad 
and Mitroff’s framework [2, 3] for formulating ill-structured problems; it is in turn 
based on the model proposed by Piaget [14] for understanding causality. It starts with 
an initial problem statement (left top corner) – in the present case ‘meaningful use of 
healthcare information systems.’ The final ontology is shown in Fig. 2. The initial 
problem elements are abstracted from the domain based on the literature and personal 
knowledge through Data Abstraction (DA). DA would include, in our example, the 
connotations of ‘meaningful use’ and ‘healthcare information systems’. We drew 
largely upon the CMS connotations of these terms [6, 7]. 
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The initial ontology (top level) is informed by the problem statement, the correspond-
ing elements, and the associated body of knowledge. For example: the deconstruction of 
healthcare information systems into the Structure and Function dimensions, and their 
corresponding taxonomies, is in keeping with the common body of knowledge in infor-
mation systems. However, the deconstruction of meaningful use into the Management, 
Stakeholder, and Outcome dimensions required a few iterations. 

 

Fig. 1. Ontology Construction 

The next step is to extract the logic underlying these elements (LA: Logic abstrac-
tion in Fig. 1) by (a) grouping related elements into problem dimensions, (b) the ele-
ments within each dimension into taxonomies, and (c) organizing the dimensions left 
to right with suitable connecting words and phrases so that the concatenation of ele-
ments across the columns is a natural English sentence (Fig. 2). Four illustrative sen-
tences, each representing a component of MUHIS, are shown at the bottom of Fig. 2.  
There are 6*4*5*7*4 = 3360 such concatenations encapsulated in the figure. They 
represent the core logic of MUHIS. 
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The process of ontological analysis is iterative as shown in the top three layers in 
Fig. 1. It is similar to the Generate/Test  Cycle [15].An initial ontology is formulated, 
applied to the problem statement (which is revised, if necessary), the data and the 
logic are re-abstracted, and the ontology revised. The cycle is repeated till there is a 
convergence of the problem statement, elements, logic, and the ontology. The ontolo-
gy should encapsulate the problem statement, the elements, and the problem logic. It 
should also be complete. Thus, for example, even though insurers are not identified as 
stakeholders in the CMS requirements, they are integral to MUHIS and therefore 
included in the framework.  

In the last stage of ontology construction (bottom layer of Fig. 1) the ontology is 
attributed to the problem, from being applied to it as in the earlier phases. The ontolo-
gy becomes the problem statement; it is not ‘as if’ it is the statement. It is also a visu-
alization of the problem statement. Subsequent to the attribution, the data and logic 
can be mapped to the ontology, instead of being abstracted to develop it. 

 

Fig. 2. Ontology of meaningful use of healthcare information systems (MUHIS) 

Management Structure Function Stakeholders Outcome
Analysis [of] Technology [for] Acquisition Recipients Efficiency
Specification Hardware Analysis Patients Quality
Design Software Interpretation Families Safety
Implementation Networks Application Population Disparities
Maintenance Processes Distribution Providers
Assessment Policies Physicians

Personnel Nurses
Pharmacists

Payers
Employers
Insurers
Regulators
Government
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4. Implementation (deployment) of personnel for interpretation of information by insurers to 
meaningfully manage safety of healthcare.

Examples: data mining specialists
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1. Specification of technology for analysis of information by providers to meaningfully manage 
cost of healthcare.

Examples: electronic health records software, data mining software
2. Design of processes for acquisition of information by patients to meaningfully manage quality of 
healthcare.

Four Illustrative components of meaningful use of HIS from 3360 (6x4x5x7x4) level-1 components:

Examples: access to online lab results, formation of social networks
3. Implementation of policies for application of information by government to meaningfully 
manage disparities in healthcare.

Examples: wellness education policies, Medicaid reimbursement policies
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3 Design Thinking 

The ontology can be used as a tool to think about the idealized design [16] logically, 
systematically, and systemically. At the core of such thinking is the question: Does 
the ontology encapsulate the logic of the system being designed? To answer this  
question we have to answer two other questions: (a) Are there errors of omission – 
exclusion of items which should be included? (b) Are their errors of commission – 
inclusion of items which should be excluded? These questions may be posed with 
respect to (a) the dimensions (columns) of the ontology, (b) the taxonomies of the 
dimensions, and (c) the components derived by the concatenation of the dimensions. 

3.1 Dimensions (Columns) of the Ontology 

The dimensions of the ontology have to be parsimonious yet comprehensive. Too 
many dimensions will increase the complexity of design exponentially; too few di-
mensions, on the other hand, may specify the problem partially or incorrectly. The 
five dimensions of the MUHIS ontology in Fig. 2 were derived from the deconstruc-
tion of the problem statement and the extant domain knowledge. It is a specification, 
not the specification of the problem. A different set of dimensions will result in a 
different perspective on the problem [13] .  

Consider, for example, the Stakeholders dimension. The inclusion of this dimen-
sion compels the consideration of meaningful use from the perspective of the different 
stakeholders individually. Meaningful use for a Provider, for example, may be very 
different from that for a Recipient, or an Insurer. In thinking about the design, one has 
to explicitly accommodate these different points of view. On the other hand, if the 
Stakeholders dimension was eliminated, the thinking would likely be in the aggregate 
about all stakeholders and not refined with reference to particular stakeholders. 

In contrast, for example, consider potential dimensions such as Time and Location 
which have not been included. The Time dimension could be used to specify the 
timeframe of meaningful use – for example: Short term, Medium term, and Long 
term. The Location dimension could be used to specify the location of meaningful use 
– for example: City, State, Region, and Country. The exclusion of these dimensions 
diminishes the attention given to these aspects of meaningful use. Should they be 
important to another designer, they could be added. However, they are not salient in 
the extant literature. 

The dimensions can be extended or reduced as the design thinking evolves. Any 
change however has to balance the opposing requirements of parsimony and compre-
hensiveness. 

3.2 Taxonomies of Dimensions 

The categories of each taxonomy have to be exhaustive, at least within the defined 
scope of the problem. The exclusion of a significant category will be an error of omis-
sion; the inclusion of a non-significant category will be an error of commission. In the 
United Kingdom, for example, the inclusion of Employer as a stakeholder may not be 
necessary because of the nationalized healthcare system; but the category has  to be 
included in the USA where employers bear a significant portion of the healthcare 
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costs. Similarly, the exclusion of Assessment in the Management dimension could be 
a significant error of omission for it would diminish the focus on ongoing feedback 
and learning necessary for the development of the system. 

The ordering of the categories in a taxonomy should reflect the underlying logic of 
the dimension. Thus, for example, the categories of Management and Function are 
presented in the ordinal order of their occurrence generally. The categories of Out-
come may be nominally ordered (that is, in no particular order), or ordered ordinally 
based on the designer’s priority. In the latter case, explicating the logic of the order 
can have an important bearing on design thinking. Thus, for example, the implications 
of Efficiency dominating Quality could be very different from Quality dominating 
Efficiency. Similarly, the Stakeholders could be ordered ordinally or by their signifi-
cance to the design. The design with Providers receiving the highest priority could be 
substantially different from one with the Recipients receiving the highest priority. 

The granularity of the categories can be refined by adding subcategories and coars-
ened by aggregating categories. Thus, for example, the granularity of Providers has 
been refined by including the subcategories of Physicians, Nurses, and Pharmacists; it 
could be coarsened by eliminating the subcategories. Similarly, in the Structure di-
mension we have included Technology as a category with Hardware, Software, and 
Networks as subcategories. A few years ago the three subcategories would have been 
considered categories of structure in their own right. However, the emerging cross-
over functionalities of the three and the consequent blurring of the lines between them 
would justify considering them as a part of Technology, not independently. 

Thus, like the dimensions, the taxonomies can be extended or reduced, coarsened 
or refined, to match the granularity and complexity of design thinking. The ontology 
can help the designer zoom in and zoom out without loss of information. The designer 
can take a macro-, meso-, or micro-level view of the problem. 

3.3 Components of the System 

All the potential components of the system can be articulated by concatenating all the 
natural-language sentences like the four illustrative ones shown in Fig. 2. There are 
3360 level-1 components of the ontology shown in the figure; there are 7,920 level-2 
components. The ability to concisely represent these components makes the ontology 
a convenient tool for design thinking. All the possible components may neither be 
necessary nor feasible in the design of the system. Using the ontology one can enu-
merate (a) the most important components of the system, (b) the less important com-
ponents, and (c) the infeasible components. Since the ontology itself is a complete, 
closed description of the system it can serve as a structured brainstorming tools for 
the designers – compelling them to consider and think through the exclusion or inclu-
sion of all the potential components, at least synoptically if not sequentially (which 
may take a long time). It can reduce both errors of omission and commission in the 
design of the system. 

Consider the four illustrative components and the examples of each shown at the 
bottom of Fig. 2: 

1. Specification of technology for analysis of information by providers to meaningful-
ly manage cost of healthcare. Examples: electronic health records software, data 
mining software 
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2. Design of processes for acquisition of information by patients to meaningfully 
manage quality of healthcare. Examples: access to online lab results, formation of 
social networks        

3. Implementation of policies for application of information by government to mean-
ingfully manage disparities in healthcare. Examples: wellness education policies, 
Medicaid reimbursement policies   

4. Implementation (deployment) of personnel for interpretation of information by  
insurers to meaningfully manage safety of healthcare. Examples: data mining spe-
cialists         

These are instantiable components. Each component of the ontology may be (a) in-
stantiated in many ways (as in #1, 2, and 3), (b) instantiated in a singular way (as in #4), 
(c) not instantiated at all, or (d) not possible to instantiate. The distinction between those 
components which are not instantiated and those which cannot be instantiated is im-
portant. The former represents a design choice; the latter a design constraint. For exam-
ple, consider: implementation of processes for distribution of information by insurers to 
meaningfully mange safety of healthcare. If the insurer has the necessary safety infor-
mation than the component would be instantiable; on the other hand, if they do not have 
the information because the provider will not share the same, then the component cannot 
be instantiated. Once the components of the system are articulated it can focus the de-
signer to think about how, if at all, it can be instantiated.  

3.4 Conclusion about Design Thinking 

We have discussed how the ontology can be used as a tool to think about the design 
logically, systemically, and systematically. The advantage of the ontology is that it 
can make the invisible ‘elephant’ – the system being designed – visible and articula-
ble in a natural language. Thus the thinking can be made accessible not only to the 
experts about the system who may have deep knowledge of the system but also the 
novices, like users, who may have only a passing knowledge of the system but deep 
knowledge of the requirements. In the next section we will discuss how the ontology 
can be used for design evaluation, the complement of design thinking. 

4 Design Evaluation 

We will discuss the MUHIS design evaluation using the Medicare and Medicaid EHR 
Incentive Programs objectives. These national programs  represent a major push by 
the US for the national adoption of EHR in particular, and through it HIS in general 
[7]. The following summarizes the program. 

“The Medicare and Medicaid EHR Incentive Programs provide financial in-
centives for the “meaningful use” of certified EHR technology to improve 
patient care. To receive an EHR incentive payment, providers have to show 
that they are “meaningfully using” their EHRs by meeting thresholds for a 
number of objectives. CMS has established the objectives for “meaningful 
use” that eligible professionals, eligible hospitals, and critical access hospi-
tals (CAHs) must meet in order to receive an incentive payment.”  
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“The Medicare and Medicaid EHR Incentive Programs are staged in three 
steps with increasing requirements for participation. All providers begin par-
ticipating by meeting the Stage 1 requirements for a 90-day period in their 
first year of meaningful use and a full year in their second year of meaning-
ful use. After meeting the Stage 1 requirements, providers will then have to 
meet Stage 2 requirements for two full years. Eligible professionals partici-
pate in the program on the calendar years, while eligible hospitals and CAHs 
participate according to the federal fiscal year.” [7] 

In Stage 1 to qualify for incentive payment eligible professionals have to meet 20 
of 25 objectives. The 20 include 15 required core objectives and 5 chosen from a 
menu of 10 objectives. Eligible hospitals and CAHs have to meet 19 of 24 objectives 
– 14 core and 5 from a menu of 10. In Stage 2 eligible professionals “must meet 17 
core objectives and 3 menu objectives that they select from a total list of 6, or a total 
of 20 core objectives….Eligible hospitals and CAHs must meet 16 core objectives 
and 3 menu objectives that they select from a total list of 6, or a total of 19 core objec-
tives.” The full set of Stage 1 and Stage 2 objectives are available at CMS.gov [7]. 

 

Fig. 3. Meaningful Use of EHR Stages 1 & 2 Objectives 

4.1 Mapping the Stages 1 and 2 Objectives 

The Stages 1 and 2 objectives implicitly encapsulate the requirements of MUHIS. To 
evaluate the design for MUHIS as specified these objectives we mapped all the Stages 
1 and 2 objectives onto the ontology through consensus coding. All the objectives 
were first coded by one author, reviewed and modified by the other, and the discrep-
ancies between the two discussed and resolved in the final coding.  

The coding does not distinguish between the core and menu objectives, and those 
for eligible professionals, eligible hospitals, and CAHs. We provide two examples of 
coding in the following. 

Consider the Stage 1 core objective of “Implement drug-drug and drug-allergy  
interaction checks.” It is one of a set of objectives with the stated outcome of “Im-
proving quality, safety, efficiency, and reducing health disparities.” We coded the 
objective for quality, safety, and efficiency outcomes but not for disparities; we could 

Management Structure Function Stakeholders Outcome
Analysis (0) Technology (49) Acquisition (21) Recipients (22) Efficiency (39)

Specification (0) Processes (44) Analysis  (0) Providers (51) Quality (44)

Design (0) Policies (10) Interpretation (0) Payers (0) Safety (28)

Implementation (44) Personnel (0) Application (9) Employers (0) Disparities (9)

Maintenance (7) Distribution (28) Insurers (0)

Assessment (0) Regulators (0)

Government (7)
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not see a direct link from the discussion of the objective and its measures to managing 
disparities. We mapped it to the ontology as: “Implementation of technolo-
gy/processes for application of information by providers to meaningfully manage 
efficiency/quality/safety.” We note that the objective corresponds to six components 
of the ontology, not just one. 

Consider the Stage 2 core objective of “Provide patients the ability to view online, 
download and transmit their health information within four business days of the in-
formation being available to the EP.” Although the stated outcome of the objective is 
“Patient Electronic Access”, we inferred the ultimate outcome to be primarily quality. 
It could be efficiency and safety too, but we did not find sufficient evidence to justify 
them. We mapped the objective to the ontology as: “Implementation of technology for 
distribution of information by/to recipients/providers to meaningfully manage quali-
ty.”  Again, we note that the objective corresponds to two components of the ontolo-
gy. 

Coding the meaningful use of EHR objectives was straightforward in most cases. It 
required little interpretation except in the coding the outcomes of a few objectives as 
illustrated above. The coding was recorded on an Excel spreadsheet using one row per 
objective and a column per element of the ontology. Since an objective can be coded 
into multiple components in the ontology the total number of components encoded 
exceeds the number of objectives. 

The results are shown in the ontology in Fig. 3. The text elements of the map are 
the same as the level-1 elements in the ontology (Fig. 2). The number in parenthesis 
adjacent to the element is the frequency of its occurrence in the set of objectives. The 
bar below the element is proportional to the frequency using the maximum occurrence 
among all items as the denominator. The profile is very similar for Stages 1 and 2 
objectives considered individually and hence they are not shown individually. The 
total for elements in a column may exceed the total number of CMS objectives due to 
one to many mapping of objectives to components as illustrated and explained earlier.  

4.2 Evaluation of Stages 1 and 2 Objectives 

The mapping in Fig. 3 clearly highlights the categories of the ontology which are 
heavily emphasized in the objectives, those which are lightly emphasized, and those 
which are not emphasized at all. For example, Implementation, Technology, Process-
es, and Quality are heavily emphasized; Maintenance, Policies, and Application are 
lightly emphasized; and Interpretation, Employers, and Regulators are not emphasized 
at all.  

Consider the Stage 1 objective: ‘Implement drug-drug and drug-allergy interaction 
checks’. These checks will directly affect the Quality and Safety[17-19] Outcomes of 
healthcare[20]. Their effectiveness will depend upon the providers’ response to the 
alerts issued based on the checks. Recent Assessment shows that more than 90% of 
the alerts are overridden due to alert fatigue[17, 21, 22], information overload[23], 
poor user interface Design[18, 24, 25], poor Specification of the critical 
interactions[25], and inadequate Analysis[26, 27] of the interactions. It will be 
necessary to include most of the blank elements in the topography of Stages 1 and 2 
(Figure 2) to improve the effectiveness of the checks. First, it would be necessary to 
Assess[28, 29] the current system to provide feedback[21] for Analysis[26, 27], 
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Specification, and Design of the system. Second, the Assessment could be done 
internally by a provider, locally, or by a conference of all the Stakeholders [22, 26, 
30]. Third, any Assessment and feedback will entail extensive Analysis[26, 27] and 
Interpretation[31] of empirical data[32]. Thus, the success of a large number of 
components encapsulated in the ontology will be essential for effectively 
implementing the ‘drug-drug and drug-allergy interaction checks’. In absence of a 
systematic systemic [28] perspective, the checks may be implemented but they may 
be meaningless, especially if they are overridden constantly[33].  

The ontology in Fig. 2 is an idealized [16]  portrait of MUHIS. It is the logical ar-
ticulation of MUHIS. By contrast, the mapping of objectives in Fig. 3 is the realized 
design, at least in so far as the Stages 1 and 2 are concerned. The gaps between the 
two are many and large. They may be consequence of (a) ad-hoc design, (b) rational 
design, or (c) pragmatic design. We will discuss the three in the conclusion. 

5 Conclusion 

The gaps between the idealized and realized designs may be symptomatic of the ‘five 
blind men and the elephant’ syndrome [4, 5]. It may be a consequence of fragmenta-
tion fostered by the absence of a systemic framework and a systematic approach. The 
wide variation in emphases may be indicative of the ‘narrow’ perspectives of the de-
signers involved. On the other hand, it may also be a product of rational design. The 
designers may have deliberately chosen the emphases. Such a choice would be sur-
prising, for it flies in the face of extant evidence, as discussed in the context of drug-
drug and drug-allergy interaction. Last, it may also be a product of pragmatic design. 
It may simply be the entry point for MUHIS – only a hook to get the Providers and 
Recipients engaged, and to set the ball rolling. If so, the emphases can be interpreted 
as the strategic points of entry for MUHIS with the intent of subsequently expanding 
to the other components. The staged introduction of requirements may give some 
credence to this possibility. 

Irrespective of the reason for the gaps, the ontology provides a systemic and sys-
tematic framework for thinking about and evaluating the design. We have illustrated 
the application in the context of MUHIS, but the method can be extended to other 
domains and systems. 
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Abstract. Customer/human-centered design can positively affect insight and 
idea generation  in  a  natural  and  meaningful  way  by helping  operations  
team  members review chronic or open-ended problems with a new lens. 
Dell’s experience has been consistent with other organizations in that Design 
Thinking as a methodology can be applied to many problem spaces to 
generate innovative solutions. This paper examines cases studies of the 
application of Design Thinking in Dell in the context of current thinking in 
Design Thinking in the academic and practitioner communities. 

Keywords: Design Thinking, Design research, Information System, Practice. 

1 Introduction 

Customer/human-centred design can positively affect insight and idea generation in a 
natural and meaningful way by helping operations team members review chronic or 
open-ended problems with a new lens. Dell’s experience has been consistent with 
other organizations that Design Thinking as a methodology can be applied to many 
problem spaces to come up with innovative solutions. Our goal in this paper is to 
explore the application of Design Thinking in Dell Inc.  In Section 2 we provide an 
academic introduction to the topic and a n  overview of Design Thinking. Section 3 
then provides a description of the context of this work in Dell Inc. Section 4 
describes the application of Design Thinking in Dell using three practical examples. 
Section 5 summarizes the conclusions to be drawn from our work. 

2 Background to Design Research and Innovation 

Research in design has a long history in many fields including architecture, 
engineering, education, psychology and the fine arts [4]. Bannon [3] points out that 
the Bauhaus laid the foundation for what we today think of  as modern design - 
'useful',  functionalist, transparent objects of design: buildings, furniture and utensils,  
combining  traditional  materials  like glass and leather with 'modern' materials like 
steel and reinforced concrete and, later, plastic composite materials and information    
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technology. The Bauhaus was inspired by the notion of the Bauhiitten - the 
medieval organization of craftspeople   involved   in   building cathedrals, except 
that t he  B a u h a u s  was  more abo ut  t he  cathedral of the future - that is, mundane 
objects that would support people in their everyday, secularized life. It was 
collaborative and interdisciplinary, joining the different design competences of art, 
craft, architecture and technology - in order to build a Gesamtkunstwerk, a 
genuinely collaborative design work. The foundation for this work was the 
collaborative building activities that took place in the Bauhaus workshops.  

Efeoglu et al. [9] provide a comprehensive review of types of Design Thinking – 
covering (i) Circular Approaches, (ii) Sequential Approaches and (iii) Other 
approaches: 

(i) Circular Approaches 
- Brown’s method comprises three core steps: Inspiration, Ideation and 

Implementation. [5]. 
- Dunne and Martin’s [8] approach consists of inductive, deductive and 

abductive elements. While induction and deduction are comparable to the 
divergence and convergence of the thinking process, abductive logic 
generates truly new ideas. Ideas are then tested in practice.  

(ii) Sequential Approaches 
- Stanford D School method is a sequential approach with multiple phases. 

This approach categorizes the phases into a problem and a solution space. 
The problem space comprises the phases: understand, observe and point of 
view. The solution space comprises the ideate, prototype and test phases.[14] 

(iii) Other Approaches 
- The University of St. Gallen has developed   a circular design thinking 

interpretation based on Stanford’s d.school approach. While the St. Gallen 
approach does not mention any problem and solution spaces there is a 
pattern noticeable. The problem space also includes need finding, while the 
remainder belongs to the solution space [14]. 

Design Thinking, has become a central issue in modern design discourse and 
rhetoric. Kelly’s [12] influential book on Design Thinking has had a significant 
impact on companies such as IDEO. Verganti [18] addresses Design-Driven 
Innovation as being “about how to manage innovation that customers do not expect 
but eventually love. It shows how executives can realize an innovation strategy that 
leads to products and services that have a radical new meaning: those that convey a 
completely new reason for customers to buy them. Their meanings are so distinct 
from those that dominate the market that they might take people by surprise, but they 
are so inevitable that they convert people and make them passionate." He calls this 
strategy "design-driven innovation"  because  design,  in  its  etymological  sense,  
means  "making  sense  of things" and he is concerned about "how companies can 
manage this process to radically overturn dominant meanings in an industry before 
their competitors so and therefore rule the competitors." 

Today, design activities are central to most applied disciplines. The ICT field, 
since its advent in the late 1940’s has appropriated many of the ideas, concepts, 
and methods of Design that have originated in these other disciplines. However, 
information systems (IS) as composed of inherently mutable and adaptable hardware, 
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software, and human interfaces provide many unique and challenging design 
problems that call for new and creative ideas, e.g. innovations. The voluminous and 
eclectic innovation literature has been described by Adams et al. [1] as a “fragmented 
corpus.” In an antecedent paper, Wolfe [20] concluded that it had made little 
contribution to the understanding of innovative behavior in organizations and his 
evaluation of the results as being “inconclusive, inconsistent and characterized by low 
levels of explanation” was surely a pointed criticism of the field. Slappendel’s [15] 
subsequent mapping of the literature on innovation in organizations in terms of three 
theoretical regions; the individualist perspective, the structuralist perspective, and the 
interactive process perspective; has been applied by the IS community to the analysis 
of software process improvement (SPI) innovations [11]. 

More recently, there have been some noteworthy attempts to provide a more 
holistic appreciation of the innovation landscape such as the compilations by 
Fagerberg [10] and by Shavinina [16]. However, Fagerberg’s [6 p.20] conclusion 
that “our understanding of how knowledge-and-innovation operates at the 
organizational level remains fragmentary” and “that further conceptual and applied 
research is needed” indicates a scarcity of progress in the intervening period. 
Avgerou [2] comes to the striking conclusion that “the term innovation is not 
actually widely used” in the information systems literature. Swanson [17], who has 
been notable among the IS research community in addressing the subject, argues that 
the innovative deployment of information technology is “increasingly crucial to 
competitive survival and success.” 

The approach being taken in this research is to explore the use of Design Thinking 
in an innovation process – as a means of augmenting and enhancing the complete 
product life-cycle in Dell Inc. 
 
A Multi-stakeholder Life-Cycle Perspective 
”Designers’ extraordinary sensitivity to what artifacts mean to others, users, 
bystanders, critics, if not for whole cultures, has always been an important but rarely 
explicitly acknowledged competence.” [13, p. 48] 

The statement above by Krippendorf emphasizes the importance of a multi- 
stakeholder perspective. Furthermore Krippendorff [13] goes on to state that “No 
artifact can be realized within a culture without being meaningful to those who can 
move it through its various definitions.” Krippendorff ‘s emphasis on the lifecycle 
perspective suggests that designers should focus on the “before” the project, the 
“procurement” process of aligning actants in a design project and how the object of a 
design  becomes  this  specific  design  object.  Krippendorff’s  [13]  perspective  
on ecology, influenced by Bateson [4], proposes that designers need to recognize the 
meaning of ecology of artifacts, stating that “Designers who can handle the 
ecological meaning of their proposals have a better chance of keeping their designs 
alive.”  People  attach  meaning  to  artifacts  in  relation  to  other  artifacts.  This 
relationship can span a number of dimensions e.g. cooperation, competition, 
interdependence, reproduction and retirement (death) of artifacts in specific contexts. 

Krippendorff [13] emphasizes that designers need to seek a 2nd order understanding 
– i.e. employ design methods that allow them to gain some degree of understanding 
of the meaning different stakeholders ascribe to artifacts. Krippendorff suggests that 
designers increase their chances to design successful artifacts by taking into account 
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four different perspectives on how individuals attribute meaning to artifacts: (i) The 
meaning of artifacts in use, (ii) the meaning of artifacts in language, (iii) the meaning 
of a lifecycle of artifacts, and (iv) the meaning of ecology of artifacts. 

In the next section we will explore how Design Thinking is being implemented 
in Dell Inc. and, in particular, how a Multi-Stakeholder Life-Cycle Perspective is 
being advocated and executed in a real world environment. 

3 Design Thinking in Dell Inc. 

Customer/human-centred design can positively affect insight and idea generation in a 
natural and meaningful way by helping operations team members review chronic or 
open-ended problems with a new lens. Dell’s experience has been consistent with 
other organizations that Design Thinking as a methodology can be applied to many 
problem spaces to come up with innovative solutions. Example problem domains 
which are described in this paper include: 

1. Next Generation Enterprise Products : Cost reduction ideas generated both 
internally and with key suppliers, 

o Delivering next generation servers with better components and increased 
value, through smarter design and improved supply chain. 

2. Service part delivery with a key Service Logistics partners: getting parts to 
customers more quickly, 

o Worked with stakeholders to identify pressure points in Dells service 
parts delivery chain, remove those hurdles, and so better meet Dell’s 
Service Level Agreements (SLA’s). 

3. Software Procurement Software Request Tool: making it much easier to get 
business done with the organization 

o Used Design Thinking to generate a better business process to deliver 
software to Dell’s internal business partners, thereby allowing them to 
meet Dells external customer’s needs, more efficiently and effectively. 

4. Dell Global Operations programmatic process for idea review (online portal for 
submission, seed review, director panel, exec review) 

 

Dell’s Global Operations organization excels in operational execution and is on 
transformative journey to become an even more innovative function. As part of that 
transformative journey, the organization reviewed various innovation tools. Design 
Thinking, as pioneered and practiced by the innovation consultancy IDEO, was 
decided upon as the desired tool to create innovative insights and ideas that would 
solve outstanding challenges for the function. Dell’s learning in Design Thinking was 
initially informed directly by the IDEO method, and they adapted parts of the method 
to be more applicable to an operations-focused environment, including many deep 
dives on “extremes” within their operational data. 

At a high level Design Thinking, like many other innovation methodologies, goes 
through several steps to frame, understand, and solve a problem. Those steps are: 

a) Define the challenge in a human-centered way to inform the structure of the 
exercise 
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b) Observe and empathize with users of a particular process, tool, strategy, or 
product- whatever is related to the challenge that you are attempting to solve 

c) Form insights based off of those user-centric observations that speak to 
users’ needs, motivations, mental models, and desires 

d) Frame opportunities informed by your insights. These are smaller and more 
actionable questions compared to the original challenge 

e) Brainstorm solutions, going for a large volume of ideas that directly address 
user needs identified in earlier steps 

f) Prototype and experiment rapidly to build out ideas and adjust solutions to 
improve them 

Dell’s Global Operations group has been able to apply the above framework to a 
variety of organizational challenges and create innovative solutions across a full 
ecosystem of partners, internal efforts, and our customers. 
 
Examples of the Application of Design Thinking in Dell Inc. 

3.1 Case #1: Cost Reductions in Dell Enterprise Products 

Design 
Thinking 
Stage 

Implementation in Case #1 

Define the  
Challenge 

In this case,  the Dell’s Head of Enterprise unit set an ambitious 
goal to reduce Cost of Goods Sold (CoGS) in Dells storage, 
networking, and server lines of business. The challenge was a very 
clear financial reduction target.  
A secondary challenge to overcome was that existing 
brainstorming practices had not been very collaborative, such that 
the outputs were not being implemented for lack of alignment 
across the relevant Lines of Business. 

Observe 
and  
empathize  

One of the key elements that was explored was reviewing the makeup 
of the brainstorming groupto ensure a cross-functional team, stressing 
the involvement ofboth senior leaders and morejunior team members 
to includea diversity of experience. 
It was decided there would be two different series of workshops, one 
with Dell internal stakeholders that would speak to internal questions 
Dell wanted to answer, the other would include some of Dell’s key 
manufacturing partners in Asia to capture their viewpoints and 
insights into Dell’s operations. 

Form 
insights 
 

All engaged in human-centered insights, but because this effort 
was coming from an operations organization, there was a much 
bigger emphasis on data collection, and including pareto analysis 
to understand where Dell’s biggest opportunities lay. Key activities 
were interviews and data collection.  
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Frame 
opportunities / 
Brainstorm 
solutions 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Scope of interviews: Internal teams (within global ops ), but 
also outside the organisation. 

- One key learning discovered was that instead of getting 
desired cross-functional opinions, rather members would 
gravitate toward the same team members that they were 
somewhat familiar with in those organizations. To combat 
‘groupthink’, Dell intentionally made the interview list 
include other stakeholders that would not typically engage. 
Dell also invited a subset of that team to brainstorm in the 
room. 

- Dell also interviewed suppliers and extended team 
members, who have visibility across the industry in 
terms of best practices. They also have the insights to 
understand what Dell does that may unintentionally add 
to their cost to serve Dell. 

- This innovation exercise would not be successful 
without customer insights. Therefore, members of the 
team also reached out to customers to better understand 
how they were using Dells existing products, what was 
the most useful, what was not in terms of features that 
were ‘delighters’.  

 
After aligning participants on the pre-work that needed to be 
done  - a workshop was planned. 
 
Day of the workshop: Beforehand, the team had created a social 
contract featuring aspirational rules like: 
- “I understand that collaboration is key to our success” 
- “I understand that I am here to make a difference”,  
And more tactical rules like: 

- “I pledge to build on the ideas of others”. 
- “I pledge to have only one conversation at a time.” 
- “Making things real” : on the days of the  

brainstorming workshops, Dell ensured having actual 
products in the meeting room - though all of the team 
members contribute to the creation of the final 
product,  being able to touch and take them apart, 
manipulate them, helps give a truer usability insight. 

- These insights were introduced by the workshop 
participants to the whole group, and were synthesized to 
identify more actionable opportunities that informed the 
brainstorming part of the workshop. 
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Prototype, 
experiment 

Outcomes: Over two weeks of full day Design Thinking  
workshops, the team created a mass of over 2000 ideas, which 
were quickly amalgamated and pared down to a few hundred. 
The ideas have since been further vetted, built out into workplans, 
and are moving into implementation. The total value of the ideas 
generated there is in excess of $80M USD over the next three years 
and split across several major categories, namely: 

- Advanced sourcing opportunities and analytics into $-
savings spend considerations. 

- Better supply chain management and enhanced use of 
existing supplier networks. 

- Collaborative sharing of cost reductions with Dells 
manufacturing partners. 

- Complexity reduction across Dell portfolio and $ spend 
activities. 

 
Getting the right mix of decision makers and diverse thinkers into the 
same room at the same time, and ensuring that all team members had 
generated insights prior to attending were the most crucial factors in 
the success of hitting the targets that the team was presented with. 
Ultimately, this reduced product manufacturing complexity , while 
delivering a much better value proposition to Dell’s customers. 

3.2 Case #2: Service Part Delivery with Latin America Service Delivery 
Partner 

Design 
Thinking Stage 

Implementation in Case #2 

Define the  
challenge 

Dell service logistics into Latin America, while very strong, still 
had growth opportunities, especially through the use of Dell’s 
logistics partners. For Dell and its key logistics partner to work 
more effectively however, Dell Global Operations needed to 
conduct due diligence in a systematic fashion to understand 
precisely where they believed the opportunities existed and 
moreover, propose solutions to cement the partnership. 

Observe and  
empathize  

Service part delivery with Logistics Partner - getting service 
parts to customers more efficiently and effectively. 
Process: In an introductory meeting with key stakeholders, the 
team built out both process and extended stakeholder maps to 
determine who the “extreme users” were for this process. 
 
The stakeholders were then interviewed and observed to 
generate those observations. These included team members in 
both Dell headquarters as well as those heavily involved in the 
process across Latin America. 
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Form insights 
 
 
 
 
 
 
 
 
 
 
 

Insight was also generated from feedback the team had 
received from end customers across Latin America. 
 
The core team assembled all of those stakeholders, created an 
interview and observation guide with which to engage these 
extreme users, and ultimately identified 5 key areas of 
opportunity: 
- Lead time reductions in delivery 
- Importer-of-record efficiency for customers in smaller Latin 
American countries 
- Multi-language invoices 
- Redistribution between Latin American countries 
- Lost products  
 
The team then brainstormed each opportunity space 
individually to generate ideas that could be executed internally 
and in concert with their partners. Those ideas are currently in 
implementation and are expected to affect several metrics: 

- Processing costs 
- Transportation costs 
- Inventory costs 
- Customer experience and NPS 

By engaging in a human-centered approach to understand 
where the “pain” was coming from in this logistics chain, the 
team was able to identify key fact-based opportunities for 
improvement in the supply chain. 
Moreover, they were able to brainstorm and are in the process 
of implementing ideas that will bring demonstrable value to 
customers by delivering products faster and cheaper than 
before, in conjunction with key partners. 

Frame 
opportunities 
and Brainstorm 

Prototype, 
experiment  

3.3 Case #3: Software Procurement Request Tool 

Design Thinking  
Stage 

Implementation in Case #3 

Define the  
challenge 

The Software Procurement organization had set a goal of 
improving the tools and processes that they made available to 
their business partners within Dell. 
Primarily, the problem was that the existing process for 
business partners to request software was sometimes difficult 
to navigate, did not offer the optimum visibility into the 
procurement process, and sometimes required some 
duplicative reporting by the procurement commodity 
managers. 
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Observe and  
empathize  

Software Procurement Software Request Tool - making it 
easier to get business done with the org, Goals:  
- The deliverable became an improved IT tool that would be 
simple for business partners to use, easy for SW mgmt. to 
manage workflows, and provide all parties with a single 
platform. 
 
Process: The team identified extreme users from which they 
would gather insights. That diverse group included: 

- Long time business partners 
- Newer business partners to the org 
- Veteran commodity managers 
- Transfer commodity managers from other 

organizations 
- Software procurement management 

 
 
Data analysis was conducted to identify which parts of the 
existing tool were actually being filled out by business 
partners, and which fields were being skipped over. The 
observation process included interviewing key users of the 
form, and also actually observing somebody using the tool 
for the very first time, such that the team could understand 
which parts were useful, which parts weren’t, and which 
were confusing for any lay person. 
 
 
Insights from those observations yielded several key 
opportunity spaces: 

- Business partners would regularly use only 
25% of the fields available on the form, and 
more over most fields were not critical for 
commodity managers to execute their deals. 

- Software procurement regularly received many 
requests that should be actioned on by other 
Global Ops organizations 

- Commodity managers had to maintain separate 
note keeping systems and file to work around 
the existing intake tool 

 
 
Brainstorming: The team brainstormed around each 
opportunity area, synthesized their ideas, and, using a wire-
framing tool, rapidly prototyped to start getting solutions in 
the hands of executives and business partners alike as 
quickly as possible.  
 

Form insights  

Frame 
opportunities 
 
 
 
 
 
 
 
 
Brainstorm 
solutions 

 
Prototype, 
experiment 
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That prototype, with changes along the way, is now serving 
a design spec for Dell team members in conjunction with 
outside partners to go and build out a “full-service” portal to 
meet the tacit and latent needs that were identified during 
the observation process. 
Used Design Thinking to generate a better business process 
to deliver software to our internal business partners, thereby 
allowing them to meet customer’s needs out in the field 
better and faster. 

4 Conclusions and Lessons Learned 

In this paper we have examined three case studies of the application of Design 
Thinking in Dell Inc. in the context of current academic and practitioner thinking on 
Design Thinking. In particular, we think that the work resonates well with 
Kripendorf’s  [9] assertion that ”Designers’ extraordinary sensitivity to what artifacts 
mean to others, users, bystanders, critics, if not for whole cultures, has always been an 
important but rarely explicitly acknowledged competence.” (8, p. 48). We see the 
practical application of how Design Thinking is being implemented in Dell Inc. and, 
in particular, how a Multi-Stakeholder Life-Cycle Perspective is being advocated and 
executed in a real world environment. 

Practical lessons learned from this implementation of Design Thinking include:  

(a) Understand and Capture User Needs from a Range of Diversified Stakeholders  
Though innovative methodologies and Design Thinking in particular, are often 
highlighted or exemplified by their application to consumer products, Dell has found 
that there can be a great amount of value created by using Design Thinking in a more 
operations-focused environment. The diversity of stakeholders needed to design, plan, 
manufacture, and deliver a product to a customer provides many opportunity to use 
this tool to very concretely define each user's needs and bake those into the  processes 
and relationships that drive the business forward. 

 

(b) Design Thinking Works Best in Symphony with Other Problem Solving 
Methodologies 

Design Thinking is differentiated  because it stresses human-centered and user 
centered thinking, yet when applying it in an operations-focused environment, it is 
crucial that participants not discount other, more traditional inputs that we can use to 
derive insights while going through the discovery phase. From Dell's perspective, that 
means pulling together relevant value stream maps (or creating them where we 
observed gaps), existing strategy documents, and useful financial data. We found that 
these tools help create additional fact-based observations of the status quo for a given 
problem, and in the case of more visual tools, like value stream maps, that they helped 
teams truly examine "as-is" processes, compare those to stakeholders' existing mental 
models of how a given process worked, and then begin prototyping more effective 
need-based version of those processes. 
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5 Future Work 

Efeoglu et al.’s [9] comprehensive review of the evolutions of Design Thinking 
methods indicates that Design Thinking methodologies are evolving and being 
adopted as mainstream activities embedded in innovation processes. This paper was 
reported on the application of Design Thinking in three projects in Dell Inc. where a 
Multi-Stakeholder Life-Cycle Perspective is being advocated and executed in a real 
world operations environment. Future research will explore how concepts such 
Design Thinking and Innovation impinge on each other as part of an initiative to 
improve Operational innovation processes. The research will explore how concepts 
such as Design Thinking might inform Innovation on Operations and also explore the 
impacts going the other direction – how can successful Operational Innovation 
processes inform and improve Design Thinking methods and tools in the future. 
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Abstract. With the continued global trend of rural to urban population migra-
tion, traditional city management approaches are being challenged to both de-
velop and sustainably manage the economies, societies and environments of 
their cities. Many are turning to the application of computing technologies to 
address these challenges. While computing technologies are becoming ever 
more advanced, appropriate management approaches and frameworks for a city 
to optimize contributions from such computing technologies are often lagging 
behind. This paper presents a vision for sustainable connected cities (SCC), and 
a nascent city management framework called the Sustainable Connected Cities 
Capability Maturity Framework TM (SCC-CMFTM) - for how to implement such 
a vision, and a case study application. The contributions of design science re-
search are briefly discussed in relation to these approaches. 

Keywords: connected, cities, city, development, smart, intelligent, technology, 
innovation, sustainable, sustainability, maturity, management. 

1 Introduction 

Today cities are estimated to be responsible for 80% of all global greenhouse gas 
emissions [1], however they only account for approximately 50% of the global popu-
lation [2]. Rural-to-urban migration is expected to reach over 70% of the world’s 
population living in cities by 2050 [1], escalating the upward pressures on the use of 
available resources and environmental impacts – a trend recently highlighted by the 
Fifth Assessment Report (AR5)[3] published by the Intergovernmental Panel on Cli-
mate Change (IPCC). Many of these challenges have consequences for cities to re-
think their governance regarding planning for long term development, competitive-
ness and sustainability. As a consequence, numerous city approaches are proposing a 
portfolio of actions including the innovative employment of computing technologies 
to stem or even reverse these urban pressures. Identifying relevant management  
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artefacts can help make sense of these urban challenges and frame how cities can 
evolve sustainably by innovatively employing computing technologies. 

2 Application of Design Science Research to Develop Artifacts 

We selected Design Science Research (DSR), as it is a problem-driven approach to 
providing artifacts. DSR “creates and evaluates IT management artifacts intended to 
solve organizational problems” [4], P77. Table 1 presents an artifact typology of out-
puts from Design Science Research as defined by March and Smith [5]. Rossi and 
Sein [6], and Purao [7] propose a fifth artifact – listed as better theories, where DSR 
contributes to a better understanding of the phenomenon through reflection and ab-
straction.  Table 1 displays the main artifact contributions of this paper. 

Table 1. Design Science research Outputs 

Output Description Main contributions of paper 
Constructs The conceptual vocabulary of a 

domain 
Description of the Sustainable Con-
nected Cities Capability Maturity 
Framework (SCC-CMF)  

Models A set of propositions or state-
ments expressing relationships 
between constructs 

Postulate on relationships amongst 
constructs  

Methods A set of steps used to perform a 
task – ‘how to’ knowledge 

Cataloguing key activities postulated 
to assist maturity  

Instantiations The operationalization of con-
structs, models and methods 

Case study application  

Furthermore, Hevner et al.[4] offer guidelines for high-quality design research. Be-
low describes the seven guidelines and how they are achieved within this paper: 

1. Design as an Artefact: Design science research (DSR) involves a proc-
ess to create artefact(s) - being any designed object with an embedded 
solution to an understood research problem [8]. Table 1 illustrates the 
resultant artefacts from this paper’s research. 

2. Problem Relevance: The objective of design-science research is to de-
velop technology-based solutions to important and relevant business 
problems [4]. Section #1 and #3 outline the Relevance Cycle with-
regard-to specifying the domain problem, opportunity and potential. 

3. Design Evaluation: The utility, quality, and efficacy of a design artefact 
must be rigorously demonstrated via well-executed evaluation methods 
[4]. The Sustainable Connected Cities Capability Maturity Framework 
(SCC-CMF) is evaluated using a combination of descriptive evaluation 
method (using informed argument and scenarios with information from 
the knowledge base and the opinions of experts); and then moving to 
observational evaluation (using a case study approach). Artefacts were 
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evaluated in terms of correctness, completeness and utility of the con-
structed artefacts. 

4. Research Contributions: Effective design-science research must provide 
clear and verifiable contributions in the areas of the design artefact, de-
sign foundations, and/or design methodologies [4]. This paper describes 
how the three cycles of design science research (DSR) activities [9] can 
be applied to an emerging research domain of Smart Cities. The paper 
also contributes to defining the acceptance criteria for evaluation of re-
sultant design artifacts for Smart Cities by applying past knowledge to 
building novel design science artefacts for the Rigor Cycle. 

5. Research Rigor: DSR relies upon the application of rigorous methods in 
both the construction and evaluation of the design artefact [4]. Sections 
#4-6 of this paper outline the Rigor Cycle, applying past knowledge to 
building novel design science artefacts.  

6. Design as a Search Process: The research should be organized as a 
search for the solution of the problem [4]. Sections #7-8 outline the De-
sign Cycle regarding iterating between building and evaluating the arti-
facts.  

7. Communications of Research: DSR must be presented effectively both 
to science-oriented as well as practice-oriented audiences [4]. The publi-
cation of this paper in proceedings of EDSS serves to address both aca-
demic and practitioner audiences, given the general cross-sectional  
appeal of EDSS audiences.  

The remainder of this paper broadly aligns to the three cycles of DSR activities de-
fined by Hevner [9] and Takeda et al. [10] five stage iterative approach: 

1. Problem awareness: Section #1 and #3 - identifies what the problem is 
and why it is a problem. 

2. Suggestion: Section #4 suggests the solution to the identified problem – 
i.e. the Sustainable Connected Cities Capability Maturity Framework TM 
(SCC-CMFTM) 

3. Development: Sections #5-7 develops the solution (i.e. artefacts). 
4. Evaluation: Section #8 tests and validates the artifacts by presenting a 

case study application of these artefacts. 
5. Conclusion: Section #9 offers summary and general conclusions. 

3 Underpinning Knowledge Base 

Traditional approaches associated with organizational management theory begin to 
break-down, or at their very best – border on being over-stretched, when applied to 
managing something as complex as a city. However, approaching the management of 
cities in terms of the resources a city possesses and the organizational capabilities 
required to manage those resources may hold potential for how to manage IT for city 
prosperity and sustainability. 

Much of the published literature in this space can be related to the resource- 
based view (RBV) for examining the competitive advantage of a firm, stating such 
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advantages lay primarily in the application of a bundle of valuable tangible or intan-
gible resources at the firm's disposal - resources that are neither perfectly imitable nor 
substitutable without great effort [11]. However, RBV does not sufficiently illuminate 
what are the management mechanisms associated with these specific resources and 
how they may help the firm achieve superior performance. Dynamic capability view 
(DCV) aims to fill this through the clarification of management mechanisms that are 
required to integrate and reconfigure resources by focusing attention on the firm’s 
ability to renew its resources in line with changes in its environment.  

The authors postulate that the RBV and DCV can offer new perspectives on how to 
approach management of IT for city sustainability and prosperity. Dynamic capabili-
ties are defined as "the firm’s ability to integrate, build, and reconfigure internal and 
external competences to address rapidly changing environments” [12]. Obviously, the 
concept of a city may be different from that of a firm; however the city can be consid-
ered as a collection of resources, requiring appropriate mechanisms to confer superior 
city performance from its resources – similar to that of a firm.  

4 Introducing Sustainable Connected Cities Capability 
Maturity Framework TM (SCC-CMFTM) 

To provide a systematic means to frame, evaluate and manage the sustainable devel-
opment of cities and to help guide decisions about people, policy, infrastructure,  
investment, and the use of computing technologies; Intel Labs Europe, the Innovation 
Value Institute at NUI Maynooth, and the Business Informatics Group at Dublin City 
University, in collaboration with Dublin City Council, have researched the Sustaina-
ble Connected Cities Capability Maturity FrameworkTM (SCC-CMFTM).   

The SCC-CMF aims to  

• Unwrap the complex ecosystem of a city into domains for tackling city sustain-
ability 

• Provide a common language between diverse stakeholders to set goals, 
evaluate improvements and benchmark over time 

• Offer scenarios that are vendor independent and technology implementation 
neutral 

• Define improvement roadmaps using milestones and reference landmarks 

A capability based view (CBV) framework is designed to provide a stable view of 
the entity under investigation. While a city’s municipalities, management hierarchies, 
processes, technologies or people might reorganize, a capability is more enduring and 
constant. Capabilities possess properties such as the people, processes, and technolo-
gies that are used to instantiate the capability. They can be hierarchical; containing 
nested relationships, as well as horizontal connections. 

The SCC-CMF taxonomy comprises of six city domains (A) - refer to Figure 1 - 
for tackling city sustainability, each domain is managed by the use of an enabling 
platform (B) to drive sustainability and connectedness within and across the six do-
mains, for impact across a city’s economy, environment and society (C).  
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Fig. 1. Sustainable Connected Cities Capability Maturity Framework Overview 

The SCC-CMF’s objective is to present a ‘whole systems perspective’ towards 
achieving sustainable cities, enabling joined up thinking and co-ordination on key issues 
across interests groups such as city inhabitants, municipalities, businesses, local/national 
legislation, policy makers, etc. It can offer a city-wide guiding structure to co-ordinate 
and provide direction towards the achievement of sustainable city outcomes.  

5 Sustainable Connected City Domains 

The domains of SCC-CMF are generically defined as an: 

City ecosystem classification, according to their homogeneity for the purposes of ac-
tion, understanding or influencing advancement towards a sustainable connected 
city. 

More specifically, they are designed to represent a city taxonomy; namely  

• Economy & Innovation: facilitating human capital1 towards knowledge 
economy, commerce vitality, entrepreneurship, employment, and flexibility. 

• Community & Citizenship: improving social capital2 towards individual and 
community well-being, participation, inclusion, health and safety.  

• Culture & Entertainment: promoting cultural heritage, involvement and  
accessibility. 

                                                           
1 Human capital: How people’s skills and knowledge can contribute to economic and social value. 
2 Social capital: How the attitude, spirit and willingness of people to network, engage, and co-

operate with each other in achieving collective activities such as community improvement 
and civic engagement. In this way social capital represents the value and power of the social 
bonds and social networks created between individuals and their communities. 
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• Movement & Transport: managing transport systems and services for acces-
sible and sustainable travel behaviour choices. 

• Urban Places & Spaces: managing vitality and viability of open spaces, resi-
dential and commercial buildings towards a coherent urban structure. 

• Environmental Practices: managing environmental and biodiversity impact. 

Applying a combination of design science research and grounded theory method 
[14], these domains describe a broad range of characteristics associated with Sustain-
able Connected Cities (SCC) – Figure 2 - where computing technologies intelligently 
connect a city for the sustainable development of its economy, environment and quali-
ty of living.  

 

Fig. 2. Sustainable Connected Cities Domains and Objectives 

A rigorous review of academic publications and international city trends informed the 
definition of SCC Domains and the characteristics within them, including consulting 
Dublin City’s Development Plan [15] and Giffinger et al [16]. However, SCC Domains 
are adaptable for adding to and subtracting from; based on individual city context and 
circumstances. A full examination pertaining to the development of these domains is 
beyond the scope of this paper, refer to Maccani et al [17] which covers this topic in 
more detail.  

6 Sustainable Connected City Enabling Platform 

To achieve sustainable connected city outcomes within and across each of these six 
domains, the SCC Enabling Platform provides a design pattern3 - Figure 3 - to  

                                                           
3 Design pattern is generally reusable template solution to commonly re-occurring challenges. 
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Manage key resources (both tangible and intangible) towards achieving sustaina-
ble connected city outcomes.  

This design pattern can be used within a single domain and across all domains, for an 
entire city or within a single city neighborhood or city project. The remainder of this 
section outlines the philosophies, together with examples, for each element of the ena-
bling platform.  

 

Fig. 3. Sustainable Connected Cities Enabling Platform 

• Digital City Governance: Promoting unified governance to how resources are 
applied across city departments and municipalities can be a key enabler for 
management towards sustainable connected cities.  

• Digital Access & Skills Proficiency: To advance human and social capital to 
leverage the IT revolution requires promoting digital inclusion and savviness 
for both city dwellers and city employees.   

• Building Ubiquitous City Network: Underlying this concept are the funda-
mentals of instrumentation (e.g. sensors) and interconnectedness (many net-
worked devices integrated to a city network or network of networks) to pro-
vide the necessary city network infrastructure. 

• Leveraging Urban Data: promotion of open standards for data management 
across city departments is the catalyzing platform for city-wide integration 
and leveraging of urban data. 

• Fostering Digital Service Capabilities: new capabilities are needed across all 
levels, to envision and transform city services by applying information tech-
nologies in more innovative ways.  

• City Impact Realization: moving towards triple bottom line accounting ex-
pands traditional reporting by acknowledging, in addition to the economic 
performance, also the ecological and social impact when measuring success.  
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The Sustainable Connected City Enabling Platform can be applicable at any level 
of managing a sustainable connected city hierarchy; from city-wide, to subset of city 
districts, a single community, to delivery teams or at individual project level. 

7 SCC-CMF Dynamic Feedback Loop 

SCC-CMF is architected as a dynamic feedback loop, i.e. by applying SCC-CMF, ma-
turity can be calibrated, appropriate actions selected and executed. Maturity can be recal-
ibrated by running the feedback loop once more, every loop stimulating new maturity 
actions that move closer to overall SCC goals. These feedback loops can run in macro 
and micro cycles amongst all elements of the framework4. Figure 4 illustrates the feed-
back loop, plus identification of nascent key activities associated with driving maturity 
within each of the enabling platform elements.  

 

Fig. 4. Sustainable Connected Cities Enabling Platform – Feedback Loop 

The intent is to incrementally evolve a city, where computing technologies intelli-
gently connect a city for the sustainable development of its economy, environment 
and quality of living. Maccani et al [13] summarize key published literature on the 
impact from employing computing technologies towards better city management of 
its economy, environment, and society, including improved outcomes across traffic, 
education, health and well-being, employment, entrepreneurship, e-government, 
waste management, public safety, food, water and energy supply.  

                                                           
4 SCC-CMF architecture leverages the Innovation Value Institute’s IT Capability Maturity 

Framework (IT-CMF). The research team would like to thank Martin Curley (originator of 
IT-CMF) for suggestions in blueprinting SCC-CMF. 
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8 Dublin City Case Study: Application of SCC-CMF 

Dublin City was seeking a management artifact that would help shape the city's digital 
future and provide a guide for the city to leverage new technologies that will enhance 
the city’s economic vitality, social well-being and environmental balance. The devel-
opment of SCC-CMF involved intense collaboration from Dublin City officials. This 
collaboration used a combination of means when developing SCC-CMF, including 
expert (or face) validity5, construct validity6, and empirical validity7.  Regarding ex-
pert and construct validities, a great deal of attention was given to ensuring the vari-
ous artifacts were clear, easy to comprehend and that all the relevant factors were 
comprehended. This involved leveraging relevant academic and international practi-
tioner approaches, together with informed and reasoned discussions to develop the 
design science artifacts outlined in Table 1 and expanded upon in subsequent sections 
of this paper. 

To test empirical validity, a city workshop involving city stakeholder representatives 
including municipalities, service providers, business groups, transport bodies, environ-
mental agencies, community organizations, councils, etc, and city dwellers to assess the 
current level of Dublin’s SCC maturity and to define how Dublin city can improve its 
maturity for city sustainability. A maturity scoring rubric was employed to evaluate Dub-
lin City on the SCC Enabling Platform within each of the six SCC domains. 

 

Fig. 5. Summary Result from SCC Maturity Workshop 

                                                           
5 Face validity is often used to assess whether artifacts appear to make sense. 
6 Construct validity relates to whether all the relevant factors are captured and whether all the 

appropriate relationships between those factors have been identified and incorporated. 
7 Empirical validity is used to assess, describe, and recognize causal patterns at work through em-

pirical analyses. 
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Figure 5 summarizes quantitative data collected across the six SCC domains. Lead-
ing maturity domain are ‘Movement & Transport’, ‘Community & Citizenship’ & 
‘Environmental Practices’, while lagging domains are ‘Culture & Entertainment’.  

As well as quantitative data collected, arrays of qualitative information were solic-
ited using expert facilitators and the SCC-CMF to guide dialogue. The qualitative and 
quantitative insights from the workshop provided the foundation for creating Dublin's 
first Digital MasterPlan, unveiled by EU Commissioner Neelie Kroes and Dublin's 
Lord Mayor in June 2013 - this Digital MasterPlan defines a roadmap for making 
Dublin a dynamic and technology enabled city [18]. 

9 Conclusion 

The challenge for cities will be to redefine the city as a platform for innovation to 
shape its own sustainable future leveraging innovative computing technologies. What 
is required is a form of city-wide swarm intelligence where the collective behavior of 
a city’s decentralized nature can be coordinated according to universal principles and 
consistent approaches. This paper outlines the nascent potential of the Sustainable 
Connected City Capability Maturity Framework to enhance a city's capacity to identi-
fy more meaningful approaches towards effectively leveraging computing technolo-
gies across its city ecosystem for sustainable outcomes.  

Further research is underway on extending the SCC-CMF including, growing  
international city case studies, researching best practices within the SCC Enabling 
Platform, cataloguing of world-wide city projects in each SCC domain, defining key-
performance-indicators (KPIs) for benchmarking across cities, and expanding SCC 
maturity assessment instruments outside a workshop delivery.  
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Abstract. Information and knowledge workers as well as other employees who 
are not part of a research or product development team are barely exposed to 
innovation creation processes. Design Thinking as an innovation method is typ-
ically used in R&D. This research analyses whether a short-cycled Design 
Thinking method can be developed, so employees outside R&D can be taken 
out of their daily jobs and innovate without falling too much behind with their 
operational work. Alongside with short-cycled DT session there are potential 
impacts on business and hence on management. Business Thinking barriers are 
tried to be broken and Design Thinking advantages are increasingly preferred 
by management. This case study based paper provides key insights into how DT 
phases and behavior can be changed for creating synergy across employees, 
management and products from which the end-consumer benefits. The Social 
Media for SAP store case study combines a conceptual and product oriented so-
lution derivation with Design Thinking. 

Keywords: Solution Prototype, short-cycled Design Thinking, Prototyping, So-
cial Media, Enterprise 2.0. 

1 Theoretical Background and Relevance 

The interaction with Enterprise Information Systems (EIS) is changing. Simplicity 
and social-interaction demands are changing also the game for business software. 
Business software needs to keep pace with consumer oriented hardware and software 
trends. Flexibility of architecture and robustness of software is no longer sufficient. 
Present business school students, respectively tomorrow’s top managers and decision 
makers demand a different way of interaction with business software [1]. The SAP 
store’s objective is to provide an environment where business software can be pur-
chased and easily consumed, that is highly interactive and social. Multi-sensory de-
vices and software for instance the development of more accurate and conversational 
voice recognition (i.e.: SIRI from Apple Computer), or technologically advanced 
glasses with on-view information (i.e.: Google Glass) and instant connectivity to 
peers, colleagues and experts change employees interaction with business systems. 
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2 Research Objective 

Classic Design Thinking particularly fit to research and development teams and are 
pretty much product or service-oriented only. The objective of researching this case 
study is to gain insights on how Design Thinking is being used in organizations out-
side research and product development teams. The objective is to find a DT method 
that goes in harmony and accommodates with participants' daily work. The study is 
more interested in conducting Design Thinking in accelerated or adopted way for all 
employees in an organization. Especially for those who spend most of their working 
time on operational tasks are being measured on their operational or quarter-based 
results. The hypothesis is that the design thinking methodology needs to be slightly 
tweaked to fit employees and managers who are rather occasionally and especially 
temporarily exposed to DT. Such short-cycled Design Thinking Workshops have also 
the characteristics of forming new corporate programs or projects and serve as kick-
off. Another type of short-cycled DT projects seems to be rather suitable for concep-
tual design challenges.   

Nevertheless, the contributions to the innovativeness of occasional DT practioners 
are not less than employees who are constantly exposed to DT. This is the reason why 
the lead author calls this type of DT workshop with duration of maximum one week, 
short-cycled DT.  

Hypothesis 1: Short-cycled Design Thinking sessions require an adaption to the DT 
method. 

Hypothesis 2: Usages of short-cycled DT sessions have a more positive and construc-
tive impact on business than typical business thinking oriented management.  

This explorative and analytical case study may serve first to recognize and under-
stand the DT phases and its elements that can be adjusted. With the feedback of man-
agers, the participants possible dedication during and shortly after the sessions the 
impact of DT on the overall business and the management’s assessment on DT value 
will be analyzed alongside.  

Hypothesis 3: Distinguishing factor of short-cycled DT is the earliest possible proto-
typing.  

Method wise, the hypothesis is that the most coining solution to the design chal-
lenge is gained with the first run of all phases from problem space to solution space. 
The first run-through shapes the rough solution direction and fixes the mind of the 
participants. 

The lead author emphasizes on the distinction between the two types of short-
cycled DT methods used. One that is used for product-centric design challenges and 
the others on strategic or conceptual design thinking challenges. As this case study 
will demonstrate there can be overlaps between the two. 

The learnings and key insights will be taken over to the future action-research ori-
ented conduction of future short-cycled DT sessions. 
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3 Method 

The Design Thinking Approach Applied on the Case Study 
A sequential representation of Design Thinking is used for the case study. Particularly 
SAP Design Thinking approach is applied. SAP's DT Method is fully compliant with 
Stanford approach that merely uses a different naming of phases. The difference be-
tween both is the additional step of “implementation” in the SAP method [31]. Newell 
et al. (1967) mentioned the problem space back in 1967, and asked for a comprehen-
sive understanding of the problem, believing that a solution can be derived directly 
from within the inner structure of the problem. Forty years later, Cross and Dorst 
(2007) defined the “co-evolution of problem and solution”, i.e. the exploration of both 
the problem and the solution space in parallel [8]. Both SAP and Stanford DT ap-
proaches follow Cross' suggestion of problem and solution space separation. A direct 
relation between problem and solution space is given at any time through the iteration 
capabilities from an arbitrary DT step to the other, irrespective of project state. 

 

Fig. 1. Imagine, Create & Innovate - Design Thinking with SAP [31] 

3.1 The Prototypes as Core Element of Design Thinking  

The prototype as the central DT element or artifact is supposed to serve as a prescrip-
tive means to solve the design challenge in the design challenge. According to March 
and Smith (2010) the “conceptualizations are extremely important in both natural and 
design science. They define the terms used when describing and thinking about 
tasks”. Models are situated between the problem space and solution space helping to 
explore the effects of design decisions and the impact of changes in the real world [3]. 
Models use constructs to depict a real world situation, hence the design problem and 
solution space [33]. In Design Thinking a model for a conceptual design challenge 
would also represent a prototype. This is implied by the fact that design thinking not 
only serves for product innovation but also for service or solution innovation. Failing 
IT projects have their roots in underestimating the complexity and its fit for purpose. 
Thus there is a particular importance on the prototype as an instantiation with its 
problem solving characteristics. The instantiation demonstrates the feasibility and its 
suitability in a real world environment [16]. 

In the general IS literature, evaluation is generally regarded from one of two per-
spectives. In the ex-ante perspective, candidate systems or technologies are evaluated 
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before they are chosen and acquired or implemented. In the ex-post perspective, a 
chosen system or technology is evaluated after it is acquired or implemented [20]. 
The prototype as a potential predecessor or conceptual excerpt of a final product will 
focus on the ex-ante perspective. 

4 The SAP Store DT Case Study 

At the center of the study is particularly the prototyping and the possibility to adjust 
other phases for an optimized short-cycled Design Thinking. In order to determine 
adjustable phases, the findings per DT phase are analyzed separately but also ana-
lyzed in the context of the full cycle. In addition to the DT phases/ steps the character-
istics like heterogeneity of team members and DT typical rules of engagement. Start-
ing with the team setup, there has been two teams formed for this purpose. The names 
of the participants are anonymized, but their positions are as is: 

Every Design Thinking Workshop is based on the DT approach by the d.school 
(Stanford) or SAP method and hence requires a Design Challenge to kick-off the 
Workshop. For this workshop the design challenge is: How can we use social media 
to support enterprise buyers in finding, evaluating and buying SAP solutions at the 
SAP Store?  

The Design Challenge has been co-defined with the DT coaches and the client. The 
clients in this case are two responsibles from the SAP store lead team. The formula-
tion of the Design Challenge should neither limit topic wise the scope of the Work-
shop nor overarch unnecessary parts. The terms were selected carefully such as 
"...finding, evaluating and buying…" 

Solution Space 

Prototyping 
At the core of this research is the prototyping phase, the behavior and the potential 
impact on the business. Nevertheless, if the previous phases aren’t done properly or 
poorly the result of the prototype is also poor as the decision and idea base is limited. 
After the ideation phase the two teams agree to share the prototype’s development and 
build only one with complementary elements. One team is taking over the conceptual 
part considering the entire social and technical system of trying and buying software. 
The other team focuses into the details of the SAP store as well as the SAP solutions 
with social networking capabilities. 

The team with the responsibility to develop the concept thinks about wider impact 
onto SAP's business. They try to find the right mix of tasks that should be part of SAP 
and be mentored and those parts of the business that should be autonomous to the 
community. The degree of SAP involvement for social network related decision mak-
ing is being defined. The participants agree that the social media for SAP Store is 
about SAP business software only (not partner solution or alike) and the platform is 
not used by SAP to make marketing directly.  

The prototype helps to build the business case for the management to whom the re-
sults and idea is proposed. The persona defined helps the team to focus on the purpose 
of the prototype and not distract. For the social media and social network part of the  
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Fig. 2. The social media for SAP store interaction concept 

design challenge, the team recognizes and spends considerable high amount of time to 
find a working model for an intrinsically motivated reward system that makes the 
end-users contribute very positively. The team uncovered the potential of a feedback 
loop directly from the end-users, where the idea is to directly give the feedback to the 
SAP developer or development organization. Currently product development receives 
feedback via own sales people, written format or typically indirectly. 

The team also empathizes with other roles involved in the process of a "socialized 
SAP store", particularly with SAP sales people who would not always want the full 
transparency of feedback given by frustrated end-users. The concern is on the danger 
of publicly available uncontrolled and uncensored feedback. The threat that is recog-
nized here is also seen as a big chance and opportunity to dramatically improve enter-
prise systems. (Positive) Peer rating is seen more important than any other software 
feature or rewarding etc.  Because this type of positive rating can help scale the soft-
ware purchase and acquisition through the SAP store much faster than any other sales 
channel. The rating for enterprise systems can be blessing and a curse. In case, an 
end-user wants to rate negatively there will be external rating platforms with the free-
dom the user has that can be used. It seems that providing this environment by the 
software vendor is considered better than leaving it to uncontrolled areas. The self-
moderation option of a SAP-owned social media platform for business systems allows 
that users help each other reducing ultimately the support effort of the business sys-
tems vendor. The teams also made use of behaviors from non-software industries to 
assess a potential success of a social network platform by a software vendor. The 
example is around car manufacturers. If car owners have questions around their cars, 
they least likely use the car vendor websites but rather search for independent auto-
mobile communities. The uncertainty of the success of software vendor moderated 
social platform remains. 
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For the final prototype of the concept there is the suggestion to drive rating from an 
In-app rating system to an embedded community into the SAP solution. Just recently 
(September 2013) Google launched these type of in-app community or social  
networking capabilities into their browser, showing that other vendors utilize their 
software for in-application community embedding. It takes around 2/3 of the total 
prototyping time until the team starts to structure the concept into a business present-
able format (business case). In the later stages the concept is further detailed out and 
key success factors are defined. Team one concludes their business case with the key 
statement for the management as follows: For business decision makers, ratings and 
reviews created by end-users provide holistic insights into usability and business via-
bility. This prototype connect software evaluation with user feedback in SAP Store.  

The second team focuses purely on SAP Store and its future capabilities. The ideas 
are filtered and assessed mainly by their key features and hence success factors. 

For each visually representable success factor, there was a user interface mockup 
built and success criteria defined as part of the management presentation.  

 

Fig. 3. The four success categories (red boxes) for the "socialized" SAP Store 

The second team discusses details of the solution comparison. From the analogy of 
web shops with consumer product comparison, the team agrees on a mandatory first 
selection of a business system that is taken as a benchmark or comparison basis. The 
teams start with paper mockups and wireframes. In some instances where there is two 
alternatives the team members just voted democratically on which one to continue on. 
This avoids long during discussions. Voting had the advantage of not justifying one 
artifact (=solution segment or mockup alternative) over another. Every team member 
is able to individually explain the prototype, every single element and ready to defend 
challenging questions. Open questions, details of functionalities or processual ques-
tions are partially solved by simulation of instances. A role play for instance of an 
end-user is simulated. For instance, solving the expert’s question, the team try to  
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clarify who and how many experts can be involved and who should be giving the 
answer.  The role play simulated the end user's question: "I am running Linux, will 
this solution run with my operating system version?". With similar other open  
questions the team is aware of the level of the required solution and accordingly not 
bothering with very detailed open points. The expert discussion leads to further  
discussion that cannot be resolved being too much focused on the naming "expert". 
Calling it differently helps the participants to accept as compromise. For the particular 
situation the term "consulting" was better accepted than the "expert". The team under-
stands that the future users want more visual elements. Visual and icons can be  
recognized quicker than text-centric enterprise systems. 
 
Findings from the Prototyping Phase 
 • Problem Space helps to see the challenge in its broader context ultimately not 
only defining a solution for the particular challenge but also considering an entire concept 
and system (natural evolvement of developing something like system dynamics) 
 • Let go with the dynamics of the workshop. Don't be to dogmatic on the 
approach. Allow for detours, rule breaking in terms of doing things different than the 
method allows. In this case this is the job (prototype) sharing 
 • Further questions arise the more tangible the prototypes become. These 
questions lead to iterating back to problem space and further clarification. Without 
prototyping which is a kind of a rehearsal, many things aren't thought through 
 • Team coherence is maximum enforced through prototyping.  
 • Prototyping is latest point in time where disagreement, misalignment and 
different perspectives are harmonized for the sake of the project success 
 • The created prototype is a manifestation of theories infusing soul to a pro-
ject 
 • Drawing the persona next to the concept solution proposal helps staying 
focused on the challenge 
 • Heterogeneous and open minded people don't see risks only negative, but 
also as a positive chance to change into the right direction (i.e.: publicly feedback 
transparency) 
 • For truly active team members the temporary unavailability of team mem-
bers, who need to join other meetings is easily coverable 
 • Whiteboard is a key prototyping tool. The easy changeability in contrary to 
fixed notes is a very big advantage of reshuffling thoughts 
 • Prototyping phase is recognized as more important phase than ideation, 
many new ideas, more realistic and implementable ideas are created during the proto-
typing 
 • After the first iteration of prototyping the iteration between prototyping and 
ideation is happening seamlessly. The first biggest idea manifests quickly and is ra-
ther immobile in terms of idea change, especially when prototyping starts. The proba-
bility that a low-fidelity prototype is quickly dismissed is rather unlikely 
 • Procedural details are visually thought through with the persona (what 
would the persona "do next") implying to develop successively the prototype/ concept  
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 • Prototyping is excluded from diverging and converging. This is an emo-
tional, highly team-dynamic exercise. 
 • The involvement of the client/ product owner (in scrum terms) in the team 
during prototyping doesn't influence the prototype negatively as the client gets into 
the team flow/ mood 
 • The highest empathy level of the persona is developed with the prototype as 
the persona is always the center of reference 
 • Picking the most important ideas from plenty of ideas (filtering) is difficult 
because the team members are emotionally attached to their own ideas, not wanting 
them to loose. 
 • Business case or management presentation is better off with visually de-
picted prototypes that can be grasped fast along with the textual success criteria that 
need is made aware 
 • Risks or open points must also be addressed in the business case/ mgmt. 
presentation 
 • Analogies (industries, products, life situations) help understanding the 
problem and ideas better. At least analogies serve as a foundation 
 • Internal voting for decision making in a team can save time and avoid deci-
sion justifications and discussions 
 • Although prototyping is a kind of a sticky notes free zone, there is a very 
good usage for the quick sequencing of the user interaction (process description). 
From post-it sequences to paper mockups to wireframes to low-fidelity digital 
mockups 
 • Role play and mental run-throughs are key for further elaboration and de-
tailing prototypes 
 • The objective principal or the subject matter expert can kindly influence the 
group to re-focus on expected direction 
 • Terminologies can set expectations leading to long-taking discussions. Use 
of certain terminology like the "expert" sets expectations in the mind of the partici-
pants causing further discussion of acceptance of the role. By replacing the term "ex-
pert" with "consultant" the participants changed their perspective and broadened the 
acceptance on engagement role 
 • Many participants think in analogies and competitive solutions that only 
can lead to incremental improvements or continuous innovation but not into break-
through innovation.  For a enterprise systems vendor this might be acceptable but 
more difficult in other industries. Concrete example is the "log-in tunneling. Login 
into SCN with Facebook account or example of live tiles from Microsoft" 
 • Towards the end of the prototype, among the participants there is a relief 
mode noticeable due to the team's achievement 
 • Business related DT with employees do not distract with other topics. The 
participants are constantly focused on solving the challenge particularly the prototype. 
The result orientation and delivery attitude seems not to have room for mental breaks. 
It feels like participants are "working" while enjoying to have fun. 
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Holistic Insights and Conclusion of the Full Design Thinking Cycle 

 • In all phases the participants educate each other and learn more details about 
the subject of the design challenge (i.e.: what can enterprise systems vendors benefit 
from participation of their user in twitter; how can sentiment analysis be leveraged) 
 • The capability that a non-expert from this area could present the entire story 
impresses management and gives trust into the project 
 • Executive Vice President and project sponsor says that he "...increasingly 
sees the distinguishing value of Design Thinking led projects and that…" he is 
"...amazed by the results" 
 • Early prototyping is at the core of every DT engagement, irrespective of 
duration and purpose (design challenge type) 
 • Job sharing and team assignment to elements of the entire solution might 
make sense. 
 • The better the team comprehension about the problem, the more aligned the 
team members are for the presented results. The intrinsic motivation and the identifi-
cation with the solution is significantly high. Knowledge about the details of the solu-
tion and why something has been decided a certain way is equally distributed 
 • Provisioning of information to the team, transparency and availability of 
information and trust on data source is key for research and entire problem space 
 • Spending considerable time on building and scheduling the agenda is a 
major advantage - Organization of speakers, companies and interview partners is very 
important and changes the quality of the outcome and opens up for objective perspec-
tives on the topic (improves out of the box thinking) 
 • The definition of the design challenge may limit the scope of possible solu-
tions 
 • The prototyping of the concept as well as the future determination of Social 
Media and the SAP store with its entire systemized environment makes the solution 
prototype 
 • An additional harmonization session for all teams is valuable, if all teams 
are given the same design challenge (end of synthesis and end-of evaluation as a kind 
of super-prototype) 
 • Ones a full cycle of DT is completed, participants don't request for iteration 
 • Let go with the dynamics of the workshop. Don't be too dogmatic on the 
approach. Allow for detours, rule breaking in terms of doing things different than the 
method allows. In this case this is the job (prototype) sharing 
 • Focus on implementable prototypes: Prototypes can be realistic on the one 
hand but still too futuristic. With the motivation and the given creativity space, partic-
ipants tend to define versions ahead. 
 • Ideas and prototypes can vary. Cross-checks during the prototyping phase 
against ideas can be beneficial. If there's a difference than the iteration back to idea-
tion should reflect this 
 • Find a balance between satisfactory level of defining the problem space but 
also not losing participants through demotivation 
 • Experiment with solution space and problem space spanning, divergence 
and convergence cycles and ideation validation with problem space 
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5 Future Research 

The intrinsic motivation and the belief in developing a serious solution to a real busi-
ness problem have serious positive impacts on the remainder of business.  

This is about a transformational observation on how management and overall busi-
ness of an organization can benefit from DT. 

The management increasingly sees value of Design Thinking beyond product and 
service development. There is valuation of design thinking that replaces typical busi-
ness thinking. Design Thinking sessions are usually moderated by coaches. There is 
an advice to research the impact of expert-driven DT coaching versus generic coach-
es. The hypothesis is that objective experts with design thinking coaching experience 
can provide more value by challenging the teams than neutral and generic DT coach-
es. The short-cycle Design Thinking sessions are used to kick-off new project or pro-
grams without further researching on the hand-over to development units or teams. 
The hand-over phase from an idea-prototyping to product generation is not considered 
in this main research. 
 
  Prototyping (conceptual/ strategy vs. operational/ product) - design think-
ing for strategic topics with and without persona must be designed and planned differ-
ently 
  DT sessions for short-cycled workshops must be adjusted to the needs of 
average job function 
  Business and managerial impact of Design Thinking requires further re-
search 
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Abstract. Current challenges in design science research aim for consisting and 
detailed phases to guide design science researchers to manage projects in the 
information systems field. By having taken this challenge, we present a 
reference model, which serves as the foundation to structure information in 
construction of business process model in design science research. It contains 
activities responsible for literature review, collaboration with practitioners, and 
information-modelling. In this paper we focus on the modelling facet to answer 
a question of how to construct a business process while being invented or 
created. This is especially applicable when the desired processes do not or only 
partly exist in organizations. The contribution of the paper is that application of 
the modelling activities in the context of design science supports the quality of 
design science artefacts, and provides design science researchers with choices 
of techniques.  

Keywords: Design Science Methodology, BPMN, Top-Down Expansion, 
Information Quality, Process Modelling. 

1 Introduction 

Concerning the whole tray of ideas involved what researchers are most impressed 
by—what they are evidently most interested in—is how the unseen accounts for the 
seen. Researchers wonder how indefinite motives generate define acts, how indefinite 
talent creates knowable innovative artefacts, entities that have some separate 
existence. [1].Innovative ideas are critical for companies and research institutions; 
however; the process of conducting and initiating innovation is challenging. What has 
been lacking from previous research is a formalisation of a detailed process to start 
from an idea and “design” to a valuable output. Design science (DS) research is a 
prospering paradigm to address this challenge.   

Design Science research methodology has received increased attention in 
computing and information systems (IS) research [2]. It has become an accepted 
approach for research in the IS discipline, with dramatic growth in related literature 
[3]. However, its current stage does not offer consisting and comprehending phases, 
which will guide researchers in their choice of techniques [4]. Thus, in this paper we 
refer to the reference model which aims for techniques of meta-design artefacts. We 
discuss and present its modelling step in the context of business process model 
artefacts.    



112 L. Ostrowski and M. Helfert 

 

This paper is organized as follows. The next section reviews the design science 
research literature and proposes its challenges and potential ways of further 
development. Based on that review, the subsequent sections present the reference 
model that covers phases for meta-design step in DS. Then, we elaborate in depth on 
one of its phase – modelling, in the context of process oriented artefacts. Next, we 
evaluate the modelling techniques by means of the Satisfaction Attainment Theory 
(SAT) [5] and the elaborated solutions. This paper helps define future directions and 
phases of design science methodology within the full spectrum of information 
systems research approaches.    

2 Design Science Research 

Design science focuses on creations of artificial solutions. It addresses research 
through the building and evaluation of artefacts designed to meet identified business 
needs [6]. Understanding the nature and causes of these needs can be a great help in 
designing solutions [7]. Literature reflects healthy discussion around the balance of 
rigor and relevance [8] in DS research, which reflects it as a still shaping field [9]. 

Views and recommendations on the DS methodology vary among papers, e.g. 
[10,11]. DS methodological guidelines from the precursors Hevner [8] and Walls 
[12], are seldom ‘applied’, suggesting that existing methodology is insufficiently 
clear, or inadequately operationalized - still too high level of abstraction [11]. 
Descriptions of activities (procedures, tools, techniques) that are needed to follow the 
methodology are only briefly indicated. By having taken up the challenge, 3 main 
activities were identified as crucial in the development of DS artefacts [13]. These 
are: literature review, collaboration with practitioners, and relevant modelling 
techniques [14]. The reference model [15] examines these activities in terms of 
development of meta-design artefacts [16]. For a better overview, where it fits in 
design science methodology, we first introduce our understanding of the current state 
of the art of DS and its artefacts.     

Researchers understand artefacts as “things”, i.e. entities that have some separate 
existence [17]. They can be in form of a construct, model, method, and an 
instantiation [8]. In construction of the artefact, researchers observed two activity 
layers [18]: 1) design practice that produces situational design knowledge and 
concrete artefacts and 2) meta-design that produces abstract design knowledge. “ 
Meta-design can be viewed as 2a) a preparatory activity before situational design is 
started and 2b) a continual activity partially integrated with the design practice 2c) a 
concluding theoretical activity summarizing, evaluating and abstracting results 
directed for target groups outside the studied design and use practices” [18]. The 
meta-design step concentrates on providing an optimal solution for the domain by 
trying to cover the whole spectrum. The design practice refers to it, then, by adjusting 
and applying it to a concrete business scenario (i.e. an instantiation).  

As abovementioned, abstract and situational design knowledge can be treated as 
two individual outcomes of design science. Thus, it seems reasonable to consider two 
different evaluation methods for each of them; these are – artificial and naturalistic 
[19].  
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Meta-design step plays crucial role in constructing the knowledge base for a final 
instantiation and its utility. Figure 1 illustrates its place in design science research, 
and the general relationship among IS artefacts [20]. The aim of the reference model 
was to detail activities [13] that are carried out in that step and then use to guide the 
design science researchers through it. The three 3 main activities of the reference 
model were produced by comparing multiple plausible models of reality, which were 
essential for developing reliable scientific knowledge [21].  

 

Fig. 1. The Reference model in the Design Science Research Methodology (adapted and 
updated from Peffers [10]) 

Next section briefly introduces the insight of the reference model, and how all 
activities cooperate to achieve a desired solution. Then it elaborates on the process-
modelling activities.  

3 The Reference Model 

The idea behind the reference model is to deliver the knowledge base, which 
combines information from two processes: literature review and collaboration with 
practitioners. Their main roles are to 1) gather information related to the investigated 
domain of interest, and 2) represent the information in an understandable way to the 
stakeholders. Before analysis and combination of solutions from these sources take 
place, each process provides its own solution. Thus, to make the analysis and 
combination part more effective, the same modelling techniques in both processes are 
introduced. These are the ontology engineering and domain specific modelling 
language. The former gives researchers the design rationale of a knowledge base, 
kernel conceptualization of the world of interest, semantic constraints of concepts 
together with sophisticated theories [22]. In the context of process oriented IS 
solutions, the latter introduces business process modelling notation (BPMN) [23]. For 
example, if a researcher investigates a process of an employee engagement, the 
ontology engineering technique will represent the gathered knowledge retrieved from 
those two sources. Then, the BPMN will model it into the desired shape of a process. 
Figure 2 illustrates the overview of the reference model.  
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Fig. 2. The Reference Model – Overview [15] 

Now, we will describe the modelling task of the reference model. We concentrate 
on the case where the artefact investigated is a business process model. While we 
acknowledge this iterative nature of the activities involved, we discuss the model as a 
linear sequence of steps to keep the description straightforward. We assume to have 
the knowledge base from the ontology engineering activity and other relevant sources, 
so a researcher can start modelling the process.  

3.1 Construct a Process 

We found that BPMN is an appropriate technique to model a business process model 
in design science paradigm. It provides a graphical notation for specifying business 
processes and widespread adopted [24]. BPMN is mostly used to construct a 
representation of an organization’s current business processes and its major process 
variations. In this work are interested in using BPMN to model a process, which 
doesn’t or only partly exists in organizations. The knowledge base produced with the 
previous steps of the reference model is to contain information to help model it. 
However, the lack of a full existence of the process model investigated and the need 
to combine the gather information into one piece makes modelling complicated. 
BPMN is only a modelling language and does not provide guidelines on how to 
approach developing or constructing a process in that case. Thus, we decided to reach 
for a top-down expansion technique [25] using BPMN. The technique starts with an 
overall picture of the business and continues by analysing each of the process areas of 
interest. This analysis can be carried out to the precise level of detail required. 
However, before we elaborate on the steps to achieve the process model of interest, 
we justify the selection and present the content of BPMN.   

3.2 Choosing the Process Notation 

The most desirable modelling technique for business processes should be expressive 
and formal enough but easily understandable also by final users and not only by 
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domain experts faced out. At the present, the state-of-the-art in the field is represented 
by BPMN [24]. The primary goal of BPMN is to provide a notation that is readily 
understandable by business users, ranging from the business analysts who sketch the 
initial drafts of the processes to the technical developers responsible for actually 
implementing them, and finally to the business staff deploying and monitoring such 
processes [26].  

The advancement of BPMN can be seen through the representational model of 
Bunge-Wand-Weber ontology (BWW) [27]. This model is understood to contain all 
necessary constructs to describe things, and the interaction between things, in the real 
world. In addition it was developed specifically for the IS domain, has a formal 
specification, and an established track record in the process modelling domain. Also 
over the last two decades the model has achieved a good level of maturity, adoption 
and dissemination, allowing considering existing BWW analyses of process 
modelling languages [28]. Other languages such as Petri-Net (PN) [29], Event Driven 
Process Chain (EPC) [30], and Integrated Definition Method 3 (IDEF3) [31] were 
applied to the representational model. The analysis of how these process modelling 
languages complement each other based on BWW ontology indicated the BPMN as 
the most appropriate [28]. It is worth noticing that full completeness of BWW 
representation cannot yet be achieved with the selected languages.  

In addition, survey results, conducted on a global scale [32], revealed the practical 
usage of BPMN business and IT communities. 51% of respondents stated to be using 
BPMN for business purposes (process documentation, improvement, business 
analysis, and stakeholder communication) while the remaining 49% used BPMN for 
more technical purposes (such as process simulation, service analysis and workflow 
engineering). The popularity of BPMN in can further be seen by looking at sets are 
being used in practice: 36% of respondents rely on the core BPMN set to develop 
their (rather basic) process models. 37% use an extended set of BPMN symbols and 
the remaining 27% use all the functionality BPMN has to offer [32]. 

3.3 Elements of BPMN 

Elements of BPMN can be split into four diagrams: Flow Objects, Connecting 
Objects, Swimlanes and Artefacts. Flow Objects represent all the actions which can 
happen inside a business process determining its behaviour. They consist of Events, 
Activities and Gateways. Connecting Objects provide three different ways of 
connecting various objects to each other: Sequence Flow, Message Flow and 
Association. Swimlanes give the capability of grouping the primary modelling 
elements. Swimlanes have two elements through which modellers can group other 
elements: Pools and Lanes. Finally, Artefacts are used to provide additional 
information about a process that does not affect the flow. These are: Data Object, 
Group, and Annotation [24,23].  

Figure 3 illustrates the core elements. For a complete description of BPMN 
elements and features refer to [22]. 
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Fig. 3. Business Process Modelling Notation – the Core Elements 

3.4 Building the Process Model of Interest 

Our approach to build a process is to apply BPMN to the top-down expansion approach 
[25]. It starts with an overall picture of the process and continues by analysing each of the 
activity areas of interest. This analysis can be carried out to a precise level of detail 
required. The level, however, becomes clearer while constructing the process. The 
process model comprises one or more diagrams. Initially a context diagram is drawn, 
which is a simple representation of the entire domain under investigation. This is 
followed by a level 1 diagram identifies the major process at a high level and any of its 
sub-processes can then be analysed further - giving rise to a corresponding level 2 
process diagram. This process of more detailed analysis can then continue – through 
level 3, 4 and so on. However, most investigations will stop at level 2 and it is very 
unusual to go beyond a level 3 diagram [25]. 

Context Diagram. It represents the entire domain under investigation. This diagram 
is drawn first, and used to clarify and present the scope of the investigation. An 
example of a context diagram shows Figure 4. The process is represented as a single 
process, connected to external entities by data objects and message flows. It shows the 
interfaces between the process under investigation and the external entities with 
which it communicates. Therefore, whilst it is often conceptually trivial, a context 
diagram serves to focus attention on the process boundary and can help in clarifying 
the precise scope of the analysis. 

The communication involving external entities are only included where they 
involve the process. For example, an external entity would communicate with various 
other entities, which are remote from the process and so this is not included on the 
context diagram. 

To draw a context diagram, firstly we need to draw and name a single pool that 
represents the entire process. Next, we identify and add the external entities that 
communicate directly with the process pool. We do this by considering origin and 
destination of the data objects and message flows.  Finally, we add the data objects  
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Fig. 4. A Context Diagram with BPMN 

and messages flows to the diagram.  In drawing the context diagram we only are 
concerned with the most important information flows. These will be concerned with 
issues such as: how data objects are received and checked, who does it and to whom 
is passed.  

Process Diagram – Level 1. It shows the main process under investigation. Similarly 
to the context diagram, any process under investigation should be represented by only 
one level 1 diagram. There is no formula that can be applied in deciding what is, and 
what is not, a level 1 process. The level 1 should describe only the main activities of 
the process, and the temptation of including lower level processes on at this stage 
should be avoided. As a general rule no business process should contain more than 12 
process activities (e.g. tasks, sub-processes) [25]. Figure 5 gives an example of a level 
1 process.  

 

Fig. 5. Business Process Level1 

The level 1 diagram is surrounded by Pool that represents the boundaries of the 
system. Because the level 1 diagram depicts the whole of the system under 
investigation, it can be difficult to know where to start.  There are three different 
methods, which provide a practical way to start drawing [33]: 

• Data Object Analysis may be a useful method for starting the analysis if the process 
consists largely of the flow of goods, as this approach concentrates on following the 
flow of physical objects. Data Objects are traced from when they arrive within the  
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boundaries of the process, through the points at which some activity occurs, to their 
exit from the process. The rationale behind this method is that information will 
normally flow around the same paths as the physical objects [25]. 
• Lane Analysis is an approach that starts from an analysis of the main actors (Lanes) 
that exist within the domain, rather than the goods or information that is flowing 
around the process. Identification of the key processes results from looking at the 
domain structure and deciding which processes are relevant to the current Lanes. By 
looking at these areas in more detail, and analysing what Actors actually do, discrete 
processes can be identified. Starting with these processes, the information flows 
between them and between these processes and external entities are then identified 
and added to the diagram [33]. 
• Message Flow Analysis [34] approach is appropriate if the part of the business 
under investigation consists principally of flows of information in the form of 
computer input and output. Message flow analysis is particularly useful where 
information flows are of special interest. The first step is to list the major messages 
and their sources and recipients. This is followed by the identification of other major 
information flows such as telephone and computer transactions. Once the document 
flow diagram has been drawn the system boundary should be added. 

Further Sub-levels. Whilst there can only be one context and one level 1 diagram for 
a given process, these normally give rise to numerous lower level diagrams. Each 
process within a given process diagram may be the subject of further analysis. This 
involves identifying the lower level processes that together constitute the process of a 
domain as it was originally identified. As a process diagram is decomposed, each 
process box becomes a boundary for the next, lower level, process. 

To illustrate how it works in practice, three sub-processes were put within the 
process diagram on Figure 5.Only the outline of the process boxes is shown, which 
have been identified during the drawing of a level 1 diagram. Any area of a level 1 
diagram is likely to require further analysis, as the level 1 diagram itself only provides 
an overview of the domain. Thus, below the level 1 diagram there will be a series of 
lower level diagrams. These are referred to as level X+1. However, level 2 is usually 
sufficient and it is unusual to carry out an analysis beyond level 3. In Figure 6, a sub-
process 3 is decomposed  further thereby giving rise to a level 2 diagram [33]. 

 

Fig. 6. Level 2 Process Diagram: Sub-levels 
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In the level 2 diagram three activities of interest have been identified and the 
numbering of these processes must reflect the parent process-3.1, 3.2, and 3.3. If we 
assume that one activity (e.g. sub-process 3.3) within this was of sufficient interest 
and complexity to justify further analysis, we could then further analyse resulting in a 
corresponding level 3 diagram. Once again the numbering of these processes must 
reflect the parent process. Therefore these three level 3 activities would be numbered 
3.3.1, 3.3.2, and so on. 

It is important to know when to stop the process of top-down expansion. Usually 
this will be at level 2 or level 3. There are three useful guidelines to help you to 
decide when to stop the analysis [33]:  

• A process has a single input flow or a single output flow then it should be apparent 
that there is little point in analysing it any further.  
• A process is accurately described by a single active verb with a singular object; this 
also indicates that the analysis has been carried out to a sufficiently low level. For 
example, the process named validate enquiry contains a single discrete task. 
• If anything useful will be gained by further decomposition of a process, the question 
is whether it would influence any further process decisions. If the answer is no, then 
there is little point in taking the analysis further. 

Clarity of a Model. We already introduced the explicitness of the hierarchical 
decomposition of a process as an aspect of the process modelling. The comprehensibility 
of the process layout design concerns the graphical arrangement of the information 
objects, and, therefore, supports the rationality of a model. There is a variety of simple 
techniques to show how a process diagram can be clarified and easily read by users. One 
is, where a diagram is considered to contain too many processes, those that are related 
can often be combined. As a general rule no process diagram should contain more than 
12 activities. In some examples multiple activities can be identified as being related and 
can be combined into a single task with a collective description. Other technique is where 
information is being retrieved from a data object, and it is not necessary to show the 
selection criteria, or key, that is being used to retrieve it. Where a data object is being 
updated, only the data flow representing the update needs to be shown. The fact that the 
information must first be retrieved does not need to be shown. Only the most important 
reports, enquiries, are needed to be on the diagram. Communications that are of less 
significance can, if necessary, be detailed in support documentation. 

4 Evaluation of the Modelling Activities 

The modelling activities were evaluated from three different perspectives: perceived 
net goal attainment, satisfaction with the outcome as well as satisfaction with the 
process. These three perspectives constitute the Satisfaction Attainment Theory which 
was used with participants who conducted these activities and were asked to elaborate 
on the business process model artefacts modelled. Participants of these activities were 
stakeholders of a public organisation. The organisation provided IT services for 
various departments. The practitioners in the numbers of 7 were between 29-58 years 
of age (M 43, SD 3.4). The gender was split in 5 males, and 2 females. Their work 
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experience in the organisation was between 0.5 to 12 years (M 5, SD 1.3). They role 
mainly were engineers from fields of electronics, design, architecture, and computing. 
Participants took part in these activities willingly, and therefore, it was assumed their 
responses to the questionnaire were genuine. 

Table 1 summarizes the results of the evaluation of the meeting satisfaction. We 
used 11-point Likert questions (11=best), relating to each of the elements of the 
Satisfaction Attainment Theory. 

Table 1. Evaluation of the modelling activities 

Dimension Mean n
Perceived Net Goal Attainment (PGA) 9.3 7 
Satisfaction with the Process (SP) 10.6 7 
Satisfaction with the Outcome (SO) 9.9 7 

 
The values for the means indicate a high satisfaction of the participants with each 

of the three dimensions from the Satisfaction Attainment Theory. Each element was 
measured by five questions in the questionnaire. All fifteen questions can be found in 
the appendix A of [5]. 

The business process artefacts built with the modelling activities of the reference 
model scored explicitly as well as the process of execution the modelling activities.  
This concludes the usage of the model for the main purpose, which was to provide 
researchers with a structure way to help conduct and communicate the research 
outcome with the stakeholders. We claim that the modelling activities of the reference 
model constitute a consistent method for the meta-design phase in design science 
research methodology to guide the design science researchers to manage information 
systems projects. 

5 Conclusion 

We observed challenges in structuring and standardizing phases of design science 
research methodology, which would guide the design science researchers in their 
choices of techniques that might be appropriate at each stage of the project and also 
help them plan, manage, control and evaluate information systems projects. We 
introduced how to construct a business process model using BPMN in the context of 
design science methodology. The activities outlined were a part of a reference model 
that helps structure and model knowledge in design science research    

Our future work involves revising the model, based on users’ feedback, and 
concentrating on evaluation techniques of its outcome. Hopefully, this will increase 
the efficiency and quality of artefacts, while containing or further decreasing the 
cognitive effort involved. 

Acknowledgments. This work was supported by the Irish Research Council under the 
Enterprise Partnership Scheme. 
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Abstract. A framework for understanding and interpreting IT usefulness and 
fitness attributes is presented. This framework is grounded on a relationship that 
exists between organisms and their landscape. The concept draws on the notion 
that sustainable relationship between two systems (such as IT and end-users) 
can be achieved through structural coupling results from mutual perpetuations. 
In this setting, while contextual usefulness is established in the end-users’ envi-
ronment, IT designers perpetuate fitness into the conceptual environment. Their 
relationship suggests that usefulness feeds essential input that enables to create 
a sustainable fitness attribute. Based on the empirical evidence, the paper  
demonstrates that end-users are better equipped with defining contextual use-
fulness of IT systems while IT designers’ role to create fitness attribute enables 
a long-term use of IT artifacts. 

Keywords: Usefulness, Fitness, structural coupling, conceptual and contextual 
space. 

1   Introduction 

Recently, IS research “has found its legitimacy” [1] in the design science research 
where the main focus has been designing artifacts in the form of methods, instantia-
tions and IT systems. However, literature that are specifically concerns with develop-
ing guidelines to design IT artifacts [2-4] recognized that the process of developing an 
IT artifact will not be finalized once it is appropriated by end-users. In fact, the suc-
cess of IT artifacts are subjected to rigorous “quality evaluation and efficacy” [2] in 
post-implementation.  

As Gill and Hevner [5] point out, IS research has been widely used IT artifact’s 
usefulness attribute as the main evaluation criteria for IT success[6]. In this setting, IT 
is mainly evaluated based on functions and properties it possesses to match end-users’ 
requirements. But recent research [7, 8] has shown that end-users’ environment is 
always in the course of change where organizations are portrayed as ‘self-design’ [8] 
systems. To sustain IT systems’ usefulness, IS design practice needs what Gill and 
Hevner[5] referred to as a fitness attribute that involves adaption and evolution of IT 
artifacts. 

The purpose of this paper is to illustrate the application of fitness attribute to sus-
tain the usefulness of IT artifacts. The paper develops an analytical framework to 
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demonstrate the relationship between these two attributes and their figurative domain 
space. Based on the analytical framework, the paper questions end-users’ role in the 
process of IS design which is traditionally limited to requirements knowledge base. It 
draws on a case study of newly implemented Learning Management System (LMS) 
called Moodle at Mid Sweden University in three different campuses. The study in-
cludes an in-depth interview with the so-called Moodle champions, who were respon-
sible for the smooth transition of LMS in their perspective departments, IT develop-
ers’ team, Moodle deployment project administrators, and Learning Resource Center 
(LRC).  
 
Organization of the Paper: First a summary of IS literature that concerns with long-
term use of IT systems is presented as a theoretical background. Second, conceptual 
founding of fitness and usefulness attributes in IS design will be presented. Third, 
based on the conceptual foundation, an analytical framework is developed to illustrate 
the relationship between these two attributes.  Finally, after presenting a case study, I 
further discuss these attributes and their contribution toward long-term use of IT arti-
facts.  

2   Theoretical Foundation 

With regard to IS practice that aims for a long-term use of IT systems, a number of 
researchers proposed different methods, conceptual frameworks, and IS design theo-
ries. However, much of the work focused on IS practices that occurs after the de-
ployment of IT systems. Such IT practices mainly include, but are not limited to, rig-
orous evaluating mechanisms of IT artifacts and robust IT training programs. 

Mendoza et al.[9], for example, report that the role of usefulness in the process of 
adopting and adapting technology fades once end-users become what the authors 
referred to as long-termer users. After the initial adoption, long-termer users’ focus 
shifts from technology features that satisfy functionality needs to features that enable 
users to manipulate the technology to suit their ever-changing work practices. After 
initial adoption, new aspects of usefulness emerges that concern with the ability of a 
system to facilitate exploring and constructing new work practice. The authors argue 
that well-established and on-going IT trainings play a crucial role to sustain a long-
term usefulness of IT artifacts.   

Tyre and Orlikowski [10] developed a model to describe different stages that a 
technology will go through during IT implementation. With three different cases they 
have presented, the authors consistently observed that end-users’ effort to adapt a 
technology into their daily activities gradually diminishes as routine gets its way. 
Initial adaption to technology mainly aims to routinize technology with daily activi-
ties than aiming for using artifacts for long-term use. But subsequent adaptions  
triggered by different events such as new work practices can lead to finding ways to 
sustain usefulness of an IT artifact. Tyre and Orlikowski’s model highlights enabling 
and constraining factors that influence adaption, most of which are associated with the 
process of new IT system adoption.        

Carroll et al.[11] introduced Model of technology Appropriation (MTA) to de-
scribe the appropriation process they claim to include long-term use of IT artifacts. 
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MTA describes technology appropriation at three levels: when it is adopted and eval-
uated based on its usefulness, when it becomes routinized and adapted to existing 
work practices, and when it is considered stabilized and enforced as a result of tech-
nology entanglements with existing practices. At times, the authors suggested, end-
users’ activities can change and these changes affect technology’s way of being from 
‘technology-as-designed’ to ‘technology-in-use’. They concluded that long-term use 
IT artifacts’ factors are ‘unlikely to be uncover’ with the usually short and targeted 
tests organized in the beginning of new IT system’s adoption.  

The above exemplars of technology appropriation and long-term use of IT systems 
research show that there is a general consensus regarding the relationship between the 
initial usefulness of IT artifacts and the success of long-term use. End-users’ practice 
of adapting technology to the existing work practice is mainly based on the usefulness 
attribute of IT artifacts. In addition, users’ active participation seemed to slow down 
as technology properly placed in existing practice. However, it is still unclear how, in 
the process of IS design, IS designers can inset attributes that sustain the usefulness of 
IT artifacts to create long-term use technology.  

In exploring this research question, the paper grounds on Gill and Hevner [5] work, 
who show that IS design can have two focus, a fitness or a usefulness focus. The au-
thors [5] present a fitness-utility model to describe the evolving nature of IT artifacts. 
Usefulness is presented as having a close tie with other prominent IS researches 
which consider usefulness as being both a motivation factor and evaluation criteria to 
select and adopt IT systems. Fitness-utility model is presented as complementary to 
the well-established usefulness model in describing the adaptive attributes of artifacts.  

3   Conceptual Foundation of Fitness and Usefulness Attributes 

Gill and Hevner [5] suggest that usefulness in its broadest term embodies IT systems’ 
characteristics such as “efficacy in performing the task (including performance), 
range of task cases performed, ease of use, ease of learning, and cost-benefit in the 
performance of a task”. Here usefulness represents all IT artifacts’ attributes that are 
related to task performance.    

Central to usefulness is the task of defining design candidates in the design space.  
Requirements are searched for a viable design candidate. The well-established Carte-
sian world view [12] informs the search for design candidates. In this view, end-users’ 
needs (specific design candidates) are thought to be ‘representational’ and can be 
segmented to the level of operational ends. Once the design candidate’s goal is repre-
sented in a specific form, the next step is to convert these goals to ‘constraints and 
functions’ using IT artifacts. 

Gill and Hevner [5] suggested two circumstances where the word fitness can be 
applied. The first definition is related to its use in the evolution field. Here, fitness of 
an organism represents its ability to continuously reproduce and evolve for successive 
generations. The second definition of fitness implies to a shorter and specific fitness 
scenarios. For example, an organism’s ability to overcome a specific situation or dan-
ger in a given period of time makes it fit to that specific situation. Individual physical 
fitness for a specific type of sport can be a good example to the second definition of 
fitness. In this paper the word fitness refers to the first definition that concern with the 
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evolving ability of IT artifacts for the purpose of sustaining usefulness. Hence, design 
that focuses on fitness aims to develop the competency of IT artifacts’ evolving and 
adapting ability in users’ environment.   

A closer look on how organism creates a long-term fitness can be used to illustrate 
the relationship between fitness and usefulness. Biological organisms do not create 
representations of their environment in order to adapt with it. In fact, their environ-
ment is too complex to be represented. Instead, their interaction can be described as 
patterns of practices that continuously change their own structure to adapt their land-
scape. Maturana and Guiloff [14] describes this interaction using the concept of struc-
tural coupling: 
 

When two or more plastic dynamic systems interacts recursively under con-
ditions in which their identities are maintained, the process of structural cou-
pling takes place as a process of reciprocal selection of congruent paths of 
structural changes in the interacting systems … [14], p. 139 

 
The definition draws on the idea that two plastic systems can mutually affect each 
other continuously or at least one repeatedly perturbs the other. A plastic system rep-
resents one that can be affected by external events (e.g. organism or environment). 
The mutual perpetuation of systems (e.g. organisms, software, environment) “leads to 
a structural fit between the systems” [15].  

Each structure is created as a result of perturbed activities, which in turn continu-
ously change perturbation domain (e.g. design space). Fitting to unyielding environ-
ment is not a matter of information process or representation of contextual details. 
Organisms change their structure to respond to perturbed changes. The transformation 
in structure is important to generate an “appropriate change of state triggered by spe-
cific perturbing changes” [16]. The process of change in structure, in turn, is affected 
by the perturbing changes. That is, specific details and changes gradually create “his-
tory of responses” [16] leading up to structural formation.  

On the one hand, usefulness is specifically concerned with contextual responses 
where operational level fitness is materialized. End-users are the main actors in this 
activity as they are closer to the application domain. On the other hand, fitness facili-
tates the contextual respond by providing a plat-form or structure at a conceptual lev-
el. Design that targets a long-term use of IT artifact, thus, focuses on the structure of 
the artifact than the contextual usefulness of it.  

Fitness sees each usefulness demarcations of design candidates as instantiation of 
users’ needs. What usefulness focused IS design assumes to be a design candidate is 
just another ‘temporal regularity’ [7] in the eyes of fitness focused IS design.   In this 
sense, fitness can be called instantiations of usefulness. Even though, fitness provides 
a means to guarantee usefulness, the reverse does not hold true. Structural coupling is 
the bases for both selection and evolution [16]. While selection of an individual or-
ganism depends on surviving each given unyielding circumstance at a time, evolution 
requires a continuous coupling with other autopoiesis. Structural coupling guarantees 
both temporal (usefulness) and co-evolutionary situations. Even though, fixing tem-
poral regularities considered essential in the fitness landscape, it is not a sufficient 
condition for sustaining usefulness.  
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Hence fitness aims to design sustainable affordances that are malleable to the gen-
eral design space. Temporary regularities are seen as just another opportunity for a 
more structural coupling. Usefulness continuously feeds essential input to fitness. 
There is a feed-back loop like mechanism (described as activities in the analytical 
framework below) where the structure affects the response and vice versa. In addition, 
an explanation as to where these two activities are realized can be characterized in 
two abstract domains: conceptual domain (structure level) and contextual domain 
(response level). The next section further elaborates the relationship between fitness 
and usefulness using analytical framework.   

4   Analytical Framework 

The purpose this framework (See figure 4.1) is to demonstrate the application of fit-
ness and usefulness attributes in designing IT artifacts. The framework can be used as 
analytical tool to identify, organize, and interpret essential activities that involves IS 
design practices and end users’ interaction with IT systems.  
 
Defining Space 
 
One of the key assumptions in the framework is that there existing two spaces that the 
IS practice operates: contextual and conceptual. In the contextual space, end users and 
implementers strive to embed technological properties and functions to their context. 
Here, the main goal is to achieve contextual affordances using IT artifact functions 
and properties. Contextual space represents end-users environment that is emergent 
and complex in nature. Conceptual space oversees ‘perturbed activities’ and provide 
structure that facilitates fitness based on the feedback from contextual space. In other 
word, conceptual space provides a means for successful structural coupling between 
users and their context. In doing so, it does not concern with specific users context or 
particular affordances. While IS design that focuses on usefulness tries to find repre-
sentable design candidate within contextual space, fitness focused design leave the 
allocation of affordances for end-users. This way, end-users are able to define both 
problems and solutions based on their context.  

Activities – Embedding and De-embedding 
 

There are two activities in the analytical framework represented by arrows in fig. 4. 
While the embedding activity arrow shows the creation of contextual affordances to 
specific needs, de-embedding activity represents the process of ‘abstracting’ general 
rules [17] to create coupling ability for the artifact. 

Embedding represents the process of “place-making” [18] new technological arti-
facts to existing work practice. End users and implementers are considered to be ac-
tors of this process. End-users assemble and scramble affordances accordingly with 
their context. This is also in line with the framework of Maturana’s structural cou-
pling, where organisms use all available means to survive and continue to fit in a 
landscape.  End-users design contextual ‘placement’ of IT artifacts and become ‘sec-
ondary designers’ on their own terms. 



128 N. Lakew 

 

Fitness

Usefulness 

De-embedding 

Embedding

Contextual 
space 

Conceptual 
space 

 

Fig. 1. Usefulness and fitness relationship framework 

 
As a result of embedding ‘design’, new work practices can emergent. These work 

practices, including workarounds, are matured toward contextual usefulness. New 
work practices can be taken as new IS opportunities/problems that need a fitness 
‘touch’. That is, IS developers may decide to include coupling mechanism for these 
new practices in their next ‘version’. Thus, de-embedding activities trigged to create 
technological properties and functions to sustain new contextual affordances. 

Crossing the Imaginary Threshold between Conceptual and Contextual Space  
 

There is no defined starting point for any design [17]. Different actors play important 
roles in defining the threshold of these imaginary spaces and activities. In this analytical 
framework, implementers or sometimes called super-users can share both the embedding 
and de-embedding activities with developers and end-users. In a sense, they are the me-
diators for different ‘spaces’. The setting is depend on the organizational strategy,  
IS design architecture, and other IS method of development issues. Reflecting on the case 
study that is presented in this manuscript, super-users were used to implement new tech-
nology, where developers were continuously adding new functions and properties.      
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5   Case Study  

The paper draws on a case study of newly implemented Learning Management Sys-
tem (LMS) called Moodle at Mid Sweden University in three different campuses.   
The study includes an in-depth interview with the so-called Moodle champions, who 
were responsible for the smooth transition of LMS in their perspective departments, 
IT developers’ team, Moodle deployment project administrators, and Learning Re-
source Center (LRC). Currently Moodle serves more than 17,000 students and the 
university’s 1500 staff under the supervision of Learning Management Center (LRC). 
 
Research Method 
 
The university has nominated 16 Moodle champions, tasked with supporting the im-
plementation process of Moodle. With the permission of LRC, nine Moodle champi-
ons were agreed to participate in an in-depth interview, each lasts between 30-60 
minutes. In addition, 5 more LRC staffs (2 Moodle developers, 1 LRC staff and 2 
LRC administrators) have participated in the interview. In total, 14 interviewees were 
participated in the span of 6 month data collection. It should be noted that a follow-up 
interview has been conducted to three LRC staffs.  

Data were collected using tape recordings and notes. All interviews were transcript 
to Atlas.ti. Descriptive codes were applied to categorized patterns and specific 
themes. In coding the data, ‘content analysis’ [19] method is used to examine tran-
script interviews at the conversation level. The main objective of the analysis was to 
explore IS practices that affect long-term use of IT artifacts. Two different level of IS 
practices are emerged from the analysis. A third activity, feed-back loop, is presented 
as a theme that communicates these IS practices (see table 5.1). In particular, the fol-
lowing steps were followed: 
 

1) All the interviews are transcribed and uploaded to Atlas.ti software   

2) After re-reading all the interviews, 20% of coding have been done manual. In do-
ing so, patterns were observed at conversation level.   

3) After coding each response, the author examined IS practices and corresponding 
actors in each of the coded conversations. Three main activities (families as Atlas.ti 
calls it) have emerged (See table 3). Each family was then compared with the inter-
viewees response based on the original code. 

4) Based on these families, the paper develops logical relationship with the analytical 
framework in discussing the findings.  

6   Findings 

The analysis of the case study allows illustrating the relationship between usefulness 
and fitness attributes and the application of the analytical framework. While end-
users’ practices are illustrated in the contextual domain, IT developers’ and LRC 
staffs’ activities are represented in the conceptual level of IS practice. 
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Table 1. Three Main categories emerged from coding  

 
Categories 

Descriptions Examples Actors 

Conceptual 
Level  

activities 

IT designers inset 
fitness attribute on 
to sustain useful-
ness  

“If we feel like it is important 
(functionality)and a decision 
is made here in LRC” 

LRC staffs and   
Moodle champions   

Contextual 
Level  

activities 

End-users continu-
ously define both 
design candidates 
and contextual 
affordances using 
IT functions and 
properties.  

“I have workaround as well, 
which I created before long 
time ago, from WebCT limita-
tion, but I continue using it, in 
fact I adapted my old solution 
(to) the new system” 

End-users’ and 
Moodle champions   

Feed-back 
mechanism 

Both IT designers 
and end-users 
exchange input 
for usefulness and 
fitness. 

“We sent our complaints and 
raise the issue in the champi-
on meetings” 

Moodle champions   

 
Embedding Practices: Creating Contextual Usefulness  
 
Before Moodle was rolled-out, champions from each department were participated in 
training workshops to learn how to modify and create affordances accordingly with 
their respective departments’ need. Such affordances mainly include department 
based forms, subject based data uploading mechanisms (e.g. math numeric assign-
ments), section forms that introduce courses, subject based student forms. In the be-
ginning of Moodle implementation, champions were asked to provide IT affordances 
that suits the existing practice (“I used to get question like ‘would it be good if I can 
do this’ then I would say, but yes you can do that” Tagged 04 (…) “The question is 
more about the equivalent options they can get in Moodle.” Tagged06). End-users’ 
past entanglements with technological practices are found to be the main driving force 
of defining new contextual usefulness.  

In addition, contextual affordances are found to be emergent and locally confined. 
Different course given in different seasons, teachers’ transfer, organizational changes 
in departments, introduction of new courses are few list of reasons that are continu-
ously emerge as a new contextual requirements. Moodle champions were constantly 
changing local artifacts’ usefulness and teach end-users to create those contextual 
affordances. (“There is always discussion about how to design for different types of 
courses regarding to the subject and/or if it is a campus or a distance form. Chal-
lenges come(s) every week” Tagged 12 (…) “They often tell me “but I’ll keep that 
example from the template just in case I need it later”, and get surprised when I show 
them how easy it is to delete it and create it all over again. I think people are used to 
the fact that the WebCT structure was not as malleable, and since they are not aware 
of how easy it is to modify things in Moodle” Tagged 04. 
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The data also reveal that end-users are proven to be competent designers of their own 
contextual environment. Contextual affordances may sometimes involve partial use of IT 
artifacts’ function, while workarounds affixed to fill the rest. On this regard, users com-
petently assembled fragments of affordances both from technological functions and per-
ceptual artifacts (workarounds). “The great limitation is you can’t attach files to emails. 
In my department, the architects want to upload files but then I have to send those from 
outlook, so it is hard. We find some way around it, we instead start to use a forum to 
upload the files, but I don’t think that is efficient way to do it” Tagged 05).  
 
De-embedding Practices: Creating Conceptual Fitness  
 
In the quest of creating contextual affordances, users continuously entangles context 
with IT artifacts’ functionalities. As a result, new requirements were continuously 
emerged. Moodle champions received different functionality requirements and if 
necessary let the LRC staffs aware of these new requirements. The case study shows 
that such requirements were handled to enhance Moodle functions and properties. 

First, users’ requirement is de-embed from contextual use to develop context neu-
tral IT artifact functions. LRC administrators make the final decision whether to ap-
pend (in most cases, plug-ins) such functionalities or not. (“If we feel like it is im-
portant and a decision is made here in LRC” Tagged 03). Secondly, LRC administra-
tors also decided whether such functionalities should be available for all departments. 
In a way, contextual environment feeds the IT artifacts’ structure to continuously 
evolve with emergent needs.  
 
Feed-Back Loop – Communication between Conceptual and Contextual Space 
 
Moodle champions were playing the role of a ‘middleman’ between LRC staffs and end-
users to create a feed-back loop between usefulness and fitness (“We sent our complaints 
and raise the issue in the champion meetings” tagged 09). Even though, such settings are 
existed, the case study also shown that there were not used effectively (“Process from the 
universities is not usually specific. For example, they goes like Facebook works better, 
but they don’t say what is they need that is similar to Facebook that needs to be there. 
The request is not correct and the way it comes is not standard as well. Sometimes it 
comes to me and other times it goes to the LRC” tagged 02).     

In summary, it is evident from the case study that contextual (usefulness) and 
structural (fitness) changes are implemented in different level of domain space; at 
conceptual and contextual space. In addition, the analysis has shown that end-users’ 
role as contextual designers can provide competent feedback for long-term use of IT 
artifacts.  

7   Discussion and Conclusion  

In this paper, I set out to illustrate the application of fitness attribute to sustain the 
usefulness of IT artifacts. The paper develops an analytical framework to demonstrate 
the relationship between these two attributes and their figurative domain space. I  
argue that while both attributes play an essential role in developing sustainable IT 
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artifacts, fitness based IS design slightly questions traditionally assigned roles given 
to IT designers and end-users.  

On the one hand, conceptual space is used to demonstrate IT designers’ role as 
contextual affordance facilitators. In this capacity, designers are expected to continu-
ously instill the fitness attributes based on the feedback from end-users’ IT practices. 
On the other hand, contextual space is defined as end-users’ environment where par-
ticulars or daily context based affordances are continuously created and scrapped. 
Permanent affordances, then, can be used as a candidate for fitness attribute. It is ar-
gued that users are competent to analysis and define their own contextual affordances 
in a coherent manner. Implementers/super users play an important role in the process 
of embedding IT systems in the contextual environment. The case study presented in 
this paper demonstrates these relationships. In addition, it is shows that end-users can 
deliver constrictive feedback that can be used as a base to continuously produce fit-
ness attribute for existing IT system.   

Naturally, usefulness focused IS design bases on a finely developed requirement 
specifications and particulars results from a well-defined methodological engineering 
steps [20]. The rationale behind such effort is that well-defined requirement elicita-
tions results a finely tuned IT artifacts with users’ environment. IS literature have 
documented that solutions developed based on design methods that promote ‘specific 
fitness of user-requirement’ failed to adapt once they are appropriated by users [21-
23]. This is because, as noted previously, end-users’ environment is full of articula-
tions and negotiations that may or may not involve IT artifacts. It is implausible to 
capture all such socio-technical entanglements in a specific timeframe of user re-
quirement analysis. The more a designer focuses on specifics and particulars, the 
more it misses the holistic user environment that includes socio-technical ‘imbrica-
tions’ [24] such as workarounds and locally implemented work practices. Hence, the 
rationale behind the emphasis of usefulness may actually result in working against the 
very design reasoning behind the usefulness of an IT artifact. That is, an over-
emphasis on the usefulness can result in a less useful IT artifact.  

The paper has also emphasized end-users’ input for IT artifacts’ fitness attribute. 
The process by which end-users implement, and at times modify, IT artifacts has been 
referred to as ‘secondary design’ [25]. In this setting, primary design demarcates the 
design process to develop IT systems’ properties and functions. An IS design that 
emphasizes the importance of developing usefulness attribute at the outset leaves less 
room for secondary design, thus limits the evolving attribute or fitness of IT systems. 
Design that focus on the fitness attribute transfers the responsibility of defining prob-
lem space and creating contextual affordances to the hands of end-users. The assump-
tion is that design candidate in users’ environment kept changing contextually and 
cannot be defined at the outset. Since end-users’ environment is considered to be 
socio-technical, the practice of design, ontologically, falls in the holistic tradition. 

In addition, the strong association between usefulness and IT success criteria indi-
rectly affects the search process of a design candidate during users’ requirement elici-
tation. In defining user requirements, usefulness obliged the searching process to be 
focused on design candidates that can be formulated as a "structure of goals” [26]. 
Hence, system analysts see users’ environment as field of problems that can be con-
verted to operational ends. As it is stated, however, ends are not always clear, but 
“must be constructed from messy problems”[27] or sometimes called “wicked  
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problems” [28]. The application of usefulness logic to define wicked IS problems as 
operational ends can result in a short-term use of IT systems.  

As contemporary organizations are increasingly becoming complex and their needs 
are being portrayed as instable[29], applying usefulness at the outset to develop, adopt 
and evaluate IT artifacts can be limiting. It is factual that the relevance of any product, 
first and foremost, depends on its contextual usefulness. But predicting contextual 
usefulness, even as situational practices or as design-in-use, at the outset can affect 
long-term use of IT artifacts. The findings in this paper advocate end-users’ compe-
tency to define their own contextual affordances, thus shifting such IT practices into 
the hands of end-users.     
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Abstract. In Design Science Research (DSR), evaluation of research outputs in 
form of design artifacts has been discussed in numerous publications. Many re-
searchers have emphasized the criteria of utility for design artifacts. In this  
paper we use the case of Enterprise Architecture (EA) Management to demon-
strate how design artefacts can be evaluated. Although EA has been extensively 
discussed in literature, the impact of the actual contribution of EA to the busi-
ness value is not entirely understood. The focus of this paper is to evaluate our 
approach of EA business value assessment and demonstrate how we can effec-
tively determine the relevant criteria and adapt an appropriate evaluation  
method. 

Keywords: Design Science Research, Evaluation, Business Value Framework, 
Enterprise Architecture. 

1 Introduction 

The importance of evaluating research outputs has been emphasised and reiterated in 
many recent Design Science Research (DSR) discussions (Hevner et al. 2004; Iivari, 
2007; Peffers et al. 2007; Hevner & Chatterjee 2010). Evaluation strategies and 
guidelines have been proposed, but yet evaluation of design artifacts is challenging. In 
our research we face the similar problem. We have developed an approach for as-
sessing the business value of enterprise architecture management. In this paper we 
will discuss how this approach can be evaluated.  

In today’s corporate world, business strategies mostly revolve around business val-
ue, i.e. companies are business value driven. The assessment of business value 
spawned a myriad of approaches and is still a heavily discussed topic in literature and 
practice. Enterprise Architecture, a discipline with roots back to the 1980s, is a way to 
ensure a company’s strategic business-IT alignment in order to leverage the desired 
level of business value by establishing an informed governance and strategic man-
agement function [1, 2]. Consequently, EA is crucial for an effective way to analyze 
and improve business, especially for large companies. Nevertheless, it is not a trivial 
task to assess EA in terms of business value. 

In our work, we develop an Enterprise Architecture Business Value (EABV) assess-
ment approach or EA benefits assessment approach respectively. More specifically,  
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we build four IT artifacts that facilitate EABV assessments. In this paper, we focus on the 
DSR evaluation of our approach. 

1.1 Motivation 

The motivation for our research endeavor stems from the fact that the EA function in 
an organizational context is not entirely understood in terms of performance and busi-
ness value [3-7]. Notably, we measure performance and communicate business value 
as proposed in [8]. A lot of the EA function performance falls into the category of 
intangible assets [9] and is therefore difficult to measure. Consequently, another pur-
pose of this research is the development of appropriate metrics as this has not been 
done thoroughly enough in literature [3, 10]. But not only the finding of metrics alone 
is of our concern, we have to align them with appropriate goals according to the cur-
rent strategy [11].When reviewing the literature on evaluation in a DSR context, we 
see that there is still a lot of room for suitable evaluation methods, especially when 
considering an organizational context. 

But how do we actually evaluate such business value assessment approaches? To an-
swer this question, we look at the relevant literature as well as business value assessment 
approaches. In addition, we design and evaluate our assessment approach within an or-
ganizational context and gain insights from subject matter experts in practice. 

1.2 Research Methodology 

For our work, we employ an adapted Design Science Research (DSR) methodology. 
We employ the DSR framework proposed in [12]. Our DSR artifact build cycle is 
based on [13, 14]. As can be seen in Fig. 1, we focus on the evaluation phase. For 
more on our adapted DSR methodology, refer to [15, 16]. 

  
Fig. 1. DSR Artifact Build Cycle 
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Our research is conducted in collaboration with an industry partner which allows us to 
evaluate our IT artifacts in an organizational environment. For this paper, we gathered all 
relevant information and experience from practice as well as literature in order to find 
and execute the best possible EABV assessment evaluation in a DSR context. We had 
numerous expert interviews, workshops as well as surveys to propose an adapted assess-
ment evaluation which we will outline more detailed in section 5. 

2 Assessing Enterprise Architecture Business Value 

The benefits associated with EA are manifold. We can find several approaches for  
assessing EA, e.g. the DeLone and McLean model is adapted in [17]. In [18] a Balanced 
Scorecard approach for EA measurement is employed. How certain EA practices and 
techniques influence EA benefits is discussed by [4]. The concept of maturity models is 
also applied to the domain of EA and there exist several frameworks and approaches 
for these kinds of assessments [19]. A general view on EA maturity is given in [20] 
and the link of EABV and EA maturity is described in [21]. Critical problems in EA 
are described in [3] although the sections about assessments and metrics are very 
limited. EA measurement drivers and enablers are discussed in [22] without going 
into detail about challenges and problems. EA management challenges in terms of 
agile solutions is examined in  [23]. As business IT alignment (BITA) is a major EA 
driver, the assessment of it is discussed by various contributions [24-27]. 

2.1 EABV Assessment Types 

EABV assessment is a continuous assessment because we employ a measurement 
process embedded into the daily EA operations, i.e. we constantly measure the EA 
operative performance. In contrast, a periodic assessment is an EA maturity assess-
ment which captures the maturity of the overall EA capability. The EA capability 
determines how the EA function is executed and therefore has direct impact on the 
EA performance in operations. Nevertheless, statements about the business value of 
the EA function are tied to the operative performance since just attaching a maturity 
level to an EA capability tells us nothing about its actual impact in terms of EABV. 
We need to put the EA capability into practice. What we can do is to elaborate how 
EA performance is impacted by which EA capability. 

Every EA assessment needs an input which is derived from the strategy. Strategy 
defines how the EA capability is set up and how it is executed. We need to derive 
goals for that purpose because we need to measure them whether successful or not. 
More on EA assessments including challenges and problems can be found in [11]. 

2.2 EABV Assessment Approach 

Our EABV assessment approach consists of four IT artifacts; all designed using our Arti-
fact Build Cycle. The main artifact is the EABV Framework. In order to provide a com-
mon understanding and a clear definition of what EABV is and how it is embedded into 
the organization, we built the EABV Model. Furthermore, we have the EABV Measure-
ment Process which gathers relevant data about EABV and also provides means of  
reporting it in conjunction with the last artifact, an EABV Balanced Scorecard. 
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Fig. 2. EA Assessment Types 

3 Design Science Evaluation 

The evaluation of IT artifacts, which are in fact socio-technical entities within a cer-
tain environment, is of crucial importance [28, 29]. The purpose of this is to validate 
or confirm our artifacts respectively and hence our solution. It is necessary to justify 
the design and ensure that the intended approach satisfies the stakeholders. In its sim-
plest form, evaluating a novel IT artifact means just it is working or producing ade-
quate results [30]. 

In literature, we can find many different approaches for evaluations in a DSR context 
which are commonly bifurcating into ex ante and ex post evaluations. Thereby, ex ante 
evaluation happens before the decision to acquire or implement a new technology. A 
good example would be an investment decision. Such decisions are further classified in 
[31]. A whole evaluation framework is proposed in [32]. A classification of various eval-
uation methods based on a limited literature review is presented in [29]. By far the mostly 
employed method was the technical experiment to evaluate the technical performance 
rather than the real world performance. The reason for this lies in the specific selection of 
literature which delivers algorithms as most frequently built artifact type. The importance 
of utility and quality for artifact evaluation is highlighted in [33]. 

Nevertheless, what we did not find in the literature is an aggregated or combined 
evaluation, i.e. the evaluation of connected artifacts. These are not necessarily in a 
hierarchy as described in [34]. We therefore employ a method which also considers 
the actual organizational context in which we undertake our evaluation and the  
relationship between evaluated artifacts (cf. sec. 5). 
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3.1 Evaluation Perspectives 

Each stakeholder or stakeholder group respectively possesses a different view on each 
IT artifact, i.e. he or she would have different preferences, opinions, and uses for a 
particular artifact [28]. Generally spoken, each stakeholder has different expectations 
of the benefits he or she will receive. Meeting stakeholder expectations poses a great 
challenge because goals and motivations are not always transparent and once known 
we must satisfy the stakeholder needs. For this purpose, we identified several stake-
holder groups which are immediately affected by EA and are part of the EA assess-
ment. These groups are based on previous periodic assessments conducted by our 
corporate partner. EA Managers are concerned about the strategy and high-level im-
pact of EA. They are responsible for justifying the investments made and the overall 
quality of the EA outcome. EA Practitioners are Enterprise Architects at various lev-
els of experience and are concerned about delivering quality output that is used by the 
EA Customers for their projects and programs. The stakeholder groups and their ex-
pected benefits are outlined in Table 1. 

Table 1. Expected Stakeholder Benefits from EA 

Stakeholder Group Expected Benefits 

EA Managers 
• Positive ROI 
• Improved quality of EA function and corresponding output 
• Improved strategic decisions 

EA Practitioners 
• Reduced complexity in creating EA deliverables 
• Improved processes for service delivery 

EA Customers 
• Faster Time-to-Market for their services and products where EA 

services are consumed 
• Reduced complexity for their services and products 

 
This list of perceived and reported benefits from EA is certainly not exhaustive but 

should demonstrate what stakeholders want to get out of the EA function and is based 
on the results of our survey as well as the literature review. A list with the most often 
perceived EA benefits can be found in [1], another list of EA benefits is composed in 
[4]. An example how different stakeholder groups perceive different EA benefits is 
illustrated in Fig. 3. As we can see, expected benefits overlap from for the chosen 
stakeholder groups. The perspectives determine the relevant goals stakeholders have 
regarding the EA function. As one of the main drivers for EA, the Business-IT 
Alignment (BITA) has been a major concern in recent literature [35, 36] and  is a 
shared goal for all of our stakeholder groups. A more detailed take on stakeholder 
perception of EA is given in [37]. 

3.2 Evaluation Methods 

Evaluation of design-based solutions has two major challenges. Firstly, a single indi-
vidual cannot know all the criteria and constraints. Secondly, we must evaluate from 
different, sometimes conflicting, perspectives [38]. Before evaluating our approach, 
we need to choose the appropriate criteria to do so, e.g. functionality, completeness, 
consistency, accuracy, performance, reliability, usability, fit with organization, and  
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Fig. 3. Perspectives on EA benefits by stakeholder group 

others more [12]. Generally, these criteria are derived from the artifact objectives 
[13]. We choose our criteria based on the artifact objectives and requirements. As 
should be already clear, the evaluation context of the IT artifacts is an organizational 
one. Different output has different criteria for different perspectives, e.g. we can view 
our artifacts as either products or processes [32]. This leads to different perception of 
our chosen stakeholder group and therefore different evaluation criteria apply. We 
will discuss a criterion-based evaluation in the next section. 

4 Evaluation of the Enterprise Architecture Business Value 
Framework 

In this section, we explain our chosen evaluation method and describe how we ap-
plied it to our EABV assessment approach. 

4.1 Measurement and Analysis Infrastructure Diagnostic 

The Measurement and Analysis Infrastructure Diagnostic (MAID) method [39] was 
designed to gain insights about how good a measurement and analysis system works 
in terms of certain criteria. In other words, an organization’s data quality and means 
of information gathering and reporting can be assessed using this method. Conse-
quently, it is the evaluation method of choice for our purposes. This method offers 
four phases, namely Collaborative Planning, Artifact Evaluation, On-Site Evaluation 
and Report Results. It has to be noted that the artifact in stage three is not an IT arti-
fact in a DSR sense. 

As a result, the method produces a detailed report about an organization’s capabil-
ity in measurement and analysis. This is the first of the two main MAID objectives 
with the other making recommendations for improvement. MAID is a collaborative 
effort and assigns clear roles and responsibilities for the evaluation team and other 
stakeholders from the assessed organization. 
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4.2 MAID Application for the EABV Assessment Approach 

Having outlined the basic intent of MAID it is time to put it to action, i.e. we evaluate 
our EABV assessment approach. As we already mentioned in section 2, we have four 
different IT artifacts to assess EABV. We also outlined that there is little information 
about an aggregated evaluation in the DSR literature. When applying this method, we 
assess the whole approach based on chosen criteria and map them to the individual 
artifacts accordingly. MAID offers around 325 different criteria. Nevertheless, if an 
individual artifact needs to be evaluated even more detailed, we can choose additional 
criteria. The extent of such detailed evaluation has to be in accordance with the organ-
ization’s time and budget constraints and hence the choice of adequate criteria is a 
crucial task. We now take a closer look at the four main phases of MAID. 

Collaborative Planning 
In this phase, we first need to establish the scope of our evaluation. We want to identi-
fy the relevant business needs and objectives as well as what exactly is to be evaluat-
ed. In our case, we want to evaluate our IT artifacts. Furthermore, we need to deter-
mine the participating stakeholders that contribute to the evaluation as well as their 
tasks. Another crucial part is the evaluation plan and schedule where we define inputs 
and outputs and tailor the MAID method to our needs and requirements. Hereby, we 
also look at budget and time constraints. 

Artifact Evaluation 
Artifacts in this phase are all relevant measurement and analysis documents, tools, 
and data repositories. Consequently, DSR artifacts are considered as MAID artifacts 
and serve as input for the method since we want to evaluate them. 

We gather the relevant artifacts from the organizational context since our designed 
artifacts and their according output is already instantiated. We organize these artifacts 
and assign team members to evaluate them. The actual evaluation follows a criterion-
based rating scale. The results are then reviewed for quality purposes. Finally, we 
need to prepare for the next phase, the On-Site Evaluation where we diffuse infor-
mation material to support expert interviews and workshops following a detailed 
agenda. 

On-Site Evaluation 
This phase includes many meetings and interviews in order to examine relevant data 
repositories. Hereby, we kick off with an orientation meeting to ensure all stakehold-
ers or MAID team member respectively are on the same page and share a common 
understanding on how the evaluation will be conducted. During further meetings, the 
chosen criteria are rated as an outcome of the evaluation. 

Report Results 
The final phase of our evaluation starts off with the analysis of the On-Site Evaluation 
results. From these, we derive key findings and report them accordingly. The reports 
are structured and organized according to stakeholder and organizational needs. Based 
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on these findings, we are able to plan the next steps. In other words, we determine 
where we want to go next within our artifact build cycle. For example, we could find 
out that our artifact design was not adequate to capture all the desired information 
which means that we need to step back to the Design phase (cf. Fig. 1) before we can 
conduct another evaluation. 

Sample Criteria 
The number of different criteria is enormous so we just give a sample mapping of 
how one of our artifacts is evaluated using a selection of relevant criteria. The artifact 
evaluated is the EABV Measurement process which defines what and how we will 
extract information for the EABV assessment. A phase of this process is the actual 
measurement planning. Hence, we focus on the measurement and analysis (M & A) 
planning category on organizational level [40]. The selected criteria are illustrated in 
Table 2. Other categories for criteria are e.g. project specific ones. 

Table 2. Mapping of relevant criteria to the planning phase of the EABV Measurement Process 

Category 
/Level/Number 

Description 

M & A Planning  
Organizational 

Level 
 

1.2 Organizational business goals are defined and documented. 
1.3 Stakeholders of the business goals are explicitly defined. 

1.4 
Organizational business goals are expressed in measurable terms so 
progress toward achieving a goal can be assessed. 

1.6 A measurement plan is documented. 
1.8 The plan specifies the resources that are to be allocated for … 

1.8.1 … staffing M & A personnel. 
1.8.3 … data storage 
1.8.4 … reporting (communicating) 

1.9 Measurable business goals are documented in the plan. 
1.10 A structured approach is followed to develop performance measures 

and measurement indicators. 

5 Conclusion 

In this paper, we presented an approach to evaluate an EABV assessment effort in a 
DSR context. The evaluation happens within the Evaluation phase of our Artifact 
Build Cycle. For this purpose, adapted a method to measure and analyze our four IT 
artifacts, namely the EABV Framework, the EABV Model, the EABV Measurement 
Process and the EABV Balanced Scorecard. Since we have not only one artifact, we 
are able to conduct an aggregated criterion-based evaluation with MAID. The level of 
detail for each of the artifacts is determined by the stakeholders and can be adapted 
according to organizational needs such as time and budget. We presented a mapping 
of sample criteria for one of the artifacts to illustrate the basis of our aggregated eval-
uation while still allowing for a detailed individual evaluation. Our evaluation effort is 
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within an organizational context which allows us to incorporate valuable practitioner 
contribution along the insights gained from academic literature. 

With this contribution, we managed to answer the question on how to evaluate an 
EABV assessment approach in an organizational and DSR context. We conducted a pilot 
assessment and researchers as well as practitioners found it to be reasonable and feasible. 
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Ågerfalk, Pär J. 41
Anderson, Jack 21

Creedon, Fred 52

Donnellan, Brian 75, 88
Donnellan, Niall 75
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