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Abstract. Personalization aims to improve user’s searching experience by  
tailoring search results according to individual user’s interests. Typically, search 
engines employ two-level ranking strategy. Firstly, initial list of documents  
is prepared using a low-quality ranking function that is less computationally  
expensive. Secondly, initial list is re-ranked by machine learning algorithms 
which involve expensive computation. The proposed approach explores the 
second level of ranking strategy which exploits user information. In this  
approach, queries and search-result clicks are used to model the user interest  
profiles probabilistically. The user's history provides the prior probability that  
a user searches for a topic which is independent of user query. The document 
topical features are combined with user specific information to determine  
whether a document satisfies user's information need or not. The probability  
of relevance of each retrieved document for a query is computed by integrating 
user topic model and document topic model. Thus, documents are re-ranked  
according to the personalized score computed for each document. The proposed 
approach has been implemented and evaluated using real dataset similar to  
AOL search log dataset for personalization. Empirical results along with the 
theoretical foundations of the model confirm that the proposed approach shows 
promising results.  

Keywords: Information Retrieval, Personalization, Re-ranking, Probabilistic 
model, Topic model. 

1 Introduction  

Web Information Retrieval (IR) [4][27] process faces the problems of information 
mismatching and overcapacity. As the amount of information on the Web increases 
rapidly, it creates many new challenges for Web search. When the same query is 
submitted by different users, a typical search engine returns the same result, regard-
less of who submitted the query. However with the recent advent of click data [38], 
web search engine now personalize search results quite often. At the same time, user’s 
current interest for the same query may be different at different times, different plac-
es. The current web search approach may not be suitable for users with different in-
formation needs. For example, upon the query “java”, some users may be interested in 
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documents dealing with “java” as “a programming language” while some other users 
may want documents relating to “an island of Indonesia”. This kind of queries is re-
ferred to as an ambiguous query which mean to more than one category of results. For 
this kind of an ambiguous query, different users may have different search goals when 
they submit it to a search engine. However, it should not be treated as an ambiguous 
query. If it is possible for the search engine to derive user interests upon the query, 
then the user's intention becomes obvious. Personalized IR has become a promising 
area for disambiguating the web search query and therefore improving retrieval effec-
tiveness by modeling the user profile by using his/her interests and preferences. While 
many search engines take advantage of information about people in general, or about 
specific groups of people, personalized search [17] depends on a user profile that is 
unique to the individual. Often short queries are ambiguous which provides very little 
information to a search engine on which the most relevant Web pages among millions 
need to be selected. A user profile can be used to supplement information about the 
search that is currently being represented by the query itself. This information can be 
used to narrow down the number of topics/contexts to be considered while retrieving 
the results. This increases the likelihood of including the most interesting results from 
the user's perspective. Typically the commercial search engine such as Google uses 
cookies and location information in order to personalize advertisements and most 
likely search results as well. The main contribution of the proposed approach is to 
exploit the topics in addition to that of treating whole document and search history 
towards personalizing search.  

In this work, user’s search history, which is kept in a log format recording which 
queries the user has made in the past and which results he/she has chosen to view is 
utilized. This could be an important form of search context for the following reasons. 
First, a user’s background and interests can be learned from the user’s search history 
(e.g., by looking at the topics covered by the past queries). For example, if there have 
been a lot of queries like “car racing” and “Porsche club”, the user is probably inter-
ested in sports cars and “jaguar” is likely to mean the car. Second, from the users past 
(implicit) indication of document relevance, his/her reaction to the current retrieved 
documents implicitly provides an indication of his interests. For example, if the user 
searched with the same query “jaguar” before and clicked on Jaguar US’s homepage 
link, with high confidence it can be predicted that the user would do it again this time, 
and it makes good sense to list that webpage in the top. Even when there is no exact 
occurrence of the current query in history, still some similar queries would be helpful. 

2 Current Practice and Research 

When search query is issued, most of the search engines return the same results irres-
pective of the users’ interest because it lacks the existence of a semantic structure and 
hence it requires understanding of the information provided by the user. The follow-
ing reasons accumulate complexity of the search process. The process of identifying 
intention of the user becomes difficult due to information available about user are 
very limited. At the same time, users do not wish to express their interest explicitly. 
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They want information instantaneously on supplying search query. Most of the users 
supply inaccurate input keyword query which is imprecise. They often under specify 
their true information needs. Thus query becomes ambiguous which needs to be un-
derstood by the retrieval system. Hence, personalization [29] strategy needs to be 
adopted in order to solve these problems faced by the retrieval system.  

2.1 Related Work 

• Short-term and Long-term personalization: Short term personalization [20] 
describes a personalized search based on the current user session. This approach is 
shown to improve retrieval quality. Long term personalization [24] describes a per-
sonalized search based on the entire history of user search in order to learn about 
the long term user characteristics.  

• Session based personalization: Most of the personalized retrieval strategies do 
not distinguish between short term and long term user interests and make use of the 
whole search history to improve the search accuracy. Thus session based persona-
lization [23] learns user interests by aggregating concept-based short terms identi-
fied within related search sessions. 

• Query ambiguity prediction: Given an ambiguous query, it is either preferable to 
adapt the search result to a specific aspect that may be of the user’s interest or to 
predict multiple aspects in order to maximize the probability that some query as-
pect is relevant to the user. 

• Implicit user modeling: Typical retrieval systems lack user modeling and are not 
adaptive to individual users. Thus it is essential to infer a user’s interest from the 
user’s search context and use the inferred implicit user model for personalized 
search. In [37], the previous query has been exploited to enrich the current query 
and provide more search context to help disambiguation if two consecutive queries 
are related. This approach also infers user’s interest based on the summaries of the 
viewed documents. The computed new user model is then be used to rank the doc-
uments with a standard information retrieval model. 

• Collaborative personalization: In order to increase the user satisfaction towards 
online information search, search engine developers try to predict user preferences 
based on other user behavior. Thus, recommendations provided by the search en-
gines may support users at some extent. Collaborative personalization attempts to 
better understand whether groups of people can be used to benefit from persona-
lized search. The approach proposed in [15], combines individual’s data with that 
of other related people to enhance the performance of personalized search. The use 
of group information for personalization is termed as groupization. 

• Search interaction personalization: The approach presented in [8] incorporates 
user behavior data in order to improve the ordering of top results in real web search 
setting. It examines the alternatives for incorporating feedback into the ranking 
process and explores the contributions of search user feedback. The approach pre-
sented in [13] uses click-through information for improving web search ranking 
and it captures only one aspect of the user interactions with web search engines. 
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• Ontology based personalization: The approach presented in [2] attempts to per-
sonalize search results that involve building models of user context as ontological 
profiles by assigning implicitly derived interest scores to existing concepts in do-
main ontology and maintain the interest scores based on the user’s ongoing beha-
vior. This approach demonstrate that the semantic knowledge embedded in an on-
tology combined with long-term user profiles can be used to effectively tailor 
search results based on users’ interests and preferences. However, changes in user 
profiles over time needs to be captured in order to ensure the incremental updates 
to the interest scores accurately reflect changes in user interests. 

2.2 Problem Description 

30 users including undergraduate and postgraduate students of Government College 
of Technology, Coimbatore, India performed the task of retrieving documents that 
satisfy their needs. They were given list of keyword queries to be searched using the 
typical search engine. Some of the keywords and its intention behind those keyword 
queries with respect to different users have been given in Table 1. 

2.3 Proposed Approach Overview 

As the key issue with the abundance of online information is to find relevant web 
documents, personalization of content is the key to address this issue. This paper 
presents user profile model which incorporates user intent by analyzing user’s pre-
vious searches, issued queries and clicked information. It includes the modules as 
follows. (i) User profile information gathering, (ii) User topic modeling (iii) Matching 
of user topic model and document topic model to compute personalized relevance 
score for re-ranking the documents. 

Table 1. Diverse interest of search users 

Original 

query 

Intention on relevant documents 

User 1 User 2 User 3 

World cup Web pages mainly deal-

ing with the foodball 

championship  

Web pages mainly deal-

ing with the ICC cricket 

world cup 

Web pages mainly deal-

ing with the T20 cricket 

world cup 

India crisis Web pages dealing with 

the economic crisis in 

India 

Web pages dealing with 

the security crisis in India 

Web pages dealing with 

the job crisis in India 

Apple Web pages on Apple 

store 

Web pages on varieties of 

apple fruit 

Web pages on Apple OS 

updates and downloads 

The ring Web pages about Orna-

ment 

Web pages about the 

horror movie 

Web pages about circus 

ring show 

Okapi Pages related to animal 

giraffe  

Pages related to okapi 

African luxury hand bags 

Pages related to Informa-

tion retrieval model 

BM25 
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3 Proposed User Topic Modeling for Personalized Search 

Statistical language modeling for IR has emerged within the past several years as a 
new probabilistic framework for describing information retrieval processes. Language 
Modeling refers to the task of estimating a probability distribution that captures statis-
tical regularities of natural language use. Applied to IR, language modeling refers to 
the problem of estimating the likelihood that a query and a document could have been 
generated by the same language model, given the language model of the document 
and with or without a language model of the query. 

3.1 Probabilistic Approach for Personalization 

In this work a probabilistic model [7][21][1] is used for predicting the relevance of a 
document to a specific user with respect to a query. The user representation corres-
ponds to user-specific parameters for part of the model. The formalization assumes 
that there are only document-specific latent variables (i.e., document features), user 
specific latent variables (i.e., information need for the query), and combines them to 
determine whether a document's features satisfy the user's information need. The 
browsing history of users is obtained from the search logs and user profiles are gener-
ated from the browsing behavior. 

3.2 User Profile Modeling 

Personalization [25] aims to provide users with what they need without requiring 
them to ask for it explicitly. This means that a personalized IR system must somehow 
infer what the user requires based on either previous or current interactions with the 
user. θu is defined as a set of terms that the user has come across during the previous 
and current search and its probability of occurrence in user search session. The User 
Profile (UP) is built with the terms present in users search history. Typically user’s 
search history comprises the queries and documents clicked. The system obtains in-
formation on the user this way and infers what are user’s needs based on this informa-
tion. In order to apply the personalization approach, the probability distribution 
P(Tu|θu,q) as the probability that when issuing a query q, a user u is seeking informa-
tion on topic Tu. θu denotes the user-specific parameters i.e. user profile (UP) which 
possesses terms present in user search history. To obtain this conditional distribution, 
learn a user-independent language model P(q|T) and a user specific prior probability 
of the topic, P(T|θu), and then apply Bayes’ theorem as described in [7]. 
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Table 2. Sample user profile representation 

wi P(wi)
Computer  0.012  

Datastructure  0.02  
Programming  0.0011  

Instruction  0.001  
Algorithm  0.032  
Analysis  0.004  

 
Topic modeling [6] can be a good choice for IR based problems as low dimension-

al topical representation can well represent the user search preferences optimistically. 
Topical modeling using Latent Dirichlet Allocation (LDA) in [35] and Probabilistic 
Latent Semantic Analysis (pLSA) in [32][3] has been successfully applied. The sam-
ple user profile θu shown in Table 2. 

3.3 Training for User Interested Topic Identification  

The user topic model is trained on the Open Directory Project (ODP) corpus [5] 
[http://www.dmoz.org/]. In this work, topical categories from the top most level of the 
ODP are used. ODP screen shot shown in Fig. 1 includes 15 broad categories such as 
arts, games, home, health, etc. and its sub-categories.  
 

 

Fig. 1. ODP main page [http://www.dmoz.org/] 

From the user’s search history, it is assumed that a user's click on a document is 
equated with the observation rel(d,q) = 1 otherwise, rel(d, q) =  0 when there is lack of 
a click. It is assumed that the user's intended topic Tu is equal to the topic of the doc-
ument that they click on. Un-clicked pages were assumed as irrelevant to the user in 
[7]. But, it is not fair that treating un-clicked pages as irrelevant because it could be 
either relevant or irrelevant to the user. The problem of finding user’s negative prefe-
rences from un-clicked documents that are considered irrelevant to the user has been 
addressed by exploiting Spy Naïve Bayes (SNB) classifier [36]. The conventional 
Naïve Bayes requires both positive and negative examples as training data, while 
SNB require only positive examples.  
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Algorithm 1. Relevance_group_user (document d, query q) 
V(q) = set of users who have previously searched for q 
for each user v  
if v has clicked on document d for q 
     rel(d,q) = 1 
     else  
     rel(d,q) = 0 
number of users, who find d as relevant for q, ∑= ),( qdrelN   

 

The probability of relevance obtained from the relevance function is biased to-
wards the population of users those who usually search on the query using the search 
engine. Suppose V(q) = {v} be the set of users who have previously searched for 
query q and whose relevance feedback is used to train the ranking function. The prob-
abilistic model explicitly takes these users' intended topics into consideration when 
interpreting the probability of relevance computed by the ranking function. rel(d,q)  is 
the expected relevance with respect to the distribution of users who typically search 
for query q across all possible query intents. In order to avoid biasing, the modified 
rel(d,q) is estimated for each user as per the Algorithm 2. 

 

Algorithm 2. Relevance_individual_user (query q, document d, user u) 
D = set of documents retrieved for query q 
for each document d in D  
if document d is clicked by u for query q 
      rel(d,q) = 1 
      else  
          rel(d,q) = 0 
frequency of q in d 

 

In order to learn topics of interest from the users search profile and document top-
ics, the following Algorithms 3 & 4 have been implemented. 

 

Algorithm 3. Training_user_topic(q,d, θu) 
Input: query q in search log, doc d clicked for q by user u, user_profile θu) 
Output: Topics that are of interest for u 
for each query q in user’s search history 
        for each document d clicked by the user  
for each topic T in the ODP category 
                compute Tu by )|()|()(1())|((),|( TqPTPqTPqTP uu θδδθ −+=

 return (Tu) 
 

Algorithm 4. Finding_document_topic(q,D) 
Input: initial query q, retrieved documents D 
Output: Topic of the documents retrieved 
       for each document diϵD retrieved for the query q  
for each topic T in the ODP category 
                compute Td  by )()|()|( TPTdtPdTP i ∈=

 return (Td)  
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In order to compute Td, choose a topic T according to a multinomial distribution 
conditioned on document d for each term ti of document d in the training set. Then 
generate the word by drawing from a multinomial conditioned on topic T. In this way, 
documents can have multiple topics. Substituting the values of rel(d,q), distribution of 
query topics, topic of each document, probability of relevance of a document with 
respect to a query for a specific user is estimated and thus personalized re-ranking is 
computed. 

3.4 Exploiting User interest profile Model 

An essential component of personalized search is learning user’s interests. The search 
history for each user consists of the queries issued, the list of documents in the visible 
search results, and the list of documents clicked on by the user in response to each 
query.  Since personalization in IR aims at enhancing user’s knowledge by incorporat-
ing the user preferences and judgment into the retrieval models, the usage of implicit 
user interests and preferences has been identified so as to enhance current retrieval 
algorithms and anticipate limitations as World Wide Web (WWW) content keeps 
increasing, and user expectations keep growing and diversifying. Without requiring 
further efforts from users, personalization aims to compensate the limitations of user 
need representation formalisms such as the keyword-based or document-based repre-
sentations. Thus, User profile is modeled using the initial results set for a given query, 
Titles of each documents initially presented, extracted terms from full text, extracted 
terms from snippets, whether URL is clicked previously or not and Dwell time i.e. 
time spent in each web pages that were clicked already. The goal of user modeling for 
personalization system is to gain the capability to adapt specific search context of 
their preferences to better suit their needs.  
 

 

Fig. 2. User interested topic (Tu) vs. Document topic (Td) 

A model of information retrieval predicts and identifies what a user will find rele-
vant given the user query. IR Models like Boolean model provides exact matching of 
documents and query. Vector space models consider the index representations as well 
as query as vectors embedded in a high dimensional Euclidean space, where each 
term is assigned a separate dimension. A Language Model (LM) refers to the task of 

User profile u 

Compute user interested topic Tu 

Query q 

Retrieved documents D {d1,d2,…,dN} 

Compute topic of di i.e. Td 

Estimate KL-Divergence (Tu || Td) 
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estimating a probability distribution over all possible words in the document i.e. esti-
mating the likelihood that a query and a document could have been generated by the 
same language model, given the language model of document and query. In this work, 
Probabilistic model proposed in [7] has been adopted to describe document’s content 
by the topics. Also one more criterion is integrated into the basic retrieval model 
which is user profile represented by user interested topics. The discrete-valued va-
riables Td and Tu refer to the document's topic and the topic that the user is searching 
for, respectively. A document about topic Td is assumed relevant to a user looking for 
topic Tu if the following points are met: 

(1) Topic Td satisfies users with information need Tu. Use Kullback-Leibler  
Divergence (KL-D) [28] between these two contextual models i.e. Td and Tu to 
measure the similarity between two contexts. It is unlike exact matching instead 
matching based on the topicality of the information known already. KL-D me-
tric quantifies the information gain between two probability distributions. It  
also measures the divergence of probability distribution of a topic in the docu-
ment (Td) to its distribution in the user interested topics (Tu). The lesser the di-
vergence from Tu, the more informative the topic is for document Td. The KL-D 
value of a topic t in document and user interest is given as shown in Eq. (2). 
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where P(Td(t)) is the probability of topic t in document topic model Td and 
P(Tu(t)) is the probability of topic t in user topic model Tu.  

(2)  Given that the document's topic matches that of the user’s search intent i.e. 
user’s topic, the document is relevant to the query based on Eq. (3). 
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where, α is a weighting parameter that lies between 0 and 1, P(qi|Tu) is the 
probability of the word in the user interested topic model i.e. the user indepen-
dent query topic model learned, P(qi|Td) is the probability of the word in the 
document topic model. 

Proof: KL Divergence (KL-D) of two documents 
Let P(Td(t)) and P(Tu(t)) be two probability distributions of a discrete random varia-
ble. The KL-D is only defined if P(Td(t)) and P(Tu(t)) both sum to 1 and if P(Tu(t)) > 0 
for any t such that P(Td(t)) > 0.  

In order to compute KL-D, a document d is observed as discrete distribution of 
|d| random variables, where |d| is the number of words in the document. Let d1 and d2 
be two documents for which we want to calculate their KL-divergence. It is run into 
two problems: 

─ Compute the KL-divergence twice due to asymmetry: KL-D(Td||Tu) and KL-D(Tu||Td). 
─ Due to the constraint for defining KL-D, calculations must only consider words 

occurring in both d1 and d2. 
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3.5 Personalized Re-ranking Process 

Typically, there are two variants of user context information [37] to model user’s 
search experience. Firstly, the short-term context which emphasizes that the most 
recent search is most directly close to the user’s current information need. Successive 
searches in a session usually have the same context. However, detecting a session is a 
difficult task. Secondly, the long-term context which assumes that user will have their 
interests over a long time. It means that the past search may have some impact on 
current search. Re-ranking of the results reflects the most relevant results for the user. 
It is a process of re-ordering the retrieved results based on combination of short-term 
and long-term user preferences. Re-ranking computation performs the following two 
processes. They are, 

─ Calculating personalized score for document 
─ Generating personalized result set 

3.5.1  Personalized Score 
The personalized relevance score for each document d for a query q is computed for a 
user u who issued query q as follows: 

─ Compute the topic Tu of user interest 
─ Retrieve all the documents d1, d2,……., dN for query q from a traditional search 

engine 
─ Compute the topic Td of each document 

The conditional distribution P(T|d) specifies the topic of each document. This 
distribution could be estimated using techniques described in [36][32][3] in order to 
predict the ODP category for each web document. Typically, for the given query q 
and the user profile θu, in order to find the relevant documents, the documents are re-
ranked by P(D|Q,θu) using Bayes’ theorem as shown in Eq. (4). 
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The personalized score is computed for each user incorporating his/her interest and 
preferences. Let D be the set of documents returned by the search engine. The rank of 
each document D returned for a query Q for user u is computed by integrating topic 
model and user model as shown in Eq. (5).  
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where, β is a weighting parameter that lies between 0 and 1, P(qi|θu)  is the probability 
of the word from the user interest profile model, P(qi|D) is the probability of the word 
from the documents retrieved i.e. document model.  

3.5.2  Personalized Result  
Search engines always return millions of search results and thus it is essential to re-
order results to facilitate users to find documents what they want. Re-ordering web 
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search results is assumed as an application of user interest modeling. The initial doc-
uments retrieved for the query by the search engine can be re-ranked according to the 
personalized score computed. The documents are then scored based on the probability 
P(Q|D,θu) and arranged based on descending order of the personalized score. 

4 Experimental Setup  

4.1 Dataset Description 

The dataset used in this work is similar to AOL search log [12] which possesses im-
plicit feedback in the form of click-through data collected by a search engine and it is 
released for research purpose. The AOL Search Data is a collection of real query log 
data that is based on real users. The data set consists of 20M web queries collected 
from 650k users over the period of three months. 

Table 3. Statistics about AOL search log dataset 

Number of lines of data 36,389,567 
Number of instances of new queries (with or without  
click-through data) 

21,011,340 

Number of requests for “next page” of results 7,887,022 
Number of user click-through data 19,442,629 
Number of queries without user click-through data 16,946,938 
Number of unique queries 10,154,742 
Number of users log 657,426 

4.2 Baseline Approaches 

The following approaches have been considered for comparing the proposed persona-
lization model to assess the performance improvements. 

Best Matching 25 (BM25). BM25 (Best Matching) [31] is a bag-of-words retrieval 
function that ranks a set of documents based on the query terms appearing in each 
document, regardless of the inter-relationship between the query terms within a doc-
ument. Given a query Q, containing keywords q1, q2,…,qn, the BM25 probabilistic 
ranking function of a document D is computed as shown in Eq. (6). 
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where, tfi is qi’s term frequency in document D, |D| is the length of the document D in 
terms of number of words, avgdl is the average document length in the dataset. k1 and 
b are tuning parameters. k1 has little effect on retrieval performance, b is a document 
length normalization parameter to be ranging within 0-1. 
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 where, N is the total number of documents in the dataset and dfi is the number of 
documents containing the query qi. 

Rocchio Algorithm. This approach uses relevance feedback [14] to improve retrieval 
performance. Rocchio algorithm incrementally modifies the query by adding terms 
from the explicit relevance feedback. The typical Rocchio approach has been mod-
ified for comparison for work in personalized search. In order to construct the user 
profile, past queries Qn entered by the user and its associated clicks as relevance feed-
back RFn has been used. Thus, terms from RF1…n is extracted to compute their fre-
quencies, which in turn represented as )},(),...,,(),...,,(),,{(

21 21 ni wnwiww tfwtfwtfwtfw

where iw is a word in RFn and 
iwtf is the frequency of occurrence of iw . Then, the 

set of documents D returned by the search engine for a query Q is re-ranked by the 
personalized score computed as shown in Eq. (8). 
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where Qwi

tf , is the term frequency of word wi in query Q, UPwi
tf , is the term frequency 

of wi in user profile UP, Dwi
tf , is the term frequency of wi in document D, and |Q|, 

|UP|,|D| are the length of the query i.e. number of words in Q, length of the user pro-
file i.e. number of words in UP, length of the document i.e. number of words in D 
respectively. Thus, the documents retrieved for the initial query are then re-ordered 
based on the score computed. 

Document Language Model (LM) Approach. In exploiting LM [37][19], the user 
profile is learned by collecting words and their probabilities from the implicit relev-
ance feedback for all the training queries. In order to re-rank the retrieved documents, 
retrieve top few results from the traditional search engine and then re-order them 
based on the score computed as given in Eq. (9). 
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where P(qi|UP) is the probability of the word qi in user profile, P(qi|D) is the probabil-
ity of the word in the document and α is a weight tuning parameter which takes values 
between 0 and 1. 

Query Language Model Approach. In this approach, the probability of the word in 
user profile is smoothed with a general LM estimated from a large number of queries 
from the query log as given in Eq. (10). 

       )|()1()|()|( QueryLogqPUPqPUPqP iii ββ −+=               
(10) 
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where P(qi |QueryLog) is the probability of the word qi in the search query log and β 
is a weight tuning parameter which takes values between 0 and 1. 

4.3 Evaluation Metrics 

The re-ranking algorithms proposed in this work have been evaluated using a variety 
of accepted IR metrics [4][27]. 

─ Precision: This measures the accuracy of the retrieved results. Precision defines 
the fraction of retrieved documents that are labeled as relevant i.e. documents 
ranked in the top n results that are found to be relevant. If the documents within the 
top k are irrelevant, then this measures the user satisfaction with the top k results. 
 

                    
k

kamongretrieveddocrelevantof
kP

_____#
@ =                        (11) 

─  Recall: This measures the coverage of the relevant documents in the retrieved 
results. Recall defines the fraction of relevant documents that are retrieved. 

               documentsrelevantoftotal
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__#

_____#
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(12) 

─ Interpolated precision: The interpolated precision (PInterpolated) at a certain recall 
level r is defined as the highest precision found for any recall level r’ ≥ r. 

                      
)'(max)( ' rPrP rredInterpolat ≥=

                                          

(13) 

─ Mean Reciprocal Rank (MRR): The mean reciprocal rank is the average of the 
reciprocal ranks of results for a sample of queries Q. Consider the rank position k 
of first relevant document, Reciprocal Rank score =1/k. MRR is the mean of reci-
procal rank across multiple queries given by Eq. (14). 
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─ Normalized Discounted Cumulative Gain (NDCG): Precision and Mean Aver-
age Precision can only handle cases with binary judgment i.e. relevant or irrele-
vant. To measure the ranking quality accurately, Discounted Cumulative Gain 
(DCG) [18] has been used. DCG is a measure that gives more weight to higher 
ranked documents by discounting the gain values for lower ranked documents. 
This measure the usefulness of a retrieved document based on its position in the re-
sult list. The ranked results are examined from top ranked results to lower for a 
given query. The highly relevant documents appearing lower in search result list 
will be penalized by reducing relevance value ri logarithmically proportional to the 
position of the result. The DCG accumulated at a particular rank position N is de-
fined as given in Eq. (15). 
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where ri is an integer relevance label (0= “Bad” and 5= “Perfect”) of result re-
turned at position i. “Bad” documents do not contribute to the sum, thus will re-
duce DCG for the query pushing down the relevant labeled documents, reducing 
their contributions. Since search result lists vary in length depending on the query 
issued to the search engine, the results of one query cannot be consistently com-
pared with the results returned to another query using DCG measure.  In order to 
normalize DCG, sort documents of a result list by the order of relevance to produce 
the maximum possible DCG till the position K i.e. termed as ideal DCG (IDCG). 
The normalized DCG is computed using Eq. (16). 

K

K
K IDCG

DCG
NDCG =

                                               

(16) 

5 Result Analysis 

5.1 Experimental Design 

The data for each user consists of queries and their corresponding clicked URLs. The 
training data is used for learning user profile and testing data is used for evaluating 
the approaches.  

Training: The search results returned by the traditional search engine for the past 
queries are collected. The corresponding top documents/snippets from the search en-
gine are extracted using a plug-in and then used for learning user profile. 

Testing: The top N results returned by the traditional search engine are collected. 
These results are then passed to the personalized re-ranking process. This process then 
re-scores the results and returns the re-ranked results. The top N results from the re-
ranked results are compared with the relevance judgment. Thus, the performance of 
the re-ranking approach is evaluated. 

The AOL dataset contains only the URL of clicked documents. It does not contain 
the actual document content. Hence, the real dataset has been generated and used for 
the experimental evaluation. The experiments were carried out on a dataset consisting 
of 50 users. Each user was asked to submit number of queries to traditional search 
engine. For each query, they were further asked to examine the top 20 results in order 
to identify the set of relevant documents.  

Table 4 gives the sample statistics of the real dataset of 10 users. The document 
collection consists of top 20 documents for each query from the search engine which 
is typically assumed to be assessed by the user while retrieving the relevance of the 
documents. The total size of the document collection is 14265 documents excluding 
‘.ppt’, ‘.pdf’ and ‘.doc’ formats. The commercial search engine is used in order to 
retrieve initial set of results matching the query. The proposed implementation is si-
mulated using Lucene based IR system (http://lucene.apache.org/). 
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In order to construct the user profile, divide the search history of each user into two 
groups in such a way that each of which possesses equal number of search queries. 
For example, User 1 searched for 43 different queries, divide his/her search log into 2 
sets with 21 queries each approximately. Then, user profile is learned for first set. The 
second set is used for testing purpose. 

 

 

Fig. 3. Experimental setup for evaluation 

In order to learn the user interest profile, the past search queries issued and its cor-
responding relevant documents are assumed. Performance is calculated during testing. 
In testing, user was asked to enter the query. Subsequently, re-ranked set of docu-
ments is generated using the proposed approach using user profile learned from first 
set of queries. Accordingly, precision at top k, MRR and NDCG are measured to 
show the performance improvement over baseline systems.     

Table 4. Sample real dataset statistics (10 Users) 

User 
# of Que-

ries 
Total # of relevant 

documents 
Average # of rele-
vant documents 

User 1 43 225 5.23 
User 2 39 125 3.21 
User 3 63 295 4.68 
User 4 62 188 3.03 
User 5 37 190 5.14 
User 6 28 91 3.25 
User 7 45 173 3.84 
User 8 31 96 3.10 
User 9 51 240 4.71 
User 10 39 128 3.28 

Search log 

Retrieved 
results

Personalized Re-ranking 
Process 

Re-ranked 
results

Relevance 
Judgment 

Compare top k 
result 

P@k, MRR, NDCG 
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5.2 Parameter Tuning 

The performance of the proposed method is sensitive to the choice of α and β parame-
ters. These parameters needs to be tuned as there are two ranking combination 
schemes shown in Eq. (3) and Eq. (5) to be used. The parameter α determines the 
weight of the user interested topic model (Tu) and document topic model (Td) while β 
parameter determines the weight of the user interest profile model (θu) and document 
model (D). Taking the top 10 search results as an instance, we give a range of values 
for α and β and compare the relative improvement in Precision, MRR, and NDCG. 
We compare the two ranking combination schemes and the results are shown in Fig. 4 
and Fig. 5 respectively. With regard to the proposed scheme, as long as α and β value 
is big enough, the improvement in IR measures stay around the maximum value with-
out much diminishing change. Although the optimum value of α and β is hard to for-
mulate, the empirical results show that if we simply re-rank totally by user interest 
profile model (θu) and user interested topic model (Tu), the improvement in Precision, 
MRR, and NDCG is very close to the maximum value that can be achieved.  
 

 

Fig. 4. α Parameter tuning on Eq. (3) for 5 queries at top 10 search results 

 

Fig. 5. β Parameter tuning on Eq. (5) for 5 queries at top 10 search results  

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.2 0.4 0.6 0.8 1 1.2

A
cc

ur
ac

y 
Im

pr
ov

em
en

ts

α - Value

Precision

MRR

NDCG

0.1

0.2

0.3

0.4

0.5

0.6

0 0.2 0.4 0.6 0.8 1 1.2

A
cc

ur
ac

y 
Im

pr
ov

em
en

ts

β - Value

Precision

MRR

NDCG



76 K. Veningston and R. Shanmugalakshmi  

 

From the Fig. 4 and Fig. 5, it is noted that the results of the combination of differ-
ent models is getting better when the values of α and β is sufficiently large. Initially β-
value was set 0.5 while tuning the α-value and then α-value was set 0.7 while tuning 
the β-value.  Thus, it is implied that α and β values 0.7 and 0.85 respectively yields 
better accuracy on an average. 

5.3 Evaluation on Real Dataset 

Experiments have shown that the proposed personalization approach (TU) achieve 
better results over baseline methods. The rich representation of user interest model 
served as a fine user search context model which capture user search goal accurately. 
Thus, bring the relevant documents in the first few results. 

Table 5. MRR and Precision at top-k results for 10 queries 

Method MRR@5 P@5 P@10 
Best Matching (BM25) 0.239 0.3607 0.2914 
Rocchio algorithm  0.305 0.4322 0.3783 
Document Language Model approach (LMD) 0.332 0.473 0.4145 
Query Language Model approach (LMQ) 0.371 0.5118 0.447 
Proposed integrated topic model and user 
model approach (TU) 

0.428 0.5605 0.4926 

 
Table 5 shows the MRR obtained at top 5 results and Precision obtained at k ϵ 5, 

10 for 10 different queries. It is observed that the performance of the proposed TU is 
found to be better compared to that of the baseline systems. Fig. 6 shows the precision 
- recall curve obtained for 10 different queries. The performance improvement has 
been observed in terms of accuracy and coverage of retrieved results.  

 

 

Fig. 6. Precision Vs. Recall obtained for 10 queries 

Fig. 7 shows NDCG obtained at k ϵ 1, 2, 3,..., 10 for 10 different queries. It is ob-
served that the performance of the proposed TU is found to be consistently better 
compared to that of the baseline systems. It is observed that the proposed method 
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shows performance improvement over baseline methods on real dataset by bringing 
the highly relevant documents in first few results. Thus, increased NDCG values at 
first 10 results means that the proposed method ranks documents appropriately incor-
porating user search context in order to satisfy users with relevant documents. 
 
 

 

Fig. 7. NDCG at K obtained for 10 queries 

6 Conclusion 

Personalization has been performed at client side by re-ranking the results returned by 
the traditional search engine. The distribution of user topics and probability distribu-
tion of document topics have been estimated to calculate the personalized score in 
order to observe the relevance of documents. The documents are then re-ranked ac-
cording to the score obtained. There is merit in locally generating a topic model, and 
then locally filtering and re-ranking search results, as this approach can work even 
when cookies are not accepted or deleted by the browser to maintain privacy. Howev-
er, it is inferred that still there is a gap existing in the process of user profile informa-
tion capture and representations.  
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