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Preface

This volume contains the papers presented at MIKE 2014: The Second Inter-
national Conference on Mining Intelligence and Knowledge Exploration held
during December 10-12, 2014, at University College Cork, National University
of Ireland, Cork, Ireland (http://www.mike.org.in/2014/). There were 69
submissions from 35 countries and each qualified submission was reviewed by a
minimum of two Program Committee members using the criteria of relevance,
originality, technical quality, and presentation. The committee accepted 22 pa-
pers for oral presentation (acceptance rate: 31.88%) and 12 papers for short
presentation at the conference. We also had eight presentations in the doctoral
consortium.

The International Conference on Mining Intelligence and Knowledge Explo-
ration (MIKE) is an initiative focusing on research and applications on various
topics of human intelligence mining and knowledge discovery. The primary goal
was to present state-of-art scientific results, to disseminate modern technologies,
and to promote collaborative research in mining intelligence and knowledge ex-
ploration. At MIKE 2014, specific focus was placed on the “Business Intelligence”
theme.

Human intelligence has evolved steadily over several generations, and today
human expertise is excelling in multiple domains and in knowledge-acquiring
artifacts. MIKE’s primary objective is to focus on the frontiers of human intel-
ligence mining toward building a body of knowledge in this key domain.

The accepted papers were chosen on the basis of their research excellence,
which provides a body of literature for researchers involved in exploring, devel-
oping, and validating learning algorithms and knowledge-discovery techniques.
Accepted papers were grouped into various subtopics including information re-
trieval, feature selection, classification, clustering, image procesing, network se-
curity, speech processing, machine learning, recommender systems, natural lan-
guage processing, language, cognition and computation, and business intelli-
gence. Researchers presented their work and had ample opportunity to interact
with eminent professors and scholars in their area of research. All participants
benefitted from discussions that facilitated the emergence of new ideas and ap-
proaches. The authors of short/poster papers presented their work during a
special session and obtained feedback from thought leaders in the discipline.

A large number of eminent professors, well-known scholars, industry leaders,
and young researchers participated in making MIKE 2014 a great success. We
express our sincere thanks to University College Cork for allowing us to host
MIKE 2014.

We were pleased to have Prof. Ramon Lopaz de Mantaras, Artificial Intel-
ligence Research Institute, Spain, Prof. Mandar Mitra, Indian Statistical Insti-
tute (ISI), Kolkata, India, Prof. Pinar Ozturk, Norwegian University of Science
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and Technology, Norway, Prof. Anupam Basu, Indian Institute of Technology,
Kharagpur, India, and Dr. Santiago Ontanon, Drexel University, USA, serving
as advisory chairs for MIKE 2014.

Several eminent scholars, including Prof. Sudeshna Sarkar, Indian Institute
of Technology, Kharagpur, India, Prof. Paolo Rosso, Universitat Politecnica de
Valencia, Spain, and Prof. Nirmalie Wiratunga, Robert Gordon University, Ab-
erdeen, Scotland, delivered invited talks on learning and knowledge exploration
tasks in various interdisciplinary areas of intelligence mining. Dr. Donagh Buck-
ley, Head of EMC? Research Europe, delivered a keynote address on the leading-
edge R&D being undertaken in his organization at present. Dr. Amitava Das,
University of North Texas, USA, and Prof. Erik Cambria served as the co-
organizers of a workshop focusing on the “Automatic Understanding of Creativ-
ity in Language (Creative-Lingo),” which was sponsored by Science Foundation
Ireland. Leading practitioners from top-tier technology organizations partici-
pated in this very successful workshop.

We are very grateful to all our sponsors, especially EMC research Europe, Ire-
land, Scientific Foundation Ireland (SFT), SAS, the School of Business and Law,
University College Cork, Ireland, Cork Convention Bureau for their generous
support of MIKE 2014. We would especially like to thank the local organizing
team for their efforts in making MIKE 2014 such a success.

We thank the Program Committee and all reviewers for their timely and
thorough participation in the reviewing process. We also thank Mr. Muthuvi-
jayaraja of VHNSN College for his great support. We appreciate the time and
effort put in by the local organizers at Business Information Systems, espe-
cially the support from the members of the Financial Services Innovation Center
(FSIC), who dedicated their time to MIKE 2014. Finally, we acknowledge the
support of EasyChair in the submission, review, and proceedings creation pro-
cesses. We are very pleased to express our sincere thanks to Springer, especially
Alfred Hofmann, Anna Kramer, and Abier El-Saeidi for their faith and support
in publishing the proceedings of MIKE 2014.

October 2014 Rajendra Prasath
Philip O’Reilly
T. Kathirvalavakumar
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An Effective Term-Ranking Function
for Query Expansion Based on Information
Foraging Assessment

Ilyes Khennak, Habiba Drias, and Hadia Mosteghanemi

Laboratory for Research in Artificial Intelligence,
USTHB, Algiers, Algeria
{ikhennak,hdrias,hmosteghanemi}@usthb.dz

Abstract. With the exponential growth of information on the Inter-
net and the significant increase in the number of pages published each
day have led to the emergence of new words in the Internet. Owning
to the difficulty of achieving the meaning of these new terms, it be-
comes important to give more weight to subjects and sites where these
new words appear, or rather, to give value to the words that occur fre-
quently with them. For this reason, in this work, we propose an effective
term-ranking function for query expansion based on the co-occurrence
and proximity of words for retrieval effectiveness enhancement. A novel
efficiency /effectiveness measure based on the principle of optimal infor-
mation forager is also proposed in order to evaluate the quality of the
obtained results. Our experiments were conducted using the OHSUMED
test collection and show significant performance improvement over the
state-of-the-art.

Keywords: Information retrieval, information foraging theory, query
expansion, term proximity, term co-occurrence.

1 Introduction

The performance and quality of a retrieval system is measured on the basis of
effectiveness and efficiency [1]. From the theoretical standpoint, the effectiveness
is indicated by returning only what user needs and efficiency is indicated by
returning the results to the user as quickly as possible [7]. From the practical
standpoint the effectiveness, or relevance, is determined by measuring the pre-
cision, recall, etc., and efficiency is determined by measuring the search time
[5]- Reliance on these two measures varies from one community to another. The
information retrieval community, for example, is focusing too much on the qual-
ity of the top ranked results while the artificial intelligence community, which
started paying attention to information retrieval, ontologies and the Semantic
Web [9], is focusing on the retrieval process cost. Accordingly, and in order to
establish consensus between communities and adopt both effectiveness and ef-
ficiency measures, the Information Foraging Theory has been proposed to do
SO.

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 1-10, 2014.
© Springer International Publishing Switzerland 2014



2 I. Khennak, H. Drias, and H. Mosteghanemi

We introduce in the first part of this study the basic principles and concepts
of information foraging theory which is employed later in the experimental sec-
tion to evaluate the retrieval systems. The second part is devoted to presenting
and discussing our suggested approach for improving retrieval performance. The
main goal of this suggested method is to propose a novel term-ranking func-
tion for query expansion based on the co-occurrence and proximity of words.
This approach assigns importance, during the retrieval process, to words that
frequently occur in the same context. Relying on this principle came as a result
of the studies carried out recently concerning the evolution and growth of the
Web. All of these studies have shown an exponential growth of the Web and
rapid increase in the number of new pages created. This revolution, which the
Web is witnessing, has led to the appearance of two points:

- The first point is the entry of new words into the Web which is mainly due
to: neologisms, first occurrences of rare personal names and place names,
abbreviations, acronyms, emoticons, URLs and typographical errors [6].

- The second point is that the users employ these words during the search [3].

Out of these two points which the web is witnessing and due to the difficulty,
or better, the impossibility to use the meanings of these words, we proposed
a method based on finding the locations and topics where these words appear,
and then trying to use the terms which neighbor and occur with the latter in
the search process. We will use the best-known instantiation of the Probabilistic
Relevance Framework system: Okapi BM25, and the Blind Relevance Feedback:
Robertson/Sparck Jones’ term-ranking function as the baseline for comparison,
and evaluate our approach using OHSUMED test collection.

In the next section, we will introduce the information foraging theory. The
BM25 model and the Blind Feedback approach are presented in Section 3. In
Section 4 we will explain our proposed approach and finally we will describe our
experiments and results.

2 Information Foraging Theory

The information foraging is a theory proposed by [8]. It is becoming a popular
theory for characterizing and understanding web browsing behavior [4]. The
theory is based on the behavior of an animal deciding what to eat, where it can be
found, the best way to obtain it and how much energy the meal will provide. The
basis of foraging theory is a cost and benefit assessment of achieving a goal where
cost is the amount of resources consumed when performing a chosen activity
and the benefit is what is gained from engaging in that activity. Conceptually,
the optimal forager finds the best solution to the problem of maximizing the
rate of benefit returned by effort expended given the energetic profitabilities
of different habitats and prey, and the costs of finding and pursuing them. By
analogy, the optimal information forager finds the best solution to the problem
of maximizing the rate of valuable information gained per unit cost. Pirolli and
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Card [8] expressed the rate of valuable information gained per unit cost, by the
following formula:

= (1)

Where:
R, is the rate of gain of valuable information per unit cost,
G, is the ratio of the total amount of valuable information gained,
T, is the total amount of time spent.

In order to adopt both effectiveness and efficiency measures during the ex-
perimentation phase, we propose to evaluate and compare the quality of the
results obtained by our suggested approach relying on the principle of optimal
information forager and using the basis of the rate R, where G and T represent
respectively the total number of relevant documents returned by the retrieval
system, and the total amount of search time.

3 Probabilistic Relevance Framework

The probabilistic Relevance framework is a formal framework for document re-
trieval which led to the development of one of the most successful text-retrieval
algorithms, Okapi BM25. The classic version of Okapi BM25 term-weighting
function, in which the weight w?%25 is attributed to a given term ¢; in a docu-
ment d, is obtained using the following formula:

t
wBM25 — f p wRSI 2)
E((1=b)+b t
(=0 +0 ) tf
Where:
tf, is the frequency of the term ¢; in a document d;
k1, is a constant;
b, is a constant;
dl, is the document length;
avdl, is the average of document length;
w37 is the well-know Robertson/Sparck Jones weight [10]:

7 )

wiST — log (ri +0.5)(N — R — n; +r; +0.5)
' (n; —r; + 0.5)(R — r; 4 0.5)

Where:

N, is the number of documents in the whole collection;

n;, is the number of documents in the collection containing ¢;;
R, is the number of documents judged relevant;

4, is the number of judged relevant documents containing ¢;.
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The RSJ weight can be used with or without relevance information. In the
absence of relevance information (the more usual scenario), the weight is reduced
to a form of classical idf:

N —n; +0.5
wPF =1 mit

4
n; + 0.5 ( )

The final BM25 term-weighting function is therefore given by:

wBM5 tf ; log N;?ﬁg;).f) )
ki((1—b)+ bavdl) +tf

The similarity score between the document d and a query ¢ is then computed
as follows:
Scorepmas(d, q) = Z wPM (6)

ti€q

During the interrogation process, the relevant documents are selected and ranked
using this similarity score.

3.1 Blind Relevance Feedback for Query Expansion

One of the most successful techniques to improve the retrieval effectiveness of
document ranking is to expand the original query with additional terms. Many
approaches have been proposed to generate and extract these additional terms.
The Blind Relevance Feedback (or the Pseudo-Relevance Feedback) is one of
the suggested approaches. It uses the pseudo-relevant documents to select the
most important terms to be used as expansion features. In its simplest version,
the approach starts by performing an initial search on the original query using
the BM25 term-weighting and the previous document-scoring function (formula
6), suppose the best ranked documents to be relevant, assign a score to each
term in the top retrieved documents using a term-scoring function, and then
sort them on the basis of their scores. One of the best-known functions for term-
scoring is the Robertson/Sparck Jones term-ranking function, defined by formula
3. The original query is then expanded by adding the top ranked terms, and re-
interrogated by using the BM25 similarity score (formula 6), in order to get more
relevant results.

4 The Closeness and Co-occurrence of Terms for
Effectiveness Improvement

The main goal of this work is to return only the relevant documents. For that
purpose, we have introduced the concept of co-occurrence and closeness, during
the search process. This concept is based on finding for each query term the
documents where it appears, and then assess the relevance of the terms contained
in these documents to the query term on the basis of:
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1. The co-occurrence, which gives value to words that appear in the largest
possible number of those documents.

2. The proximity and closeness, which gives value to words in which the distance
separating them and the query term within a document is small.

We started our work by reducing the search space through giving importance to
documents which contain at least two words of the initial query. The following
formula allows us to select the documents that contain at least two words of
the query, i.e. to pick out any document d whose Scorep;_pn25 to a query g is
greater than zero:

i#]
Scorepi—pm25(q,d) = Z (WM 4 wPM?) (7)
(tirtj)€q

As mentioned previously, we will find the terms which often appear together
with the query terms. Finding these words is done via the measurement of the
external distance of each term ¢; of the R.’ vocabulary to each term 27 of the
query ¢ (R., is the set of documents returned by using the formula (7) ). This
distance computes the rate of appearance of ¢; with ¢;  in the collection of
documents R.. In the case where ¢; appears in all the documents in which ¢;,
occurs, the value of the external distance will be 1.0; and in the case where ¢;
does not appear in any of the documents in which ¢; , occurs, the value of the
external distance will be 0.0. Based on this interpretation, the external distance

ExtDist of t; to t;, . is calculated as follows:

J(@)
) 1
ExtDZSt(ti,tj(q)) = [ Z T(ik) * x(jak)] (8)
Z '/I;(Jsk) dkeRc
drE€R.
Where:
. 1if t; € dk s
TR = 0 else.

dy, is a document that belongs to R..

The total external distance between a given term t; and the query ¢ is esti-
mated as follows:

ExtDist(ti,q) = Y _ ExtDist(t; t;,) (9)
tigg) €4

In the second step, we will find the terms which are often neighbors to the query

terms via the measurement of the internal similarity between each term ¢; of Vg

(Vg is the vocabulary of R.) and each term tj,, of the query g. This similarity,

which takes into consideration the content of documents, computes the similarity

between ¢; and t;,,, within a given document d in terms of the number of words
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separating them. The more {; is close to ¢;,, the greater is its internal similarity.
For this purpose, we used the well-known Gaussian kernel function to measure

the internal similarity IntDist between ¢; and ¢;,, within a given document d:

—(i —j)z} (10)

IntDist g (ti,tj,, ) = exp { 902

Where:
i (resp. j) , is the position of the term ¢; (resp. t
o, is a parameter to be tuned.

i) ) in d,

The terms ¢; and ¢, may appear more than once in a document d. Therefore,
the internal distance between the term pair (t;,; ) is estimated by summing all

possible IntDist(q) between t; and ¢ Thus, the preceding formula becomes:

—<z’—j>2}

202

Ja)
IntDist()(ti, tj,) = > exp{ (11)

occ(ti,tj(q) )

Where:

occ(ti, tj,, ), is the number of occurrences of ¢; in d multiply by the number of
occurrences of ¢; .
The average internal similarity between ¢; and t; . in the whole R is then

J(a)
determined as follows:

Z ITLtD’iSt(dk) (ti, tj)

IntDist(t;, t;,,,) = " (12)

Z L(4,k)

dr€R.

The following formula calculates the total internal similarity between a given
term ¢; and the query g :

IntDist(ti,q) = > IntDist(ti,t;,) (13)
tj(q)eq

Finally, in order to compute the total similarity (Dist), the values of ExtDist
and IntDist were normalized between 0 and 1. The overall similarity between
t; and g is obtained using the following formula:

Dist(t;,q) = AExtDist(t;,q) + (1 — A IntDist(t;, q) (14)

Where:
A, is a parameter to adjust the balance between the external and internal simi-
larities (A € [0, 1]).

Using formula (14), we evaluate the relevance of each term ¢ € Vi with respect
to the query ¢. Then we rank the terms on the basis of their relevance and add
the top ranked ones to the original query q. Based on the BM25 similarity score,
we retrieve the new relevant documents.
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5 Experiments

In order to evaluate the effectiveness of the proposed approach, we carried out
a set of experiments. First, we describe the dataset, the software, and the effec-
tiveness measures used. Then, we present the experimental results.

5.1 Dataset

Extensive experiments were performed on OHSUMED test collection. The collec-
tion consists of 348 566 references from MEDLINE, the on-line medical informa-
tion database. The OHSUMED collection contains a set of queries, and relevance
judgments. In order that the results be more accurate and credible, we divided
the OHSUMED collection into 6 sub-collections. Each sub-collection has been
defined by a set of documents, queries, and a list of relevance documents. Re-
garding the queries, the OHSUMED collection includes 106 queries. Each query
is accompanied by a set of relevance judgments chosen from the whole collection
of documents. Partitioning the collection of documents into sub-collections leads
inevitably to a decrease in the number of relevant documents for each query.
Table 1 shows the number of queries (Nb Queries) for each sub-collection, the
average query length in terms of number of words (Avr Query Len), the average
number of relevant documents (Avr Rel Doc).

Table 1. Some statistics on the OHSUMED sub-collections queries

#documents 50000 100000 150000 200000 250000 300000
Nb Queries 82 91 95 97 99 101
Avr Rel Doc 4.23 7 10.94 13.78 15.5 19.24
Avr Query Len 6.79 6.12 5.68 5.74 5.62 5.51

5.2 Effectiveness Measures

The precision and the Mean Average Precision (MAP) have been used as mea-
sures to evaluate the effectiveness of the systems and to compare the different
approaches. As indicated is Section 2, the principle of optimal information for-
ager has been employed to assess the performance of the search methods.

5.3 Results

Before proceeding to compare the quality of the suggested approach with the
BM25 and the Pseudo-Relevance Feedback method, we fixed the parameter o of
the internal similarity (formula (10)). For this aim, we considered the internal
similarity as the total similarity (Dist), i.e. A = 0, and systematically tested a set
of fixed ¢ values from 1 to 30 in increments of 5. Table 2 presents the precision
values after retrieving 10 documents (P@10) and MAP reached by the proposed
approach, while using the sub-collection of 50000 documents. The number of
pseudo-relevant documents (denoted by PSD) was tuned at 10, 20 and 50.
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Table 2. The best performance of the proposed approach for different o

PSD 10 20 50
o P@10 MAP P@10 MAP P@10 MAP
1 0.1060 0.2110 0.1048 0.2208 0.1073 0.2193
5 0.1109 0.2265 0.1121  0.2252 0.1146 0.2241
10 0.1109 0.2253 0.1121 0.2255 0.1146 0.2231
15 0.1109 0.2231 0.1121  0.2245 0.1146  0.2228
20 0.1109 0.2230 0.1121  0.2245 0.1146 0.2235
25 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233
30 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233

From Table 2, we can conclude that the appropriate values of o, which bring
the best performance, are 5 and 10. For all the following experiments, the pa-
rameters ¢ and A\ were set to 5 and 0.5, respectively. Moreover, the number
of expansion terms added to the initial query for the proposed system and the
Pseudo-Relevance Feedback approaches was set to 10, which is a typical choice
[2]. In the first stage of testing, we evaluated and compared the results of the
suggested approach (EXT/INT), which use both the external and internal sim-
ilarities, with those of BM25 and RSJ (Robertson/Sparck Jones algorithm for
Relevance Feedback); where we computed the precision values after retrieving
10 documents (P@10). Figure 1 shows the precision values for the EXT/INT,
the BM25 and the RSJ techniques. In the second stage of testing, we computed
the Mean Average Precision (MAP) score to evaluate the retrieval performance
of the EXT/INT, the BM25, and the Relevance Feedback method.

0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300

Collection size (thousand documents) Collection size (thousand documents) Collection size (thousand documents)

(a) Precision after retriev-  (b) Precision after retriev-  (c) Precision after retriev-
ing 10 documents (P@10), ing 10 documents (P@10), ing 10 documents (P@10),
(PSD=10). (PSD=20). (PSD=50).

Fig. 1. Effectiveness comparison of the EXT/INT to the state-of-the-art

From Figures la and 1b, we note an obvious superiority of the suggested
approach EXT/INT compared with the BM25, and this superiority was more
significant in comparison to the RSJ technique. Despite the superiority shown in
Figure 1c, the result was not similar to that observed in 1a and 1b, however, the
precision values of the proposed approach were the best in all the sub-collections.
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0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300

Collection size (thoussnd documents) Collection size (thoussnd documents) Collection size (thoussnd documents)

(a) Mean Average Preci- (b) Mean Average Preci- (c) Mean Average Preci-
sion (MAP), (PSD=10).  sion (MAP), (PSD=20).  sion (MAP), (PSD=50).

Fig. 2. Mean Average Precision (MAP) results of the EXT/INT approach, the BM25
and the RSJ methods

Figure 2 shows a clear advantage of the EXT/INT approach compared to the
RSJ. It also shows a slight superiority over the BM25. As previously explained in
Section 2, we propose to use the principle of optimal information forager in order
to evaluate the quality of the obtained results. For this purpose, we calculate
for each query the rate R, illustrated in formula 1. The different rates, each of
which is linked to a query, are then summed and divided by the total number of
queries. As a result, we obtain an average rate R(Q) defined as follows:

1 G,
R(Q) = . (15)
Ql &= Ty
i=1 N
Where:
|Q|, is the total number of queries,
G, is the number of relevant documents retrieved for query g;,
Ty, is the total time spent in processing g;.

Table 3. R(Q)-score achieved by EXT/INT, BM25 and RSJ
#documents 50000 100000 150000 200000 250000 300000
EXT/INT 14.9049 10.7110 10.1994 9.9643 9.0079 9.2276
BM25 16.0251 11.7612 11.2681 10.9097 10.0364 10.2747
RSJ 11.1365 7.3431 7.0448 6.6212 5.7615 5.9524

It can be seen from Table 3 that the BM25 overcame the EXT/INT approach
in terms of R(Q). This superiority is mainly due to the short time taken by
BM25 during the search as it used only the original query words. However, it
is clear that the proposed method produces the best results over the RSJ in all
cases.
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6 Conclusion

In this work, we put forward a novel term-term similarity score based on the co-
occurrence and closeness of words for retrieval performance improvement. We
have incorporated in this work, the concept of the External /Internal similarity of
terms. We thoroughly tested our approach using the OHSUMED test collection.
The experimental results show that the proposed approach EXT/INT achieved
a significant improvement in effectiveness. Although the main purpose of relying
on the principle of optimal information forager, and in particular the R(Q)
Score, in assessing the quality of retrieval systems was not to get better results
compared to BM25 and RSJ methods, but rather to introduce a new measure
in order to compare the performance of retrieval systems, taking into account
both effectiveness and efficiency measures.
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Abstract. The Internet is used extensively to obtain health and medi-
cal information. Many forums, blogs, news articles, specialized websites,
research journals and other sources contain such information. However,
though current general purpose and special purpose search engines cater
to medical information retrieval, there are many gaps in this domain
because the information retrieved is not tailored to the specific needs
of the user. We argue that personalized requirement of the user needs
to take into account the medical history and the demographics of the
user in addition to the medical content that the user desires. For exam-
ple, one user may desire factual information whereas another may desire
a vicarious account of another person with respect to the same med-
ical condition. Medical forums contain medical information on several
medical topics and are rich in the demographics and the type of infor-
mation that is available due to the large number of people participating
throughout the world. However, present search engines on medical fo-
rums do not incorporate the type of information that the user is looking
for and their demographics. In this paper we propose a novel approach for
facilitating search on medical forums that provides medical information
specially tailored to the user’s needs. Our experiments show that such
an approach considerably outperforms the search presently available on
medical forums. ..

Keywords: Medical Forum, Semantic Search, Natural Language Pro-
cessing, Personalized retrieval.

1 Introduction

Medical forums allow people to obtain highly personalized information about
their medical conditions. Questions posted in medical forums generally describe
the demographics, medical history and concerns of the user along with her medi-
cal query. In order to effectively facilitate search on medical forums, understand-
ing the information requirements of the users is a must. These requirements can
be gathered by the study of existing content available on medical forums. Here is
a typical question posted on Medhelp Forums (www.medhelp.org/forums/list):
I found out that I an RH Negative. And im really worried about everything.
I read an article that it makes it a lot harder to keep a pregnancy your sec-
ond time around. My doctor said ill just need a shot. But my mom was neg-
ative also, and she never had any issues. Was that because I ended up being
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© Springer International Publishing Switzerland 2014
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the same as her. My husband is Rh positive, and I read if he is positive then
it will take after the father. Sorry for all the questions im just so confused.
And I cant really call my doctor, were in the military, and its difficult to get
answers (source : http://www.medhelp.org/posts/Pregnancy-18-24/Worriedand-
confused-helpplease/show/1956129). We can infer from the above question that
the gender of the author is female and her age is 18-24 (this can be inferred
from the post url). Her blood type is Rh-negative which is the same as her
mother. Her medical query is related to pregnancy and the complications as-
sociated with childbirth. Her concerns tell us that she is looking for advice or
the experience of someone with a similar situation. A suitable answer to this
query will address the complications of childbirth and provide insights to the
user with respect to her specific demographic information and medical history.
It is important to note that though the reliability of content on medical forums
may be questionable at times, it sometimes can still be useful in emergency sit-
uations. PatientsLikeMe[l] is a website where users share their personal health
information and a study has revealed a range of benefits for users. According
to [2], users who shared information about Epilepsy on PatientsLikeMe bene-
fitted through improved understanding of their seizures, finding other patient
like them, and learning more about symptoms or treatments. Facilitating search
on medical forums will allow us to tap into an enormous repository of medical
knowledge and provide valuable information and insights to users.

2 Previous Work

The rapid growth in medical information has led to the development of numer-
ous health web search engines. All of these search engines operate on input of
specific health related keywords. One of these search engines is Healthline[3]
which provides symptom search, treatment search, drug search and also dis-
cusses top trending medical topics. SearchMedica[4] comprises of a series of free
medical search engines built by a group of doctors and is particularly intended
for medical professionals. Apart from these, there exists other intelligent web
based medical search engines which try to effectively capture the users informa-
tion need and improve the search results by using iterative and feedback-based
search. The MedSearch[5] transforms users’ lengthy free text queries into shorter
queries by extracting important and representative keywords thereby increasing
the query processing speed and improving the quality of search results. It also
provides diverse search results and suggests related medical phrases to help the
user quickly digest search results and refine the query. [6] describes the challenges
faced during iterative medical search and proposes the design of an intelligent
medical Web search engine called iMed[7] that extensively uses medical knowl-
edge and questionnaire to facilitate ordinary internet users to search for medical
information. It uses a questionnaire based query interface to guide searchers
to provide the most important information about their situations. Secondly, it
uses medical knowledge to automatically form multiple queries from a searcher’s
answers to the questions. Another medical search engine called MedicoPort|8]
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incorporates the domain knowledge obtained from Unified Medical Language
System (UMLS)[9] to increase the effectiveness of the searches. The power of
the system is based on the ability to understand the semantics of web pages and
the user queries. This is mainly intended for people having no medical expertise.
However, searching over medical forums is unique in that the corpus of informa-
tion is anecdotal and therefore understanding the semantics of the information
would require us to go beyond incorporating domain knowledge.

Similarly, on the stylometric analysis of age and gender from free text sources
such as blogs, there has been extensive work in the past. The study of the varia-
tion of linguistic characteristics in texts according to the authors’ age or gender
has already become feasible on literary corpora [15-19]. For authors’ gender pre-
diction, [20] uses both function words distribution and parts-of-speech n-gram
on a large corpus of formally written text (fiction and non fiction) to get an accu-
racy of approximately 80%. With regard to Computer-mediated Communication
(CMC), there have been several studies on gender prediction of blogs [22-24]. In
[25], they gathered a corpus of over 71,000 blogs and extracted style-based fea-
tures (non-dictionary words, parts-of-speech, function words and hyperlinks) and
content-based features (content-based single words with the greatest information
gain) for both age and gender prediction of the blogs’ authors. Their research
showed that, regardless of gender, language usage in blogs are highly correlated
with the author’s age, i.e, people tend to use less pronouns and assent/ negation
when they grow older whereas they prefer frequent usage of prepositions and
determiners. Blog words were found to be a clear hallmark of youth, while the
use of hyperlinks was typical for older bloggers. [22,26] use non-dictionary words
and the average sentence length as features. They found that teenage bloggers
tend to use more non-dictionary words than adult bloggers do. Furthermore,
the stylistic difference in usage of non-dictionary words combined with content
words showed to predict the age group (10s, 20s, 30s or higher) with an accuracy
of 80.32% and gender with an accuracy of 89.18%.

3 System Architecture

In order to provide a personalized search experience to the user, the system
must enhance the content that is available from posts. Apart from the medical
content, a post gives information about the type of content that the user is
looking for and demographic information (like age, sex and gender) of the user.
Furthermore a portion of the content of a post may refer to the user’s past
medical history/family history in addition to the posed query. Identifying this
set of information in both the user’s query and the corpus of documents from
which results are found will improve the quality of the results that are returned
to users. Figure 1 depicts the overall system architecture.

4 Data Annotation

In order to personalize search results we need to understand the genre and the
demographics that the post caters to.
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DATA FROM MEDICAL FORUM

USER'S QUERY OFFLINE
MODULE
ONLINE
MODULE DATA COLLECTION
QUERY PROCESSING 1
MODULE
DATA ANNOTATION
SEARCH AND RANKING I
MODULE
INDEXING
SEARCH RESULT
INDEX

Fig. 1. System Architecture

4.1 Genre Classification

We broadly categorize the content of posts into three genres, providing infor-
mation, offering advice or sharing experience. Posts that provide information
primarily contain medical facts, whereas those offering advice present one or
more alternative choice of actions and those sharing experience talk about a
particular decision and its repercussions and/or advantages. It is important to
note that the content of a post can belong to more than one category within
information, advice and experience. As an example consider the following post
from the MedHelp Diabetes Forum which provides information, offers advice and
shares experience. Please note that the following example has been annotated
with (I)...(/I), (A)...(/A) and (E)...(/E) blocks to highlight information, advice
and experience respectively.

(I) What you are feeling is the beginning of diabetic neuropathy, a fairly common
effect of diabetes. It’s mostly felt in the feet and can be very mild or extremely
painful(/I). (A)Fortunately you can do some things to help prevent or slow it
down. Main thing is to control your blood sugars. You have to change the way
you eat. Trust me, I have learned that lesson the hard way. Next, go to the vitamin
store Tight now and get an anti-oxidant called alpha lipoic acid and also get the
methyl version of vitamin b12. The people in the store will know what you mean
when you say methyl b12. Ala is prescribed in germany to treat neuropathy(/A).
(E)I was starting to have stabbing pains, cramps, etc. That has stopped and I
am now trying to achieve regeneration of the damaged nerves, but that is a long
process(/E). (A)Take my advice, jump on this now and you will be much better
off(/A).
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For genre classification we assign three scores P, f, Pyav, Pexp to each post based
on the probability of the post content providing information, offering advice
and sharing experience respectively. The data annotation module selects top K
frequently occurring bigrams (based on a manually selected threshold frequency
of 5) in the respective classes as features and trains a Decision Tree Classifier on
360 posts, 120 of each type. We have trained the model on a balanced training
set since we are not sure about the actual distribution of each type of post
in the forum. The Weka Machine Learning toolkit is used for classification and
Decision Tree Classifier, with an accuracy of 89.64% using 10-fold cross validation
performs superior to Naive Bayes and Support Vector Machine (SVM) classifiers.

4.2 Age and Gender Prediction

We are considering the age and gender as the demographic information of the
post author. In some posts, age and gender are explicitly mentioned and thus
we can mine the content of these posts to extract the age and gender. In other
posts, the age and gender are not explicitly mentioned, that is, mining these
posts does not provide any information. In this case, we can obtain the age and
gender of the author by either crawling the author profile for this information
or by stylistic analysis of the post content (if the information is not found by
crawling/mining). We have used a set of standard features namely Pronoun
count, Adjective count, Adverb count, Average Sentence Length, Average Word
Length, WH Count, Conjuction Count, Modal Verbs Count, Smiley Count, No.
of Words starting with Uppercase, No. of Unique Words, Parts-Of-Speech (POS)
Bigram Count, Non Dictionary Words Count, Past-tensed Words Count which
are commonly used in the stylometric analysis [15-22] to train the Naive Bayes,
SVM and Decision Tree classifiers on 12659 annotated posts. The training set
for age consisted of age groups ‘20-40’ (6214 posts) & ‘40+’ (6445 posts) and for
gender, female (9181 posts) & male (3478 posts). On 10-fold cross validation,
we obtained a maximum accuracy of 72.04% (for age) and 73.51% (for gender)
using the Decision Tree classifier.

5 Ranking

5.1 Ranking Algorithm

Suppose that the user desires to find the k& most relevant posts given a query Q.
Our ranking algorithm works in two steps :

1. Finding a set of K medically relevant posts (k' > k) with respect to query
Q.

2. Using user demographics and genre information along with medical relevance
of the documents to give a relevance score to each of the & medically relevant
posts retrieved in step 1. However, unlike the medical information need,
which was the essential part of a query, the demographic preferences and
post genre may or may not be available. This leads to two different ranking
algorithms:
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(a) Implicit Ranking is the ranking algorithm that is followed when the user
does not provide any demographic preferences and post genre that she
is looking for.

(b) Ezplicit Ranking is the ranking algorithm that is followed when the user
specifies one or more of her demographic/genre preferences.

For the rest of the Section, let k and k™ refer to the number of posts required by
the user issuing the query and the number of documents retrieved after the first
step of ranking respectively.

Implicit Ranking. In the implicit ranking algorithm, the user does not spec-
ify any demographic preferences. We use the following two characteristics of a
medical forum post to rank the & posts :

1. The Trustworthiness of the Post Author. Information from a trust-
worthy author is likely to be reliable. The problem lies in measuring trust-
worthiness because it is a subjective metric. We can say that the author of
a post is trustworthy if:

— He/she is a doctor.

— He/she is rated as an expert by the Medical Forum Community. For
example, authors that have more than 10 Best Answers on Medhelp
Forums[14] can be considered to be expert users.

2. The Length of the Post. Posts of longer lengths are expected to be more
informative.

We will now describe the ranking algorithm that will be used to rank the K
posts obtained after the first step of ranking. As an input to this step, we are
given K posts that have the highest medical relevance scores. Let S,,4, be the
maximum medical relevance score of a document out of these k&~ documents. For
a document D; (1 < i < k'), the advanced score, S; is calculated as follows :

Sz‘ = Sm + Sau + Sl (1)

where S, is the medical relevance of the document obtained from the first step
of the ranking algorithm, S,,, is the trustworthiness associated with the author
of the post and S; is the score associated with the length of the post.

S; indicates the importance that is attributed to the document based on the
length of the post content. Let 4, be the maximum length of post content in
all the k" documents. Let ; be the length of the post in document D; . Since no
post can be more relevant due to length than the medically most relevant post,

Li
Sl = * Smaz (2)

lmax

for document D;.

Sa. indicates the relevance attributed to a document based on the author
(auth) of the document. Posts written by doctors are expected to be a more
reliable source of information than posts authored by novice users. Let Sy be
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the reliability associated with a post that is authored by a doctor. Let Th be
a threshold recognition criterion above which an author who is not a doctor is
recognized as an expert. Let r be the user’s recognition on the medical forum.
In this case,

Sau = 5(a’uth) * Sdoc + (1 — 5(auth)) * Suser * SdOC (3)
where,
| 1:4f auth is doctor
d(auth) = {0 . otherwise “
and,

()

The value of the variable Sg.., that is, the relevance boost of a document au-
thored by a doctor, is subjective and can be approximated to S;,q, (Which is the
maximum medical relevance of any of the k' documents). Furthermore, the ap-
proximation and quantification of T'h and r are subjective and need to be defined
based on the forum being indexed. We have taken Th as ‘10 Best Answers’.

" otherwise

g _ {1 . if ris greater than Th
Th

Explicit Ranking. The user can specify the type of the post that she wants
(information, advice and experience) along with her age and gender. We cal-
culate a relevance ratio, R, for each of the k' posts with respect to the user s
demographic and genre preferences. The user can choose from the five prefer-
ences, inf, adv, exp, age, gen corresponding to whether the user is looking for
posts talking about information, advice, experience, or for posts related to a par-
ticular age and gender respectively. This relevance ratio is a value between 0 and
1 depending on how well a post satisfies a user’s demographic preference. The
user can specify a subset of these five preferences and the formula for calculating
the relevance ratio is,

2. 6(i) * P(i)

1€(inf,adv,exp,age,gen)
6(i)

i€ (inf,adv,exp,age,gen)

R= (6)

(i) represents whether the user has chosen to specify the particular demographic
preference or not. As an example if the user wants posts giving advice §(adv) is
1, else 0. P(i) represents a score (between 0 and 1) of the post with respect to
the particular demographic preference.

After the second step of the ranking algorithm, each of the k" documents has
been assigned an advanced relevance score based on the medical relevance of
the post content, demographic information of the post and post genre. The top
k of these documents are the results and are most likely to satisfy the user’s
information need.
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6 Results

In this section, we will compare the performance of our search engine with current
search available on forums at www.medhelp.org.

6.1 Dataset

The dataset consists of posts crawled from medhelp.org. For each post the med-
ical information consists of the topic, content and keywords associated with the
post. The author information consists of the age, gender, profession (doctor or
not) and the number of best answers given by this author (if not a doctor). The
dataset is comprised of 6,94,745 posts from 24 different medical topics, authored
by 1,18,246 authors.

6.2 Experiments

The query interface at Medhelp.org allows users to provide free text queries
and in response to those queries, we are given posts, articles, user journals,
blogs, health pages etc. In this way, we query both Medhelp.org and our search
system with 20 queries and consider the top 10 results for each query. We have
considered the values of k and &’ to be 10 and 100 respectively. Ten human
judges (1,2,3,4,5,6,7,8,9,10) evaluate each result as being Extremely Relevant,
Relevant or Non Relevant. For each user, we then calculate the average number
of posts (out of top 10) that the user finds Extremely Relevant, Relevant and
Non Relevant across the 20 queries. The responses of the ten users are shown in
Table 1 and Table 2.

Table 1. Evaluation of Medhelp.org Search Results

User Extremely Relevant Relevant Not Relevant

1 3.00 3.55 3.45
2 2.15 3.60 4.25
3 3.15 3.00 3.85
4 2.10 3.50 4.40
5 2.50 3.40 4.10
6 2.80 3.50 3.70
7 3.00 3.35 3.55
8 2.85 3.65 3.45
9 3.25 3.35 3.40
10 2.15 3.50 4.35
Average 2.69 3.44 3.87

We see that our search engine gives approximately 5.1 extremely relevant
results per query whereas Medhelp.org Search gives approximately 2.7 extremely
relevant results per query. If we consider, (extremely relevant + relevant) results
to be the criteria for relevance, our system gives 8.94 relevant results per query
and Medhelp.org Search gives approximately 6.13 relevant results per query.
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Table 2. Evaluation of Our Search Results

User Extremely Relevant Relevant Not Relevant

1 5.70 3.25 1.05
2 4.85 4.05 1.10
3 5.60 3.85 0.55
4 5.00 3.50 1.50
5 4.80 3.50 1.70
6 4.50 4.25 1.20
7 5.20 4.20 0.60
8 5.00 4.10 0.85
9 4.75 4.25 1.00
10 5.50 3.50 1.00
Average 5.09 3.86 1.06

7 Conclusion

In this paper we have presented an approach for searching medical forums which
goes beyond keyword search, incorporating the demographic information of the
questioner and the type of information that the user is looking for. We identified
the requirements that such a system needs to fulfill and presented the system de-
sign of such a system. Our two step ranking algorithm uses Apache Solr/Lucene
to rank the documents based on medical relevance and heuristics to incorporate
the demographic preferences and medical content along with medical relevance
to give an overall relevance score to the documents. Using this algorithm, a user
will be shown posts that are not only medically relevant but written by people
who are trustworthy, provide the type of content the user is looking for and
have similar demographics as the user. We have seen that considering the post
genre and user demographics significantly improves the performance of search in
terms of user satisfaction with the information. One may argue that the quality
of results a user gets will be better if she posts the question on medical forums
instead of searching. While that may be true, search is many orders of magnitude
faster than posting a question on medical forum and waiting for a reply. This
will be critical in cases where medical information is desired urgently.
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Abstract. Recommending best-fit rate-plans for new users is a chal-
lenge for the Telco industry. Rate-plans differ from most traditional
products in the way that a user normally only have one product at any
given time. This, combined with no background knowledge on new users
hinders traditional recommender systems. Many Telcos today use either
trivial approaches, such as picking a random plan or the most common
plan in use. The work presented here shows that these methods perform
poorly. We propose a new approach based on the multi-armed bandit
algorithms to automatically recommend rate-plans for new users. An
experiment is conducted on two different real-world datasets from two
brands of a major international Telco operator showing promising results.

Keywords: multi-armed bandit, cold-start, recommender systems, tele-
com, and rate-plan.

1 Introduction

The Telco industry do not at first glance appear to be of particular interest
from a recommender system perspective. Telcos do not commonly supply a lot
of services; most general they supply subscriptions, or rate-plans; either pre-paid
or post-paid. However, recommending the optimal rate-plans for users in general,
and new users in particular can be challenging.

Suggesting a rate-plan for a new user is a typical cold-start user problem
(following the separation suggested by Park et al., [1]). This problem has also
been identified under slightly different names, such as: the new user problem 2],
the cold start problem [3] or new-user ramp-up problem [4]. However, the fact
that a customer traditionally only has one rate-plan at any given time increases
the difficulty of this problem. Comparing this to a more traditional recommender
problem where a user-item matrix might be sparse; in this example the matrix
will be completely sparse.

To solve this cold-start problem, given the fact that no prior information on
the new user exists, one might think of a random recommendation of rate-plans.

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 21-30, 2014.
© Springer International Publishing Switzerland 2014



22 H.T. Nguyen and A. Kofod-Petersen

However, the chance that the recommended plan be accepted by the new user is
small. In fact, given n available rate-plans the probability that a random pick-up
plan is accepted is only 1/n. We say this approach has too much randomness in
its recommendations.

Another possibility for solving this problem is to use the distribution of se-
lected plans from existing users. Concretely, it is sensible to recommend the most
popular rate-plan to the new user. By doing this, we assume that there is a fixed
distribution behind the choice of rate-plans by the new users. However, in reality
and also in the experiment below, we can observe that this is not the case. We
say this method exploits too much the most popular rate-plan.

The idea now is to have a better solution to control the randomness in the
exploration of different rate-plans while keeping the exploitation of the most
popular rate-plan at a time. This is the usual dilemma between Ezploitation (of
already available knowledge) versus Ezploration (of uncertainty), encountered in
sequential decision making under uncertainty problems. This has been studied
for decades in the multi-armed bandit framework. The work presented here,
attempts to tackle the cold-start user problem by recommending a plan that
will appeal to the user in question, rather than the best plan. We approach this
by applying the multi-armed bandit algorithms.

The multi-armed bandit (MAB) is a classical problem in decision theory
[5,6,7]. It models a machine with K arms, each of which has a different and
unknown distribution of rewards. The goal of the player is to repeatedly pull the
arms to maximise the expected total reward. However, since the player does not
know the distribution of rewards, he needs to explore different arms and at the
same time exploit the current optimal arm (i.e. the arm with the current highest
cumulative reward).

To evaluate our MAB approach in solving the cold-start user problem at
Telco, we conduct experiments on real-world datasets and compare it with trivial
approaches, which include the random and most popular method. Experimental
results show that our proposed approach improves upon the trivial ones.

The paper is organised as follows: Section 2 gives an overview of related works;
Section 3 provides a formal definition of the cold-start problem in the rate-plan
recommender system at Telco. We describe our proposed approaches in Section
4. Section 5 presents some experimental results and discussions. The paper ends
with a summary of our findings and a discussion on future work.

2 Related Work

Unfortunately, there are very few examples of research regarding rate-plan rec-
ommender systems for Telco, in particular with respect to the cold-start prob-
lem. Examples include, Thomas et al., who describe how to recommend best-fit
recharges for pre-paid users [8]. Soonsiripanichkul et al., employes a naive Bayes
classifier to infer which rate-plan to suggest to existing users [9]. Both use existing
data on customers’ usage patterns and do not address the cold-start problem.



Multi-armed Bandits for Cold-Start Problems at Telcos 23

In general, one common strategy for mitigating the cold-start user problem
is to gather demographic data. It is assumed that users who share a common
background also share a common taste in products. Examples include Lekakos
and Giaglis [10], where lifestyle information is employed. This includes age, mar-
ital status and education, as well as preferences on eight television genres. The
authors report that this approach is the most effective way of dealing with the
cold-start user problem in sparse environments.

A similar thought underlies the work by Lam et al., [11] where an aspect
model (see e.g. [12]) including age, gender and job is used. This information is
used to calculate a probability model that classifies users into user groups and
the probability how well liked an item is by this user group.

Other examples of applying demographic information for mitigating the cold-
start user problem exists, e.g. [13,14,15]. All the solutions above use similar
demographic information; most commonly age, occupation and gender. Most of
the solutions ask for less than five pieces of information. Even though five is a
comparatively small number, the user must still answer these questions. Users do
generally not like to answer a lot of questions, yet expect reasonable performance
from the first interaction with the system [16].

Zigoris and Zhang [16], suggests to use a two part Bayesian model, where the
prior probability is based on the existing user population and data likelihood,
which is based on the data supplied by the user. Thus, when a new user en-
ters the system, little is know about that user and the prior distribution is the
main contributor. As the user interacts with the system the data data likelihood
becomes more and more important. This approach performs well for cold-start
users. Other similar approaches can by found in [17], suggesting a Markov mix-
ture model, and [18] who suggests a statical user language model that integrates
an individual model, a group model and a global model.

Our study differs from previous research on the cold-start problem, as no de-
mographic information is taken into account. Only the information on selected
plans of previous users is available to the recommender engine. This assumption
makes the cold-start problems even harder to solve. However, we leave the is-
sue of collecting more information from users and how to use it for cold-start
recommender systems for future works.

3 Problem Definition

Recommending a rate-plan for a new mobile telephony user differs from tradi-
tional recommender systems. Traditionally, recommender systems are in a con-
text where users can purchase and own several products, such as books; Rate-
plans are different in the sense that one user can have any number of rate-plans,
but typically only one plan at any given time. Further, the user will typically
have the same product for an extended time period. Finally, no explicit rating
for the rate-plans exist. We call this problem the Cold Start Alternative Recom-
mendation (CSAR) problem and below is its formal definition.
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Let U = {uq,...,ur} be the set of T new users. Assume that we have a set P
of n rate-plans to recommend to a new user: P = {p1,...,p,} where each plan
pi(i = 1..n) is described by m features {fi,..., fm}, such as price, number of
included SMS, number of voice minutes included and so on. Among k (k > 1)
suggested rate-plans, the new user can only select one plan at any given time.

Assume that at a given time ¢t a new user u; comes and the system recommends
a rate-plan p; without any knowledge on the new user. Depending on the user’s
needs, she will accept the offer or select another rate-plan. We want to design
an algorithm that can find a best-fit rate-plan for the new user. Let need; be a
vector described the user’s demand: need; = (need;s,...,needsy,), where each
feature needy; corresponds to each feature f; of the rate-plans. If we denote the
similarity value between the recommended plan p; and the actual demand of
the new user u; by a similarity(needs, p:), then the objective when solving the
CSAR problem is to select the rate-plans p; that maximizes the following so
called ”cumulative reward” (Reward) over all T' new users:

T
Rewardr = Z(similarity(needt,pt))
t=1
The CSAR problem would be easy to solve if we knew about the user’s needs
need;. The task then becomes straightforward by selecting the rate-plan that
provides the maximal value of the similarity(need;, p;) over all available plans.
As mentioned, it is not possible to calculate similarity(needy, p;) since need;
is not available. We suggest to study an approximated problem to the CSAR
problem where we consider the similarity value between the recommended plan
p: and the actual selection of the new user p;. By doing this, we wish to achieve
a recommendations as close as possible to the actual choice made by the user.
The actual choice is also considered as her temporary best-fit plan. Formally, we
want to maximize the following so called "reward”:

T

Rewardr = Z(similarity(pt,pf))
t=1

There are many ways to define the similarity value between two vectors p, and
p;. Below, we suggest to take into account the two most popular measurements
which are 4) the indicator function and i) the correlation value.

Indicator Function. If we use the indicator function as the similarity mea-
surement, then the problem becomes to design an algorithm that predict the
rate-plan p; chosen by the new user. The cummulative reward now is the fol-
lowing: Rewardg}) = Zz;l(ll(p;‘ # pt)), where I(pf # p¢) is an indicator func-
tion which is equal to 0 if pf # p; and to 1, otherwise. To evaluate any al-
gorithm solving this problem, we can use the classical precision measurement:

. 1
Precision = }Rewardgj)
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Correlation Value. In the second case, we study how similar is the recom-
mended rate-plan p; to the actual selection p; of the new user in terms of the
features. Generally, when a new user purchases a rate-plan, she looks at the fea-
tures describing the different rate-plans including the recommended rate-plan p;.
Finally she picks up a plan p; that we can assume is perceived as the temporary
best-fit for her. Therefore, it is sensible to choose the correlation coefficient as
a similarity measurement between plans and the task is to maximizes the fol-
lowing so called ”cumulative reward”: Reward;2 ) = Zthl(Corr(pz‘ ,Dt)), where
Corr(p;,pe) is the correlation value between two vectors p; and p;.

Possible correlation values can be Pearson correlation or Kendall correlation.
Since the actual demand of new users is not available at the time when they
enter, it is fair to treat all the features equally in the correlation calculation.
While solving this problem, we try to recommend a rate-plan that is sufficiently
good in terms the features and that the user will accept. Thus, classic precision
measurements are not applicable. We, therefore, define the Average-Feature Pre-
diction (AFP) as a new evaluation measurement of how much of the features of
the rate-plan chosen by T new users are predictable on average:

1
AFPr = TReward(T2)

4 Bandit Algorithms for the CSAR Problem

Based on the idea of the multi-armed bandit [5,6,7], in the following we translate
the new CSAR problem into a bandit problem.

Let us consider a set P of n available rate-plans to recommend to T' completely
new users. Each plan is associated with an unknown distribution of being se-
lected by users. The game of the recommender system is to repeatedly pick up
one of the rate-plans and suggest to a new user whenever she enters the sys-
tem. The ultimate goal is to maximize the cumulative reward. As defined in
previous section, the reward for our recommender system is the similarity value
similarity(ps, pi). Note that the setting in present context is slightly different
from traditional MABs. In a traditional MAB only the reward of the selected
arm is revealed. In our case all the non-selected arms also get rewards after the
recommendation is made. In fact, in the case of using the indicator function,
then the non-selected rate-plans by users will get a zero reward. In the case of
using the correlation value, the rewards of the non-selected rate-plans will be the
correlation value between the two vectors p and p*. However, since the distri-
butions of the rate-plans being selected are still unknown, the idea of using the
MAB algorithms for the CSAR, problem is still valid. The following three MAB
algorithms are being used:

e-greedy [7] aims at picking up the rate-plan that is currently considered the
best (i.e. the rate-plan that has the maximal average reward) with probability e
(exploit current knowledge), and pick it up uniformly at random with probability
1 — € (explore to improve knowledge). Typically, € is varied along time so that
the plans get greedier and greedier as knowledge is gathered.
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UCB. [7] consists of selecting the rate-plan that maximises the following func-
tion: UCBy; = fi; + \/22:: where ¢ is the current time-step, p1; is the average

reward obtained when selecting plan j, t; is the number of times the plan j has
been selected so far. In this equation, /i, favours a greedy selection (exploitation)

while the second term \/ Qi?t favours exploration driven by uncertainty; it is a

confidence interval on the true value of the expectation of reward for plan j.

EXP3. [19] selects a rate-plan according to a distribution, which is a mixture of
the uniform distribution and a distribution that assigns each plan a probability
mass exponential in the estimated cumulative rewards for that plan.

5 Experiments and Results

This section details the datasets used in the experiments; the experimental set-
tings, in which the detail implementation of the proposed methods and of the
competing algorithms are provided; and contains an analysis and discussion of
the experimental results.

5.1 Dataset

We use two different real-world client datasets from two brands of a major in-
ternational Telco operator. These two datasets were collected during the first
quarter of 2013. The first brand’s dataset contains the descriptive features of 16
rate-plans, as well as information about the plans used by 3066 users. The second
dataset contains the descriptive features of 13 rate-plans, as well as information
about the plans used by 1894 users. In this work we have assumed that users
have not picked their rate-plan at random — that is, they have each chosen a
rate-plan that fits their need. Figure 1 shows the distributions of rate-plans.
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Table 1. Features describing the rate-plans

Rate-plan Features Description

Price per month The fixed price of rate-plan per month (including 0)

Voice (minutes) Number of voice minutes included per month (including 0)
Text (SMS) Number of (SMS) messages included per month (including 0)
MMS Number of MMS messages included per month (including 0)
MB Number of MB included per month (including 0)

Voice (post cap, start) Starting price per voice call after included
Voice (post cap, min) Price of voice per minutes after included

SMS (post cap) Price per SMS after included
MMS (post cap) Price per MMS after incuded
Data (post cap, MB) Price per MB after included
Speed (Mbit/s) Speed of Internet allowed

Each of the used rate-plans are described by the 11 most important features,
which are shown in Table 1. It is worth noticing that rate-plans broadly fall into
three categories: i) pre-paid, where the customer pays a certain amount and
receives a certain number of services that must be consumed within a certain
time frame (e.g. 100 minutes, 100 SMS, 100 MB valid for 30 days); i) traditional
post-paid, where the customer pays a certain amount per month and pays for
consumption; and 4ii) post-paid flat-rate, where all voice, SMS and MMS is
included and the customer pays a certain amount depending on how much data
is available (e.g. 100 voice minutes, 100 SMS/MMS and 1 GB of data per month).

5.2 Experimental Settings

Trivial Approaches. The first and the most naive approach for the cold-
start recommendation systems at Telcos is to choose randomly a rate-plan to
recommend to a new user. This algorithm is very efficient, especially, when we
do not have any description on users and the algorithm seems to be reasonable.

The second trivial approach is to recommend the most popular rate-plan
(Most common) to the new user. This is a sensible approach in terms of the
efficiency and many operators apply this.

The third trivial approach is to pick up the best-average-reward rate-plan
(Best average) at a time (i.e. the current rate-plan that has the maximal average
reward value) to recommend to a new user. In this case, we choose the Pearson
correlation as a similarity measurement for the reward similarity(p:, p;) value.

Multi-armed Bandit Algorithms. e-greedy estimates the average reward of
each rate-plan. It then selects a random plan with probability €;, and choose
plan of the highest average value of rewards with probability 1 — €;. The pa-
rameter ¢; is decreased over time t. In fact, the e; is calculated as follows:
et = min(1, (cn)/(d*(t —n — 1))), where n is the number of rate-plans; ¢ and
d are chosen constants. In our experiment, we selected ¢ = 0.001 and d = 0.01,
which provided the best results.
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The UCB algorithm estimates the value UCBy; for each plan. It then choose
the plan with the highest UC By; value to recommend to the new user.

Finally, EXP3 selects a plan according to a give distribution, as described in
[19]. We select v = 0.01 before drawing the probability to select the best plan
to recommend to the new user.

Each of the six algorithms are run five times with different choices of param-
eters. The best results recorded are shown in Table 2.

5.3 Results and Analysis

Table 2 shows the performances of the six different approaches for the cold-start
problem on the two different real-world client datasets DS1 and DS2. We present
the precision result Precision that indicates the accuracy of our recommendation
and the prediction value AF P, which is the closeness of our recommended plan
to the actual selected one in terms of the features.

Table 2. Precision and AFP for the two datasets

Method Precisionpsi AFPps1 Precisionpss AFPpso
Random 6.80 44.50 7.98 47.60
Most common 20.29 52.70 25.68 70.20
Best average 20.29 54.00 25.68 70.70
e-greedy 20.28 54.00 25.60 70.07
EXP3 10.48 46.80 12.28 61.50
UCB 43.04 69.20 45.08 75.30

It can be seen from the table that the random approach provided very poor
results in both datasets. In fact, it has only 6.80 percent precision and 44.50
percent prediction in the case of the DS1 dataset. This can be explained by the
fact that the probability when a randomly recommended rate-plan being accepts
is only 116 = 6.25%. The is also true for the second dataset, where a randomly
recommended rate-plan only has a 113 = 7.67% probability of being correct.

The most common (Most common) and the best average (Best average) per-
formed better than the random one. Yet, the results are still not good. To explain
this, we look at Figure 1. Clearly, both the DS1 and DS2 datasets have the most
common rate-plans which has the maximal number of being selected by users.
Beside, users also chose a variety of other different rate-plans. So following the
most common, or the best average rate-plan would not be a good strategy.

The e-greedy approach provides almost the same results as the most common
and the best average approaches. The reason is that it was too greedy when
setting up the ¢; to a too small value. This forces the e-greedy algorithm to
follow the best rate-plan (i.e. the rate-plan has the maximal average reward
value) all the time.
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The case of EXP3 shows even worse performance than the e-greedy. This is
probably because of a wrong assumption on the distribution of the selected rate-
plans, which is a mixture of the uniform distribution and a distribution that
assigns to each plan a probability mass exponential. This exemplifies the fact of
being careful when selecting appropriate strategies for the MAB.

The UCB gave us a surprisingly good precision and prediction results. In
fact, it increased the precision of the random approach to 39 percent and could
predict more than 75 percent of the features of actual selected rate-plan by new
users. The reason is that the UCB approach has a good strategy in balancing
the exploitation of the best rate-plan at a time and the exploration of other
different rate-plans which are also interest for the new users. To have a better
explanation, by looking at the UCB algorithm as described in previous section,
we see that the recommendation of a rate-plan is a result of solving the trade-off
between the average reward and the number of times the plan has been selected
so far by users. Therefore, beside the current best rate-plan, other good ones
have a chance to be recommended, as well as the other rate-plans that already
have been selected a few times. This UCB strategy resulted the distribution of
recommended rate-plans closer to the real distribution, as shown in Figure 1,
compared to most common and random approaches.

6 Conclusions and Future Research

This work approaches recommending rate-plans to completely new users at
Telco, without any prior information on them. An experiment was conducted on
two different real-world client datasets from two brands of a major international
Telco operator. From the experimental results, we observed that the UCB algo-
rithm clearly outperforms traditional naive approaches, as well as other classical
multi-arm bandit algorithms. This is still work in progress, and as such many
issues still needs to be tackled. Improving the precision and AFP would still be
preferable. Demographical information is likely to be required to improve this.
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Abstract. Collaborative filtering has been proved to be one of the most success-
ful techniques in recommender system. However, a rapid expansion of Internet
and e-commerce system has resulted in many challenges. In order to alleviate
sparsity problem and recommend more accurately, a collaborative filtering
model based on rough set is proposed. The model uses rough set theory to fill
vacant ratings firstly, then adopts rough user clustering algorithm to classify
each user to lower or upper approximation based on similarity, and searches the
target user’s nearest neighborhoods and make top-N recommendations at last.
Well-designed experiments show that the proposed model has smaller MAE
than traditional collaborative filtering and collaborative filtering based on user
clustering, which indicates that the proposed model performs better, and can
improve recommendation accuracy effectively.

Keywords: Collaborative Filtering, Rough Set, Lower or Upper Approximation.

1 Introduction

Collaborative filtering (CF) has been proved to be one of the most successful tech-
niques among all recommender systems [1, 2]. However, with rapid increase of items
and users online, the traditional CF method suffers from a rage of serious problems,
such as data sparsity [3], scalability [4], and cold start [5], etc, which leads to low
quality of recommendations. In order to solve these issues, researchers have proposed
extensive improved methods, among which clustering technique [6, 7, 8] is widely
used and proved to be effective. Collaborative filtering based on user clustering (UC-
CF) [7] classifies similar users to a same cluster, which narrows neighborhoods’
search space and helps improve recommender speed and scalability [9, 10]. However,
we find that some defects still remain in this algorithm: (1) low quality of recommen-
dation for users on the edge of cluster; (2) ignorance of users’ multi-interests, which
cannot reflect the fact that most customers belong to multiple consumer groups; (3)
unable to effectively alleviate sparsity problem.

In order to solve these critical problems, this paper introduces rough set theory,
which is widely used to solve problems of incompleteness and uncertainty, into UC-
CF. For the problem of incompleteness, Rough Set Theory based Incomplete Data
Analysis Approach (ROUSTIDA) [11] is widely used in traditional CF to alleviate
sparsity problem. Therefore, the paper first adopts ROUSTIDA to fill vacant ratings.

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 3141, 2014.
© Springer International Publishing Switzerland 2014



32 X. Wang and L. Qian

On the other hand, the paper puts forward a rough user clustering algorithm for the
problem of uncertainty. Instead of classifying a user to only one cluster, this algorithm
classifies a user to lower or upper approximation of a cluster by whether he or she
positively or possibly belongs to the cluster [12]. It allows one user to be a candidate
for more than one cluster, which reflects customers’ multi-interests, and avoids users
being on the edge of cluster at the same time. Establishing an improved collaborative
filtering model based on rough set is expected to solve the problems above and to
improve recommender accuracy.

2 Related Work

2.1  Collaborative Filtering

The term ‘collaborative filtering” was coined by Goldberg [13], who was the first to
use collaborative filtering techniques in filtering information. Generally, it can be
divided to user-based CF and item-based CF. The former approach predicts a target
user’s interest on one item based on rating information from similar users. It can be
implemented by the following steps [14].

Create User-Item Rating Matrix. User-Item Rating Matrix is shown in Table 1. R,
represents the rating for user i on item j. R, is a integer, and rating scale is varied

depending on different situation. The ratings reflect users’ liking tendencies towards
items. Usually the higher R, is, the more user i likes or is satisfied with item j.

Table 1. User-Item Rating Matrix

Item .
n
User I
1 Ry, Ry Ry
l Rl] Rii Rm
m R’"[ hi R’"i A R’"Il

Calculate Similarity between Users. How to properly quantify the similarity be-
tween users is one of the most important problems in CF. Standard approaches are
using the correlation between the ratings that two users give to a set of objects, such
as Cosine index and Pearson correlation coefficient [15]. However, Cosine index
doesn’t consider the rating scales among users, and Pearson correlation coefficient
doesn’t perform well in sparse data. Therefore, a modified cosine index is adopted.

Z cel; (Ri,c _E)(Rj,c - R_j)
Z cel; (Ri.c _El’)zz cel; (Rj,c _R_j)2

sim(i, j) =

ey
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Where sim(i, j)e[0,1]. R

average ratings of user i and user j respectively. 7 is set of items that user i and user j

is the rating for user i on item c¢. g, and R, Trepresent

i,c

bothrate. 7, and 7 represent the sets of items that user i and user j rate respectively.

Select Neighborhoods and Make Recommendation. It is useful, both for accuracy
and performance, to select a subset of users (neighborhoods) with higher similarity to
use in computing a prediction for a target user, instead of using the entire database.
Once the neighborhood has been selected, ratings from those neighbors are combined
to calculate a prediction. At last, N items with the highest predicted ratings were rec-
ommended to the target user. User i’s predicted rating on item ¢ can be calculated as:

P.=R+ > |sim(i, | x(R;, —R,)
| > [sim(i, j)

@)

2.2 Rough Set Theory

Rough set theory is proposed by Professor Z.Pawlak in 1982 [16], and is widely used
in the field of data mining, machine learning, and expert system, etc. Here give some
related definitions.

Information System. Let S= (U, A, V, f) be an information system (attribute-value
system), where U is a non-empty set of finite objects (the universes) and A is a non-
empty, finite set of attributes such that a:U —V, forevery ae A. V, is the set of

values that attribute @ may take. The information table assigns a value a(x) from V,
to each attribute @ and object x in the universe U. f:U XA is an information func-
tion and attribute value of each object x.

Indiscernibility Relation. With any B c A, there is an associated equivalence rela-
tion IND(B): IND(B)={(x,y)|(x,y)e U*,Vbe B(b(x)=b(y))} . IND(B) is called an
indiscernibility relation. If (x,y)e IND(B), then x and y are indiscernible (or indis-
tinguishable) by attributes from B.

Discernibility Matrix. For information system S= (U, A, V, f), the discernibility ma-
trix isa nXxn square matrix. The definition of M is as follows:
M, j) = {ak la, € Ana, (x)#a (x;)na,(x;) =% rna,(x;) 7&*}

Where * express the lack. The element in extended discernibility matrix is a set of
attribute subscripts. And the discernibility concept between attribute values is also
extended to adapt for incomplete information system.

Missing Attribute and No-Different Object. For Information system S= (U, A, V, f),
if x; € U, then the missing attribute set MAS; of object x,, no-difference object set

NS, for object x; and missing object set MOS; are defined as:

MAS, = {ak la,(x,)="*k= 1,~-~,m}
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NS, ={jIM(,j)=®,i# j,j=1,--,n}
MOS, ={i IMAS, # ®,i=1,---,n}

Lower and Upper Approximations. Let X cU be a target set that we wish to

represent using attribute subset B. In general, X cannot be expressed exactly, because
the set may include and exclude objects which are indistinguishable on the basis of
attributes B. However, the set X can be approximated using only the information con-
tained within B by constructing the lower and upper approximations of X:

B(X)=UlY, I(Y, e UIIND(B) Y, € X)}

B(X)=UY, 1(Y, e U IND(B)AY, AX # D)}

3 The Proposed Model

In order to alleviate sparsity problem and improve recommender accuracy, rough set
theory has been introduced in this paper, and an improved collaborative filtering
model based on rough set (RS-CF) is established. The model can be divided into two
phases: When in the off-line phase, it uses ROUSTIDA algorithm, which is based on
rough set theory, to fill vacant ratings in User-Item rating matrix. Then the model
adopts rough K-means user clustering algorithm to classify all users to each cluster’s
lower or upper approximation by whether the user positively or possibly belongs to
the cluster based on user similarity, and thus generates each user’s initial neighbor-
hoods. When in the on-line phase, the model starts searching the target user’s nearest
neighborhoods from his initial ones, predicts his ratings and make top-N recommen-
dations. The framework of proposed model is shown in Fig. 1.

User-Item
Rating Matrix

Filling Vacant
Ratings
(ROUSTIDA) Neighborhoods

C.omplclc‘ Rough K-means: Nearest Neighbor-
Rating Matrix User Clustering Item Rating Matrix

Fig. 1. Framework of RS-CF

Off-Line

On-Line

Initial

Neighborhoods Nearest

|
|
|
| Searching
|
|
|
|

3.1 Filling Vacant Ratings

ROUSTIDA is a widely used algorithm to analyze and replace incomplete data. Be-
cause of multiple vacant ratings and their different distribution, supplementing the
vacant data cannot be achieved after a single computation of initiative extended dis-
cernibility matrix and a completeness analysis. It calls for multiple times computation
of initiative extended discernibility matrix and completeness analysis. Let r be the
number of times of computation and based on extended discernibility matrix above,
ROUSTIDA is given as follows [11].
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Input: Incomplete User-Item Rating Matrix §° = (U ° IR, ro)

Output: Complete User-Item Rating Matrix S = (U ".I,R, r’)

Steps:

1. Compute the initiative discernibility matrix M°, MAS®, MOS’, let r=0
2. For all ie MOS", calculate NS,

(a) Generate S"*'.Forall i¢ MOS",let r,"" =1, " k=12,-n;

Ly

(b) For all ie MOS", make loops for all i, € MAS,"
() If INS'k=1, let jeNS', if r, " =%, then r,”"' =% otherwise

r+l r
Tk “Tix

(i) Otherwise
(1) If exist j, and j € NS;, with the condition r, ,"#* and r, ~#*
r r r+l *
and Fox T , then ro =%,
(2) Otherwise, if exist j,€ NS, , with the condition rio,k' #*  then

r+l r . r+l
— =%k
Ly =1, -Otherwise, r, =~ =%*.

(c) If $™'=S", finish the recycle and turn to Step 3, Otherwise compute M ™",
MAS™ and MOS™"; r=r+1; turn to Step 2.

3. If there are still vacant ratings in User-Item Rating Matrix, combination complete-
ness approach is adopted for further process.

3.2  Rough K-means User Clustering

Bringing in the thought of rough set in user clustering, rough K-means user clustering
algorithm determines a user’s membership based on his similarity with the centroid of
each cluster. A user who positively belongs to one user cluster is classified to its low-
er approximation. Reversely, a user who possibly belongs to one user cluster is classi-
fied to its upper approximation. The following three properties given by Lingras [12]
may help understand this algorithm.

e Property 1. An object can be part of at most one lower approximation.

e Property 2. If an object is part of one lower approximation, then it also be-
longs to the upper approximation.

e Property 3. If an object is not part of any lower approximation, then it be-
longs to two or more upper approximation.

Here give concrete steps of rough K-means user clustering algorithm.

Input: Complete User-Item Rating Matrix, the Number of User Clusters (K), Approxima-
tion threshold (threshold), adjusting parameters of centroids of user clusters (w, , w, ).

Output: K User Clusters with Lower and Upper Approximations, Each User’s Clus-
ter Label.
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Steps:
1. Select K users randomly and use their n-dimensional rating vectors
¢,,¢,, ¢ as initial centroids of clusters.

2. Calculate similarities between each user and K centroids by Equation (1).

sim(u,c;) represents the highest similarity between user u and centroid ¢;.

3. Determine Each User’s Membership. Modified cosine index (Equation 1) sub-
tracts user’s average rating, which means that it eliminates the problem of users’
different rating scales. Therefore, the discrepancy of similarities between user and
centroids can be expressed directly by their absolute difference. Let threshold be
an approximation threshold and U be one user cluster. The following two rules can
classify all users to lower or upper approximations of K clusters. For the set:

T ={j:d=sim(u,c;) —sim(u,cj) <threshold 1<i, j<k,i# j}

Rule 1. If T#®, then xe E(Ui) and xe E(Uj). In other words, user u shares

high similarities with more than one centroid. Thus the membership of user u is
ambiguous and u cannot be classified to any lower approximation. According to
Property 3, user u belongs to upper approximation of these clusters.

Rule 2. If T =@, then xe B(U,) . In other words, user « only shares high similari-

ties with one centroid, but shares low similarities with the others. Therefore, the
membership of user u is clear and u can be classified to lower approximation.

4. Adjust Centroids of Clusters. Adjustment of centroid depends on users both in
lower and upper approximations of the cluster. Centroid can be recalculated by the
weighted arithmetic mean of vectors of users who are positively belongs to this
cluster and who are possibly belong to it. The Equation is:

X
c;,=w, e ——tw, e _ +w, =1 3)
! xngul) |§(U,)| x”eEZ(U,) B(U, )‘ e

Parameters w, and w, show the importance of lower and upper approximation

to user clustering. |§(U ; )| is the number of users in lower approximation of U,,

and ‘E(U ,.)‘ is that in upper approximation of U, .

5. Repeat step 2, 3, 4 until criterion function J = I/Z: D, sim(u,c;) converges.

In a word, rough K-means user clustering algorithm can roughly classify all users
to lower and upper approximations of K user clusters offline, which can be regarded
as each user’s initial neighborhoods.

3.3 Searching Nearest Neighborhoods

When a special user is online, the following search algorithm can help find the target
user’s nearest neighborhoods from his initial neighborhoods.
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Input: Target User, Initial Neighborhoods, Threshold of the Number of nearest
neighbors (N, ).

Output: Target User’s Nearest Neighborhoods.

Steps (Two Conditions):

Condition 1. The target user belongs to lower approximation of U, .

1. Let N be the number of nearest neighbors. Put all users in lower approximation of
U, into the nearest neighborhoods. If N = N, then finish. Otherwise, turn to next

step.
4. Put all users in upper approximation of U, into the nearest neighborhoods. If

N2=2N

5. Count the cluster labels of users in the upper approximation of U, and find out the

then finish. Otherwise, turn to next step.

u’

highest frequency of cluster label U;. Add users in U; to the nearest neighbor-
hoods. If N = N, then finish. Otherwise, turn to next step.
6. Find out the second highest frequency of cluster label U, . Add users in U, to the

nearest neighborhoods. And so on, until N =2 N, is valid.

Condition 2. The target user belongs to at least two clusters’ upper approximation.

1. Let N be the number of nearest neighbors. Combine all the users in the upper ap-
proximation that the target user belongs to, and let the combination be the nearest
neighborhoods. If N = N, then finish. Otherwise, turn to next step.

7. Extend the number of users in the nearest neighborhoods by following Step 3 and
Step 4 in Condition 1, until N =N, is valid.

In a word, the search algorithm above can output the target user’s nearest neighbor-
hoods. At last, this model uses Equation (2) to predict the user’s ratings based on the
Nearest Neighbor-Item rating matrix, and recommends N items with highest predicted
ratings to the online user.

4 Experimental Evaluation

4.1 Data Set

The testing data set that the following experiments use is provided by Movielens [18],
which is a research site run by GroupLens Research at the University of Minnesota
and is widely used in the study of personalized recommendation. The data set down-
loaded from Movielens web site consists of 100,000 ratings (1-5) from 943 users on
1682 movies. In this paper, we choose 150 users randomly for simple to implement in
the experiments. Moreover, data set ul.base and ul.test are 80%/20% splits of the
whole data into training and test data. As shown in Table 2, spares level of the expe-
rimental data reaches up to 92.31%, which means the data is extremely sparse.
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Table 2. Experimental Data Statistics

Users Items Ratings Sparse Level
Data 150 1296 14951 92.31%

4.2  Evaluation Metric

A plenty of metrics exist to evaluate recommender system’s performance. This paper
adopts Mean Absolute Error (often referred to as MAE), which is one of the most
effective and extensively used metrics [19, 20], to evaluate the proposed model. MAE
measures the average absolute deviation between a predicted rating and the user’s true
rating. The smaller the MAE, the higher recommendation accuracy the model will be.
Let {p,,p,.---py} be the set of predicted ratings, and let {g,,q,,--q,} be the set of

true ratings. MAE can be calculated as:
N
zi:1 |P[ - qi|
N

MAE = 4

4.3 Experimental Scenario and Results

Experiment 1. The values of parameters w, and w, will have great influence on

recommender accuracy because they show the importance of lower and upper approx-
imation to clustering when adjusting centroids. Observe the changes of MAE by in-
creasing the value of w, from O to 1.0 (0.1 each time), namely decreasing the value

of w, from 1.0 to 0 (0.1 each time). The aim of experiment 1 is to test the influence
of w, and w, to MAE, thus the following parameters are controlled and fixed. Let
Kbe 20, N, be 15, and threshold be 0.05 (empirical value).

The result is shown in Fig. 2. It is obvious that the proposed model works best
when w, =0.8,w, =0.2. In other words, users in lower approximation are more im-

portant than that in upper one to the adjusting centroids.
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Fig. 2. The Influence of w, and w, to MAE
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Experiment 2. In order to verify the proposed model (RS-CF) can make better rec-
ommendation, this experiment compares it with traditional collaborative filtering (CF)
and collaborative filtering based on user clustering (UC-CF). Because the Number of
User Clusters (K) and Threshold of the Number of nearest neighbors (N, ) will influ-

ence the recommendation, values of them are assigned as in Table 3.

Table 3. Parameter Setting in Experiment 2

Parameter Value In Algorithm
N, 10, 15, 20, 25 CF, UC-CF, RS-CF
K 15,20 UC-CF, RS-CF
Threshold0 0.5 UC-CF
Threshold 0.05 RS-CF
W, W, w, =0.8,w, =02 RS-CF

The experimental result is shown in Fig. 3. It shows that the RS-CF has smaller
MAE than CF and UC-CF, which indicates that the proposed model performs better,
and can improve recommender accuracy effectively.

\ ——CF
075 -~ ---%-15
R S N
B
07 K=20
—=eK-15
—X RUCCF

——=K=20
RUC-CF

Fig. 3. CF, UC-CF and RUC-CF Comparison

5 Conclusions and Future Work

The proposed RS-CF is an improved approach in recommender system. The innova-
tion of this paper is to introduce rough set into CF to solve problems in traditional CF.
The proposed model firstly adopts ROUSTIDA to fill vacant ratings, which greatly
alleviate sparsity problem and then puts forward a rough user clustering algorithm. It
allows one user to be a candidate for more than one cluster, which reflects customers’
multi-interests, and avoids users being on the edge of cluster at the same time. At last,
the effectiveness of the model is verified by two well-designed experiments, which
indicates that the RS-CF performs better than CF and UC-CF, and is of high feasibili-
ty and practical significance.
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With an increase of users’ demands, the study of recommender system is conti-
nuously developing. The next research focus should be put on how to bring in tech-
niques in other research or other application fields to solve problems of CF.
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Abstract. In this paper we present a new personalized approach that
integrates a social profile in distributed search system. The proposed
approach exploits the social profile and the different relations between
social entities to : (i) make a query expansion, (ii) personalize and im-
prove the result merging process in distributed information retrieval.

1 Introduction

With the increase of the web size, the amount of information covered by a cen-
tralized search engine decreases [1]. Thus, the centralized Information retrieval
is no longer sufficient to satisfy the needs of users. To solve the problems of
centralized Information Retrieval, distributed Information Retrieval appeared,
which consist to use meta-search engines to increase the research coverage and
by combining the results from several centralized search engines. The distributed
information retrieval gave birth to two major problems: (1) the source selection
and (2) the result merging. In this paper, we are interested in the result merging
problem. The large amount of results returned by meta-search engines is a great
disadvantage, and from there the custom meta-search engines have emerged. Per-
sonalized meta-search engines use profiles of users to filter the results and return
the relevant documents that better meet to user needs. Many kinds of personal
data can be used for the construction of the user profile such as user manually
selected interests , search engine history , etc . Internet growth and the advent of
web2.0 gave birth to different types of social networks on a large scale, which are
now recognized as an important means for information dissemination[2]. Many
of social networks are considered as social tagging systems, these systems allow
the users to provide annotations (tags) to resources, to give their opinions about
resources. Several social bookmarking services as Flickr! and Delicious? are con-
sidered an online folksonomy services, and their social tagging data, also known
as folksonomies [3]. The set of tags can be used as a source of personal data to
build the user profile . In this work we propose a new approach that exploit the
social and the semantic relations among items and tags through the use of user

! Flickr - Photo sharing, http://www.flickr.com/
2 Delicious - Social bookmarking, http://delicious.com/
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profile defined within a social tagging system to make a query expansion and to
improve the result merging process in order to improve the quality of search of
a meta-search engine. The rest of the paper is organized as follows: In section 2
we briefly review the related work. In Section 3 we introduce our personalization
approach. Finally, we conclude our work and list some future work in Section 4.

2 Related Work

2.1 Social Information Retrieval

Social tagging systems are web-based systems that allow internet users to add,
edit, and share bookmarks of web documents. In social bookmarking services,
such as Delicious and Flickr, the users can annotate their bookmarks with ar-
bitrary keywords called tags. The collection of a user’s tags constitutes their
personomy, and the collection of all users’ personomy constitutes the folkson-
omy.

A folksonomy is a tuple F := (U,T,D,Y) where U = {uq,...,up} is the
set of users, T = {t1,...,tr} is the set of tags, and D = {dy,...,dy} is the
set of resources or web documents, and Y is a ternary relation between U and
T and D, i.e.,Y CU xT x D, whose elements are called tag assignments [3]
[4]. In our case, the elements of D represents the different web resources and
are identified by a URL. Users are identified by a user ID. In social information
retrieval, many studies have proposed in the context of search personalization.
Most of these studies are based on the folksonomy structure.

Schenkel et al. [5] developed a framework for harnessing such social relations
for search and recommendation. They created a scoring model that exploits social
relations and semantic/statistical relations among items and tags; this scoring
model gives a great importance to users who have a high score of strength friend-
ship with the query initiator. The score of strength friendship is a linear combi-
nation of the spiritual strength friendship, the social strength friendship, and the
global strength friendship. Rather than item recommendation, our personalized
retrieval models, applicable to meta-search engine, is composed of several web
search engines to re-rank the lists of search results according to the user profile.

Bender et al. [6] exploits the different entities of social networks (users, doc-
uments, tags) and social relations between these entities, to make a query ex-
pansion by adding the similar tags to the query keywords, and to make a social
expansion to give an advantage to documents tagged by the user’s close friends.

Hochul et al. [7] developed an approach that use the links and similarities
between the user profiles in the filtering algorithm results. This approach is
called collaborative filtering. The principal advantage of this approach is the
enlargement of the coverage of research using similar profiles. For example, in
the case where P does not obtain satisfactory results for a query, we can then use
the most similar profiles to P to enlarge the search and retrieve more relevant
results.
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Vallet et al. [4] present a personalization model that exploits folksonomy struc-
ture. For this they developed two measures to calculate the relevance between
a user profile and a document to re-rank the list of results returned by a search
engine.

2.2 Result Merging Approach

The most referenced work was performed by Fox and Shaw [8]. The authors pro-
posed several combination methods based on the min (CombMIN), max (Comb-
MAX), medium (CombMED ), sum (CombSUM) or average (ComANZ). The
principle rules of these methods are the same, which provides to merge the docu-
ments based on the scores given by the server (the source). Merging process is an
important step in a distributed information system, it allows the system to se-
lect and order the documents coming from different selected information sources
into a single result list to be returned to the user. Several works addressed the
results merging problem. In each work they tried to find a measure to rank
the documents. For that, different strategies have been proposed . Yumono and
al [9] assign a score for each server in the server selection phase. During the
merging phase, the rank of each document is combined with the score of the
server to calculate the score of this document. Documents are thus merged and
sorted according to this score. Si and Callan [10] [11] propose another merging
approach called SSL (Semi-Supervised Learning). This approach associates for
each document returned by a source two scores. The first score obtained by the
source, and the second score calculated by applying an effective weighting tech-
nique on the list of documents returned by the source. The documents are then
merged according to the combined scores. Kechid and Drias [12] [13] integrates a
user profile into the ranking process. For that, they associate for each document
returned by a source three scores:

1. A score that represents the similarity between the document and the user
query.

2. A score that represents the similarity between the document and the user
profile.

3. A score that represents the accuracy degree of the document according to
the user preferences.

The documents are then merged according to the combined scores.

3 Owur Approach

In our approach, we define a new user social profile and exploiting it for per-
sonalizing and improving the result merging process in distributed information
retrieval. Similar to the studies of Hochul et al [7] and Bender et al. [6], we ex-
ploit the folksonomy structure, and we use both the friendship measure and the
similarity between two tags to make a query expansion rather than the use of
the friendship and the similarity measure directly in the scoring model. Similar
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to the studies of Vallet et al [4], we follow the same personalization model but we
exploit other relations between the folksonomy entities (users, documents, tags),
such as the relation between user and user and the relation between tag and
tag to expand the research coverage and to improve the search quality of a dis-
tributed information system, particularly, to improve the result merging process.
In our approach, the documents are ordered according a score ScoreDocg s(tm,).
This score is calculated by the combination of: 1- the score between the user and
the document, 2- the score of the source document. The computation of score
ScoreDocg s(um) is detailed in next sections.

3.1 User Profile Definition

The user profile is defined by the user’s set of tags, we suppose that frequently
used tags are more relevant to a user than rarely used tags, hence, we use just
the tags who have a frequency greater than or equal to the average of user’s
tags. We note:

profile(um) = Z (t1stfu (t1))

lvtfum, (tl ) Zavgtagsum,

where:

tfy,, (t1): is the User-based tag frequency, which mean how many time the
user use u,, the tag ¢; .

and : avgtags,,, represent the average of all tags used by the user u,,, we
calculate this average as follow:

>ty (t)
l

avgtags,,, =
tags number,,,

where tags number,, : represent the number of tags used by the user u,,. The
user profile in our approach is used to:

1. Work a query expansion by adding similar tags to the keywords that appear
in the query.
2. Merge the results of sources.

3.2 Query Expansion Process

According to Barry Smyth [14], 66% of our new research is similar to those made
by our colleagues. These figures show the importance of taking into account the
social factor in information retrieval. Based on this idea, for our query expansion
process, we propose the use of the profiles of the user’s close friends, to find the
list of tags that are similar to the query tags. To find this list of tags T , we use
the friendship measure and the tags expansion measure inspired from the work
of Bender et al. [6]. The user query is reformulated by adding the tags of the
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list T . The new query is weighted by the following formula inspired by Rocchio
[15].

new __ old b g
q " =aq "+ |T| Zt

With q"% is the expanded query, q°¢ is the old query by the user, a and b are

constants, a, b € [0, 1]. The list of tags T is established as follows:
T = Z E, t= {E € sim (ti) |Tag81m (E, ti) = maxsim(ti)}
tieq(’ld

sim (t;): refers to the list of tags that are similar to the query tag ¢; ( i.e., all
tags where TagSim (¢,¢;) > 0 and t € friendsciose (tm).)

TagSim (¢, t;): represent the similarity between two tags t,%; . We compute
the Dice coefficient defined as:

. 2 xdfgy,

TagSim (¢, t;) df, +df,
where:

dfz4,: is the number of documents which belongs to the list friends (u,), and
that contain both term ¢t and ¢;.

dfz, df:,: are the number of documents which belongs to the list friends (u,),
and that have been tagged with % and ¢;, respectively.

MaXgim(t;) : represent the tag that have the high similarity in the list sim (t;).

friendsciose (um): refers the list of close friends of the query initiator w,,, the
close friend of user u,, must have a friendship score greater than or equal to the
average score of friendship. This list is appointed as follows:

friendsciose (Um) = Z y, friendship (um,y) > avg friendship (upm,)
yE friends(um)

where:
avg friendship (u,,) : the average friendship score of the user u,y,.

> friendship (um,y)

y€E friends(um)

avg friendship (um) = \Friends (um)|

friendship (u,,y): represent the friendship score. This score is the number
of common friends between the user u,, and y .

3.3 Results Merging Process

This process consists of ordering and merge all documents returned by the se-
lected sources into a single ranked list. This list will be presented to the user. In
our approach the documents are ordered according to a score ScoreDocq s(u),
this score is calculated using our following formula:
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. 1
ScoreDocq,s(Um) = .51 (U, d) + (1 — a) .ScoreSources (um) ranks(d)
a € [0.1]
where:

ranks(d): is the rank of the document d in the returned list of the source s.

ScoreSources (up,): (number of web pages tagged and returned by the source)
/ (total number of pages returned by the source).

$im (U, d): Is the similarity between the user profile and the document pro-
file?. To calculate this similarity we prefer the use of the approach developed by
Vallet et al [4], because the experiment’s results show that the approach has bet-
ter performance than the other one’s approaches. This personalization approach
is defined as followed:

S (t, d) =Y (thy,, (4) duf () g (1) 3df (1))
l

where:

tfy,, (t;): is the number of times the user u,, has used the tag ¢;.

tfq (1): is the number of times the document d has been annotated with tag
.

iuf (¢;): measures the popularity of a tag ¢; is across all users U.

U]
u(t)’
idf (¢;): measures the popularity of a tag t; is across all documents D.

|D|
d(t)

iuf (t;) = log . nu (t;) = |{us € U, tt,,, (t1) > 0|}

idf (tl) = log N ,nd (tl) = |{dn € D, tfy (tl) > 0‘}‘

4 Experiments

4.1 Experimental Setup

For our experiments, we used a dataset from the del.ico.us social bookmark-
ing system, this dataset is released in the framework of the 2nd International
Workshop on Information Heterogeneity and Fusion in Recommender Systems
(HetRec 2011)*. It contains 69226 URLs (resources), 1867 users, and 53388 dis-
tinct tags.

To evaluate our approach in a distributed environment, we considered the 5
following search engines: Google, Yahoo, Bing, Ask, and AOL. Each search en-
gine represents a source of information, and for each source we have downloaded
the top 20 retrieved documents, hence, in our experiments the final result list

3 The document profile is the set of tags used to annotate the document.
4 http://grouplens.org/datasets/hetrec-2011/


http://grouplens.org/datasets/hetrec-2011/

48 Z. Saoud, S. Kechid, and R. Amrouni

contains 20 documents. In our calculations, to define the user profile we use
just the top 15 tags, and, to make the query expansion, our list of close friends
contains just the top 5 close friends. To examine the benefit of our approach for
individual users, we allowed 5 participants to evaluate the results list, and each
user ran 4 queries. In total, we have tested 20 different queries. These queries
are made using the most popular tags in the dataset. To solve the problem of
subjectively assessing (relevance judgment) [6], we follow the method of Bender
et al [6], and that by selecting a fictitious profile for each query initiator. In
our test, the fictitious profile is extracted from the set of profiles of the social
bookmarking dataset del.ico.us, and this profile must contain the greatest sum
of tags frequency of the query.

4.2 Experimental Results

Results of Merging Process Personalization Approach. In this section,
we analyze the performance of our personalization approach when only the per-
sonalization scores are used to merge and reorder the documents returned by
the distributed information system. In this section the query expansion is not
taken into account, and for each query we considered the result in various cases,
by varying the parameters o and in the interval [0, 1].

We vary the parameters « evaluate the influence of the use of the social profile,
and evaluate the importance between the two measures of the merging process
score. Fach participant sends a query and then judges the relevance of the 5,
10, 15, and 20 top ranked documents. A precision value is computed for each
retrieval session according to the usual formula:

. number of selected relevant documents
precision =
number of selected documents

The various cases obtained by varying the parameters « in the interval [0, 1]
are described as followed:

«a = 0 : This case means that the social profile is not used, the relevance of

the result is related just to the source score.

«a = 0.5 : In this case here, the relevance of the result is related to the user

profile and the source score, in an equitable way.

— a = 0.7 : In this case here, the relevance of the result is related to the user
profile and the source score, but the social profile is more significant than
the source score.

— « = 1 : This case means that the source score is not used, the relevance of

the result is related just to the social profile.

Table 1 shows the precision (at 5, 10,15, and 20) values of the personalization
approaches.

These results shows that the combination of the social profile with the score
source gives the best results of the merging process.
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Table 1. Precision values of the merging process personalization approach

Metric a=0 a=0.5 a=0."7 a=1
P5 0.77 0.82 0.87 0.81
P10 0.66 0.76 0.825 0.74
P15 0.69 0.72 0.81 0.73
P20 0.695 0.87 0.825 0.705
P average 0.703 0.792 0.832 0.746

Results of Query Expansion. In this section, we study the performance of
the personalization approaches when we apply our query expansion method for
each query. To realize that we preferred the use of queries that contains just a
single tag, and that to avoid the changing of the meaning of the queries, after
the collection of the new queries we apply our personalization approach to merge
and order the documents such as the previous section, and choose the value of
the parameter o = 0.7. For each query, we have computed the precision values
for a top 5 documents, 10 documents, 15 documents, and 20 documents. The
following Table 2 shows these averages precisions obtained:

Table 2. Precision values of the query expansion method

Metric without query expansion with query expansion
P5 0.77 0.82
P10 0.66 0.76
P15 0.69 0.72
P20 0.695 0.87

These results show that the query expansion gives better results than the use
of the query without expansion.

5 Conclusion and Future Work

In this paper we have defined a new social user profile based on the folksonomy
structure. We have also defined a new approach using the social user profile for
personalizing and improving the result merging process in a distributed infor-
mation retrieval. The results obtained shows that the integration of the social
profile, in result merging process, improved the relevance of the retrieval result.
In addition, the second evaluation indicates that the use of the query expansion
process with the social profile gave good results for the merging process in a
distributed information system. In our future work we plan to integrate the so-
cial user profile for personalizing and improving the source selection process in
a distributed information system.
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Abstract. Fashion e-commerce is a fast growing area in online shop-
ping. The fashion domain has several interesting properties, which make
personalised recommendations more difficult than in more traditional
domains. To avoid potential bias when using explicit user ratings, which
are also expensive to obtain, this work approaches fashion recommenda-
tions by analysing implicit feedback from users in an app. A user’s actual
behaviour, such as Clicks, Wants and Purchases, is used to infer her im-
plicit preference score of an item she has interacted with. This score is
then blended with information about the item’s price and popularity as
well as the recentness of the user’s action wrt. the item. Based on these
implicit preference scores, we infer the user’s ranking of other fashion
items by applying different recommendation algorithms. Experimental
results show that the proposed method outperforms the most popular
baseline approach, thus demonstrating its effectiveness and viability.

1 Introduction

The fashion domain has several interesting properties and behaves differently
from most other domains. The domain is characterised by being related to
clothes, popularity, time and cultural grouping. The main drivers of fashion
is the need for belonging, for individuals to share a common thought or opinion.

Hanf et al. [1] argue that customers are rational wrt. price and quality. Fur-
ther, the forming of a subculture happens through individuals seeking out other
individuals with similar tastes in a variety of aspects [2]. Finally, brands also
greatly affect what a the consumer purchases. A study done on the behaviour of
the consumer [3] showed that knowing the brand of two almost identical products
made the consumer crowd shift towards the more well known brand.

Our work is related to a fashion recommender for an online fashion portal in
Europe. A user can interact with the portal via an app in several ways: When
starting the app, she is met with a welcome-screen with streams of information
containing news-items, such as sales and new collections available, and edito-
rial contents (see Figure 1). The feeds, or the built-in search functionality, will

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 51-61, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. Screenshots from the application. From the left to right: editorial information,
product details, and a “love list”.

lead her to storefronts, brands, or specific items. Users can indicate interest in
products by looking at them (Clicks), marking them as “loved” (Wants), or as
“intended for purchase” (Purchases).

The goal of this research is to extend the app with a separate personalised
stream, which will present the user with the items she is most likely to buy.
A design criteria is that the system shall be completely unobtrusive. Thus, the
recommendations cannot rely on users explicitly rating items, but rather be
guided by the rich history of interaction between the user and the app. The
system therefore relies solely on implicit feedback, that is, the user’s preference
are to be automatically inferred from her behaviour [4,5]. Note that the system
will not only use the user’s purchase history, which can be sparse, but also
consider which items the user has clicked, and which have been “loved”.

The use of implicit feedback systems, while immensely popular, e.g., in news
recommendation systems, also raise some challenges, see, e.g., [6,7]: Most no-
tably are: 4) every interaction a user has with an item is a sign of interest, and
the system therefore never receives negative feedback; i7) feedback related to an
item is multi-faceted (e.g., it can be both clicked and “loved”), and the different
types of feedback will have to be combined into a single numerical value, as de-
fined an implicit preference score for a recommendation algorithms; and #i7) it is
difficult to evaluate such a system compared to explicit-rating-systems, because
the system does not have a target rating to compare its predictions to. The
success of an implicit feedback system therefore relies on a well-defined strategy
for inferring user preferences from implicit feedback data, combining event types
into implicit scores, and evaluating these scores and recommendations by using
a suitable metric.

2 Related Work

Different recommender systems for fashion exist, each using different mechanisms
for acquiring information to uncover customers’ preferences. One example is the
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fashion coordinates recommender system by Iwata et al. [8], which analyses
photographs from fashion magazines. Full body images are segmented into their
top and bottom parts, and used together with collected visual features of the
products, the system learned which top matches to which bottom.

Shen et al. [9] proposed a system, where users can register clothes, add brands,
type, material and descriptions (e.g., “I use these at home”). The system makes
recommendations based on the situation for which the user needs help finding
clothes. Yu-Chu et al. [10] and Ying et al. [11] described similar systems.

Liu et al. [12] combined the approaches from Iwata et al. [8], Ying et al. [11]
and Shen et al. [9], suggesting a system that recommends clothes both based on
the photographs and the occasion the clothes are to be worn.

While designing SuitUp!, Kao [13] did a survey among the system’s potential
users. An interesting finding was that many enjoyed a Hot-or-Not feature, which
gives the user a set of items she can like or dislike. Not only did this make the
users more engaged in the system, but it also produced ratings that could be
used for recommendation of new items.

Common to all of these systems is that they employ explicit feedbacks from
their users. However, a crucial design requirement from the owner of the fashion
app in this paper is that recommendations must be unobtrusive, leaving harvest-
ing of explicit feedbacks unattainable. Unfortunately, there is not much research
on using implicit feedback for fashion recommendation systems available, but
some work has been carried out in other domains. Among these are Xu et. al.
[14], who proposed a recommendation system for documents, images and video
online. It uses the user’s attention time spent consuming different items to infer
her interests. In music recommendation, Yang et. al. [15] suggested to use im-
plicit feedback collected from a user during a short time period to extract her
local preference, which is to represent her taste during the next few minutes.
It has been shown that implicit feedback from users can be used for news rec-
ommendation [7], and Parra et al. [16] showed a strong relation between users’
implicit feedback and explicit ratings.

3 Design and Implementation

3.1 Generating Implicit Scores

The first step towards building a recommender system is to translate data cap-
turing users’ actions into a number that can be understood as the “score” the
users would give to particular items. The most important factor when creating
such numbers is to understand the data available and their implications for user
preferences. Once the data is analysed, suitable generalisations can be chosen.
Often, counting events can be useful; in our case a natural assumption is that
a high number of clicks correlates with a preference for that item. Also, scores are
dynamic in the sense that an item viewed a long time ago will probably be less
relevant today than if it had been clicked yesterday. Therefore, the time when a
user last viewed items and in which order should affect the score calculation.
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It is important to recognise that when scores are not explicitly given by users,
calculated implicit scores become the system’s equivalent of a ground truth. The
subsequent processing depends on the assumption that generated implicit scores
represent users’ preferences well. Unfortunately, this assumption is not verifiable,
thus it is very important to generate scores using relevant features and methods.

Our point of departure is the work by Ghosh [17]. However, we extend this
work by basing our weights of different events on the statistical properties of the
dataset instead of manually defining the scores for each event. Furthermore, we
create scores on a continuous scale between a minimum and a maximum value.

We focus on three events, Clicks, Wants and Purchases. Notice that the events
are naturally ordered, i.e., wanting an item is a stronger indicator than clicking
it, and intending purchase is stronger than wanting the item. We decided to let
a user’s interaction with an item be defined through the strongest event, so we
for instance, disregard all click events when an item is wanted. Among the three
events, 61 % of the registrations in our data set are of the type Clicks, 35 % are
Wants, and the remaining 4 % are Purchases.

This distribution is used to generate the ranges of scores in Table 1. Note that
the intervals for each event ensures natural ordering, and the split at, e.g., 96 is
due to 96 % of the events in our dataset being Wants or weaker.

Table 1. Score Mapping

Event type Clicks Wants Purchases
Score range [0, 61] [61, 96] [96, 100]

Important properties in the fashion domain that must be captured by the
system include seasons and trends, price sensitivity and popularity. Based on
this, we adjust the relevance of a user’s action wrt. an action’s recentness as
well as an item’s price and overall popularity. We will do so using a penalisation
function, giving each event a specific value inside the range of possible scores.

In general, when a user u triggers an event e, e.g. Clicks, we have a range of
possible scores to give this event. We use S, to denote this score, and let m, and
M, denote the minimum and maximum score possible for event e, respectively.
We then use a penalisation function p,(z) taking a feature value = (e.g., related
to an item’s price), and returns a number between zero and one to adjust the
score inside the possible range. Specifically, we will use (1):

Se = M, — (Me - me) pu(x) (1)

This formalises a procedure for finding S, the score given to event e after pe-
nalisation, which was originally assumed to be in the interval [m., M.]. Note that
penalisation also implicitly add negative feedback. This is an important aspect
to keep in mind when working with implicit feedback, as modern recommender
engines work better when based on both positive and negative feedback.
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3.2 Considering Recentness

As mentioned, fashion is about timing and following recent trends. Thus, recent-
ness is a natural feature to determine how well an item is liked. In our system
we penalise items the user has not considered recently. To do so, we look at the
number of days since the user did the event in question (denoted by z), and
compare this to the oldest event this user has in the database, denoted by F,.

We then enforce a linear penalisation, letting p,(xz) = z/F,. Thus, an event
happening today (xz = 0) will be penalised with p,(0) = 0, whilst the oldest
event in the data base will be penalised with p,(0) = 1. Some examples of the
use of this penalisation (assuming F,, = 14) are given in Table 2.

Table 2. Example of penalisation

Event type z pu(s)  Se

Purchases 3 0.21 99.2
Wants 7 050 78.5
Clicks 0 0.00 62.0
Clicks 14 1.00 0

A linear penalty function does not fit well with the idea of seasons. As an
example, a store may be selling warm clothes from November to March, but
wants to focus its recommendations at summer-clothes when the season changes.
In order to mimic this behaviour we introduce a sigmoid function, and we chose
to work with a parametrisation where we can fine tune both the steepness (s)
and shift (¢) of the “S”-shape (see Equation 2) to fit well with the data.

1
- 1+exp(—s-z/Fy,+c) 2)

Considering recentness in this way could obscure the preferences of users who
have been absent from the app for some time, because all these users’ events
would be heavily penalised. In order to mitigate this problem, we adjust our
features to consider the ordering of events instead of timing. Assume the user has
triggered IV events in total, now let = be the number of events triggered after the
event e in question. In this case it seems appropriate to use a linear penalisation,
with p, (z) = 2/(N—1). This definition ensures that the difference in penalisation
between the two most recent items is equal to the difference between the two
oldest items. In total, this gives us two different ways of incorporating recency
into the score of an event e. We discuss how these are combined in Section 3.5.

pu(®)

3.3 Considering Price

Users differ in the price range of items they frequent, and as people tend to be
price sensitive, the prices of the items should also come into the score calculation.
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Using the user’s “typical” price-range, we can create personalised scores, penal-
ising items that are not in the price range preferred by the user. This procedure
is done in two steps: first we find the average price a,, of all items related to user
u. Secondly, we calculate the difference between the price of item i triggering
event e (denoted by ;) and a,. We define the penalisation function as:

() min (17 i I_,a“) if m > ay
™) =
Pulfls min (1, a“ﬁ,’”) if m; < ay,

where F' is a constant controlling the price elasticity of the user-group. Note that
we make the assumption that items being cheaper than the user’s average (i.e.,
m; < ay) should also be penalised, but less strictly, making cheaper items half
as sensitive to penalisation, compared to more expensive items (m; > a.,).

3.4 Considering Popularity

Finally, as fashion is strongly related to the (global) popularity of items, we will
consider popularity as a feature. By comparing a user’s behaviour to the rest of
the population, we can tell if the user’s activities conforms to common standards
or if her taste is more unique; giving significant clues about items to recommend.
The goal is to classify to what degree a user likes popular items, then define a
penalty function that reduces the score of items that are too popular (if the user
is not under peer-pressure) or too obscure (if the user prefers popular items).
Assume we have ordered all items wrt. decreasing popularity. We define ¢;, the
popularity of item ¢, as the fraction of items that are more popular than item i.
Thus, t; is zero if item ¢ is the most popular, one if it is the least popular.
The average popularity of the items user u looks at (denoted a,) can now be
calculated by the average of the relevant ¢; values. We build the penalty function
using two linear functions: one when the popularity of item ¢ is below a, and
the one for when the popularity is equal or higher. We also introduce a constant
¢, being the penalisation given to the most popular item overall (when ¢, = 0):

e (aw—ti) Jau if t; < ae
Pulti) = {(ti —a) /(A —ay) ift; > a,.

3.5 Combining the Different Penalisations

The are four penalisation functions, each capturing a specific aspect of the do-
main and defining sets of implicit scores: price, popularity and two different uses
of recentness. To infer a user’s implicit score for an item, we blend these features.

When linearly combining M models m; ...mus, we choose M weights wy,
where each weight represents the importance we give the corresponding model
in the final blend. For a given combination of a user and an item, each model m;
proposes calculates a score S;, and the blended results is a sum over all models:
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M
Se = ij . Sj
j=1

This requires setting weights for M different factors. Optimally we would like
to run one blend, compare the result to a gold standard and adjust the weights ac-
cordingly. This is is done in simple blending schemes using basic approaches like
linear regression, or in advanced schemes, like binned linear regression, bagged
gradient boosted decision trees, and kernel Ridge regression blending [18].

However, as discussed, we lack a ground truth for making implicit scores, and
cannot use supervised learning techniques to optimise the weights. In fact, we
make several assumptions on how implicit features contribute to higher prefer-
ence and thus higher scores, yet we lack the means to confirm these assumptions.
Then for M different models we assume that they all contribute an equal amount
to the final results, thus having the weights w; = 1/M.

4 Test and Evaluation

4.1 Experimental Data

The data in our data set originates from users performing actions in the fashion
app, thereby triggering events. These actions can range from accessing a store-
front, scrolling the page or purchasing a product. Table 3 gives some key figures
of the data set collected over a period of 6 months. We note that the app was in
beta-release during this time period, and we expect a dramatic increase in the
number users and events when the app goes public. Still, the behaviour of the
beta testers is assumed to be indicative also of future use.

Table 3. Overview of the key figures in the data set

Users Items Storefronts Brands Product events Clicks Wants Purchases
1532 5688 144 22 35324 21400 12436 1488

As seen from Table 3, the average amount of Purchases per user is below one.
Using purchases alone would therefore in most cases render the recommendations
incomplete. Clicks and Wants on the other hand have a much higher occurrence.
Together, these three events average to more than 20 observations per user, and
even if the data still is sparse, give a richer description of user behaviour than
purchases alone.

4.2 Evaluation Metrics

We selected two ranking measurements as evaluation metrics for our exper-
iment, namely the area under curve (AUC) and the mean average precision
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(MAP@E) [19]. The AUC tells us the probability that, when two items are cho-
sen randomly, the system is able to rank the most relevant item before the least
relevant one. On the other hand, MAP@E counts how many relevant items we
are able to retrieve among the top k elements presented, and also account for
how high on the ranked list these elements are. Our app presents the user with
a feed containing 20 items, and we therefore used k = 20 in our experiments.

4.3 Recommendation Algorithms and Settings

We selected different recommendation algorithms for our experiments, including
both binary and non-binary approaches. These algorithms are then compared
with a non-personalised baseline, which recommends the most popular items
overall without personalisation.

Most Popular. selects the most-popular items, then uses dithering to random-
ize the recommendations given to the users. Dithering adds noise to the results
by permuting them so that the top results have a significant probability for re-
maining highly ranked, while the degree of mixing increases for the lower ranked
items. Dithering enhances the user’s experience of the system, because she is not
presented with the same list every time [20].

Binary Recommenders. only use binary data of users’ interactions. We apply
two algorithms, namely the k-nearest neighbour item-based collaborative filter-
ing (kENN-item) and Bayesian personalized ranking (BPR) [21]. We used the
ENN-item implementation in Mahout [22]. The BPR algorithm, which learns
the latent factors of a matrix factorization using binary implicit feedback, has
been implemented in MyMediaLite [23].

Non-binary Recommenders. base their recommendations on the inferred im-
plicit scores. We use the alternating least-squares with weighted A\-regularization
(ALS-WR), which was initially developed for the Netflix competition [24]. Using
cross-validation, we found the following parameters to be reasonable: No. latent
features: 100, A: 100 — 150, number of iterations: 10 — 15, and «: 10. Additionally,
the k-nearest neighbour user-based collaborative filtering with cosine similarity
measure (kNN-user) was also included in our experiments.

4.4 Experimental Results

Random Split. For the first experiment we divided the data set randomly into
training and test sets, without looking at the ordering of the events. Thus, we
chose to only factor in popularity and price, and did not use the recentness
feature. The results are given in Table 4.

The non-binary recommenders dominated the binary methods as well as the
baseline (“Most-Popular”) approach with respect to all metrics. In particular,
the ALS-WR with blend 1, which combines price and popularity, provided the
better results compared to the ALS-WR with using each feature alone and also
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Table 4. Random split results 90:10. The results are averaged over 10 runs. Blend 1
combines price and popularity.

Model AUC MAP@ZOCHC](S MAP@QOWamS MAP@ZOpurchases
Most-Popular 0.751516  0.014772 0.011147 0.009899
kNN-item, k =200  0.735779  0.004435 0.009703 0.006054
BPR 0.728643  0.012015 0.005894 0.013378
ALS-WR (popularity) 0.835715  0.019811 0.019074 0.012906
ALS-WR (price) 0.825122  0.031473 0.039653 0.024824
ALS-WR (blend 1)  0.830996  0.026687 0.031277 0.019471
kNN-user, k = 200 0.796258  0.026697 0.039213 0.028266

Table 5. Time-based split results. Results are averaged over 10 runs. Blend 1 combines
price and popularity, blend 2 combines price, popularity and recentness.

Model AUC MAP@20¢iicks MAPQ20wants MAPQ@Q20p yrchases
Most-Popular 0.61321 0.00462 0.00304 0.00000
kNN-item, £ =200  0.46432 0.00257 0.00062 0.00277
BPR 0.60168 0.00457 0.00285 0.00476
ALS-WR (popularity) 0.63819 0.00043 0.00577 0.00108
ALS-WR (price) 0.64873 0.00289 0.00892 0.02174
ALS-WR (recentness) 0.66477 0.00370 0.01782 0.04796
ALS-WR (blend 1)  0.65104 0.00375 0.00740 0.02700
ALS-WR (blend 2)  0.65446 0.00482 0.01230 0.01691
kNN-user, k = 200 0.58544 0.00292 0.00788 0.05324

compared to the kNN-user. Overall, the ALS-WR with blended features worked
best. This is somewhat surprising, as algorithms optimized by minimizing the
root mean square error typically do not perform well when asked to give top-k
recommendations [25]. We plan to investigate this finding further as more data
from our domain becomes available.

Time-Based Split. By splitting the dataset wrt. time, we make the evaluation
more realistic and also get the opportunity to factor in and measure the effect
of recency. It has been particularly few purchase events in the last couple of
months, only 0.07% of the last 10% of all events have been purchases. We ended
up splitting the dataset on time, training the model on the first 80% of the ratings
in chronological order, making predictions for the last 20%. In this period 0.6%
of all events are purchases. The results are shown in Table 5.

The low AUC scores can be attributed to the fact that 143 new users and
870 previously unrated items were introduced during the test period. To our
surprise, none of the binary recommenders outperformed the baseline in terms
of AUC. The ALS-WR systems performed best overall, with the exception of the
approach that only penalised based on popularity. The models that factored in
recentness gave the best performance, confirming the importance of this feature
in the domain.
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5 Conclusion

In this paper, we have presented a framework for a personalised fashion recom-
mender systems, and discussed the challenges connected to the domain. Partic-
ular focus was given to the fact that we do not have access to explicit ratings,
that are commonly used in more traditional domains. Rather, we have analysed
users’ behaviour from a fashion app to infer their implicit preference scores,
which are later used for recommendations. To test our approach, we have ap-
plied different recommendation algorithms, and compared them to a baseline
that always recommends the globally most popular items. The experimental re-
sults demonstrates the effectiveness and viability of our method. Nevertheless,
there are still areas of this work that are worth further exploring. First, we
want to run an online experiment, where we ask users to explicitly rate items
and combine this with their implicit feedbacks. Second, we plan to investigate
learning-to-rank algorithms further, aiming to develop an even more effective
method for personalised fashion recommendations.
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Abstract. Convergence problems can occur in some practical situations
when using Gaussian Mixture Model (GMM) based robot Learning from
Demonstration (LfD). Theoretically, Expectation Maximization (EM) is
a good technique for the estimation of parameters for GMM, but can
suffer problems when used in a practical situation. The contribution of
this paper is a more complete analysis of the theoretical problem which
arise in a particular experiment. The research question that is answered
in this paper is how can a partial solution be found for such practical
problem. Simulation results and practical results for laboratory experi-
ments verify the theoretical analysis. The two issues covered are repeated
sampling on other models and the influence of outliers (abnormal data)
on the policy/kernel generation in GMM LfD. Moreover, an analysis of
the impact of repeated samples to the CHMM, and experimental results
are also presented.

1 Introduction

Learning from Demonstration (LfD) is a method that can train a robot to learn a
task [1]. The authors used a GMM based LfD method to teach a small mobile robot
to traverse a simulated mining tunnel (See Figure 1). The trajectory course that
the robot was to take consisted of a number of actions labelled “Move”, “Turn”
and “Stop” in Figure 1 and Table 1. These actions were to be taught as a whole.

The
Step 1

Step 2

Step 3

Step 4

basic training strategy can be summarized as follows [1]:

A teleoperator controlled a P3-DX robot to run through a training envi-
ronment in Figure 1, teaching the robot to finish a task. The robot used
its built-in sonar array to record data at the same time.

The robot used recorded training dataset via algorithms to generate a
policy.

The robot tried to finish the task independently. At every time point, it
recorded environment data as an input. The policy processed the input
to find an output with the highest probability, where the output was an
action the robot needed to take.

If the robot didn’t work properly, the task would be interrupted by a
supervisor. Extra training was performed, and new training data was
added to the previous training data. Step 2 and Step 3 repeated until
the robot could finish the task independently.

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 62-71, 2014.
© Springer International Publishing Switzerland 2014
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A number of findings using this method occurred during the training sessions:

1. Extra trainings of “Turn” can increase the learning efficiency,
2. Outlier samples made significantly negative contributions on policy genera-
tion within LfD.

A theoretical analysis related to the above findings has been presented in [2].
The authors of [2] have made a number of assumptions among which is the
assumption that the covariance matrix is approximaty to zero. This among other
assumptions is addressed in Section 2 below. Furthermore, potential solutions
are also presented in this paper.

A Move Moving Forward
B Turn 90° Turning
C Stop Stop before the muck pile

Table 1. Training actions

Fig. 1. Route of the robot during training
period

2 Theoretical Analysis

2.1 The Influence of Repeated Samples on Other Models

Table 2. Parameters used in GMM

k the index of a cluster/component
R the number of repeated samples
Xrep the sample repeated
p(k|X:) the probability of k givenX;
p(k) the probability of k
N the number of samples

ut the mean value of the cluster k at the t-th iteration.
Xt the variance of the cluster k at at the t-th iteration.

Table 2 shows parameters used in GMM based method. Assume the compo-
nent k is the only one that has R repeated X,.p, fully consisting of X,., in a
certain trajectory. If the EM [3] algorithm nearly converges, the component k
has higher probability to generate X, than X.,c,, which means:

p(k|Xi:rep) _p(leisérep) >0 (]-)
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The left part of Equation 1 can be expanded as

P (Xreplk)p' (k) P'(Xitrep|k)p' (k)

P (Xrep) P (Xistrep)
_ pt(Xr6p|k)pt(k)pt(Xisérep) - pt(Xi#rep|k)pt(k)pt(Xrep)
B PH(Xrep) P! (Xitrep)

P Xrep k)P (Xirep) — D' (Xigrep| K)P (Xrep) 4

B pt(X’"eP)pt (Xi;érep) p (k) (2)

where p'(X,ep) and p'(X;zrep) are prior probabilities recognized as constants,
and

N
PR = (DD PHXD + 3P (K X))
i#rep rep
N 3)
= VO DX + R p! (kX ep)
i#rep

Because the EM algorithm converges to a local maximum, before it converges,
it can be concluded that:

1.
le(Xrep‘k) > pt(Xreza‘k) (4)

le(Xisﬁ?"ep‘k) < pt(Xi¢rep|k) (5)

based on Equations 3, 4 and 5, if R is large enough, it can be concluded:
pH(k) > p'(k) (6)

The mean value p [3] can be rewritten as:

M?l _ Rp' (k| Xrep) Xrep + 22 f;?f;pt(k\X#rep)Xi (7)

i1p (k[ X:)

By combining Equations 1, 2 and 6, it can be concluded that the difference
between p(k|Xyep) and p(k|Xizrep) increases with iterations. Since p(k) will
converge to a bounded value with the increase of iterations, p(k|Xizrep) will
become a tiny value. Then the X, part in Equation 7 can be eliminated, and
Equation 7 can generate the following result:

,ufjl ~ Xrep (8)
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i.e., the mean value of the component k is just the repeated element X,.,. Then

the covariance [3] can be rewritten as :

g\;lpt(k‘Xi)(Xi - X?"ep)(Xi - X?"ep)T
iLopt (k|X)

. > géreppt(MXi)(Xi — Xrep)(Xi — Xyep)”

a Zgéreppt(MXi) + Rp' (k| Xrep)

which can be recognized as a constant close to zero, which addressed the conva-
riance assumption in [2]. Also

Tl =
9)

N
. 1 . )
pfmal(k) — N( Z pfmal—l(kp(i) + prmal_l(k?|Xrep))
i#rep rep
1 X ) : 10
_ ( Z pfmal—l(k|Xi) + R*pfmal_l(k?‘Xrep)) ( )
i#rep
R
N

Therefore, the expectation of component k will converge at the next iteration. It
also means that the parameters related to component k are all close to constants.

1. Based on [3],

K N
Q(6,607) = Constant + Z Z log [ 21—
I=1 i=1 (11)

1 _
(X; — Ml)TZl l(Xz‘ — w)p(k| X3, 09)

2

where () is the difference between previous expectation and current expecta-
tion, © and ©9 are current Gaussian Parameters Model and previous Gaus-
sian Parameters Model. Because the X for component k is very close to zero,
—log(| X)) and Z,;l become very large, making the largest contribution for
@, meaning that other contributions can be ignored. Therefore, the EM algo-
rithm cannot converge easily or correctly. Regularization [4] or whitening [5]
is required to fix the problem.

2. The data around the edge of models occupy a small percentage of ordinary
models. For a model full of repeated data, all data are edge data when it
converges. And these edge data will have a higher percentage in neighbouring
models than normal. The percentage can be high enough to collapse the
convergence. Therefore, extra related data should be added to decrease the
influence of the model with repeated samples.

2.2 The Influence of Outliers on Policy Generation

During the experiments, the robot also acquired one or two outliers in the turning
section. For example, a real distance to the forward wall was 1.7 metres, while the
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acquired value was more than 5 metres. The errors were deleted by a built-in pro-
gram. The theoretical influence on the performance of the GMM based algorithm
has been investigated. At the start of the EM algorithm, it’s reasonable that an
outlier X, is close to one component, in the name of k, though the X,,; is very
far away from the rest of samples. Recall the gaussian function in [3], then we have

pt(Xout‘k) — 1 e_;(Xnut_ﬂk)lzjzl(Xnut_Hk) (12)

J @ =®)]

Based on the Bayes Rule and Equation 12:

p'(k|X53) P(Xi|k)p(Xout)

pt(k|Xout) p(Xi)p(Xout‘k)
_ p(Xout) | Xouwt — e 12 = | Xi — pae |12
p(Xz 20’2

(13)

bS]

)

exp(—

where i # X,yu¢. Then the following can be deducted:

1. Since X,y is far away from other samples, it means it is also far away from
the center of other components. Then the value of X, — g is very large,
and the result of Equation 13 is very close to zero.

2. Tt also means the numerator of Equation 13 is very close to 0. Therefore, it
can be concluded that p'(k|X,,:) will be very close to 1 based on:

N
S oplkix) =1 (14

@

Therefore, uy, is very close to Xyus-
4. The new i can be substituted into Equation 13. The result of Equation 13
is still 0 since X0y is very far from pg (Xout).

Applying the same strategy to the E-Step and M-step of EM algorithm, It can
also be concluded that the covariance is close to a constant related to X,
and pt*1(k) is also a constant related to X,,.. Therefore, the parameters of
component k have no relation to the iteration of the EM algorithm. Until now,
it can be concluded that the component & finally converges to the abnormal data
point X, , which is not the reasonable center of the component k. Hence, it
can be seen that the outlier makes the algorithm fail.

3 Experimental Results

3.1 Results Based on Simulation Data

The axes in Figure 2 to 6 represent the x,y coordinates of the samples in metres.
Figure 2 shows the contours of two GMM models. Figures 3 and 4 show the
contours with 50 and 100 samples replaced by 50 repeated samples and 100
repeated samples separately, where the repeated sample chosen from the top
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GMM Distribution

GMM Distribution

Fig. 2. GMM distribution with two clus-
ters. Each cluster has 200 samples.

GMM Distribution

Fig.3. GMM distribution with unequal
samples taken from Figure 2 (200 in lower
cluster and 150 in upper cluster). A sam-
ple taken from the upper cluster in Figure
2 has been replicated 50 times and added
to the upper cluster.

GMM Distribution

Fig. 4. GMM distribution with unequal
samples taken from Figure 2 (200 in lower
cluster and 100 in upper cluster). A sam-
ple taken from the upper cluster in Figure
2 has been replicated 100 times and added
to the upper cluster.

Fig.5. GMM Distribution with 49 re-
peated samples removed in the Figure 3.

right model of Figure 2. It shows the two models can not be recognized easily
with the increase of repeated samples in a model. Based on Figure 3, Figure
5 shows the result after 49 repeated samples of 50 were removed. It shows the

clusters can be recognized correctly.
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GMM Distribution

10 B0 25 a0 a

Fig. 6. GMM Distribution with an outlier Fig. 7. Diagram of cluster centers

Figure 6 shows the GMM distribution with a sample replaced by [20,15].
Even this sample is not very far away from the two models, only one model can
be recognized easily, showing the outlier producing a negative contribution for
model recognition.

3.2 Robot Experimental Results

The following results are from robot LfD experiments [1]. The experimental re-
sult is 5 dimensional and very difficult to illustrate as easily as the 2 dimensional
data presented in the 3.1. For Multiple sampling, the results as shown in Table
3 were obtained. Table 3 shows the sum of distances among cluster centres for
GMM as shown in Figure 7 (refer to Figure 1) and Table 1. These centres are
the mean values of each model. The sum of distances can be calculated as:

Sum of distances = AB + AC + BC (15)

Table 3. The sum of distances

among centres Table 4. Influence of outliers
Original 3.8814 without any outlier 1.27 1.89 0.71
One extra turnings 5.2371 with an outlier 4.14 4.19 0.99

Two extra turnings 5.2642
Three extra turnings 5.2512
Four extra turnings 5.6472
Five extra turnings 6.1935

It shows with extra rotation(“B”) trainings, the sum of distances increases
from 3.88 to around 6.19, meaning the three models can be separated more eas-
ily, verifying the theoretical analysis in section 2. Outliers also occurred during
“B” training. Table 4 shows the influence of an outlier. Each row presents the
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distances among cluster centres. It shows the outlier is far away from others, dis-
torting the performance of GMM by generating the wrong centres. The outlier
was removed by internal filter for abnormal data. Since it is a practical simula-
tion, it was relatively easy to remove sensor readings that seemed improbable.
For example, very large distance measurement from the sonar sensors. This may
not be easy in other situations.

4 Further Analysis of Influence of the Repeated Samples
on Continuous Hidden Markov Model

Table 5. Simulation sum of distances Table 6. Actual sum of distances
among states among states

Original 1.3879 Original 4.4242
50 more repeated samples 1.2656 20 more repeated samples 4.0957
100 more repeated samples 1.1534 40 more repeated samples 3.4386

The problem of repeated samples also emerges in the Continuous Hidden
Markov Model as shown in Table 5 (2 state, 1 cluster in each state) and Table
6 (3 states, 1 cluster in each state). In Table 5, 50 and 100 repeated samples
were used by the method explained in the GMM section. with extra repeated
samples, the sum of distances among state decreased. This used simulated data
generated using Matlab. In Table 6, 20 and 40 extra repeated samples were used
by the same strategy as the GMM part. It shows that the more Action stops
(“C’) were used, the smaller the sum of distances among states became. These
results were from actual data.

4.1 Theoretical Analysis

Parameters of CHMM [6] are presented in Talbe 7:
Assume there are N repeated observations o,y at cluster k of state i given a
sequence 1

. S P?(Qt =i,m; = k|o")o}
> ity Polgr = ilot)
_ NPo(i,k)orep + > Poli, k)otrep
- Sy Polge = i)
(16)

Because k = 1 in this experiment, it shows

oul _ NPo(q =1) + MPo(q: # 1)

| (17)
9orep ST Polg: = i)
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Table 7. Parameters used in CHMM

T initial state probability
1 index of a training sequence
qi the state at time i
a;r state transition probability between state i and state j
bi(or) emission probability
Cik emission probability of cluster k at state i
Wikn mean value of variable n in cluster k at state i
ik mean value of cluster k at state i
Yikn variance of variable n in cluster k at state i
Yik variance of cluster k at state i
P Gaussian parameters model
@] CHMM parameters model
o the 1-th training sequence
n index of a P-dimensional observation
and
C; = 1

if N is close to Ty, then

Op; ~1
8O'rep
Then,
ué ~ Oy¢p + constant
and

Ef ~ constant

Based on the above assumption that N is close to T}, it shows:
gp(Orepa His Ei) ~ 1
Go back to the Q function:

Q(e,07) = ZPQ(q\O)ZOQ(ﬂ'm 1Og)+
q
ZZ PQ(Q|0)lOg(G’Qt’Qt+1 |6g)+
t q
YD Porglologlce|67)+
t q

D> Po(glo)log((Or, g, , £1)|P%)
t q

Because ¢; =1,

> > Po(gloylog(ce,[09) =0
t q
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Basing on the Equation 22

> > Poiglo)log(®(Or, g, £1)| %) = oo (25)
t q

Therefore, it can be concluded that enough o, can make the EM algorithm
collapse, which means the CHMM parameters generated can not easily recognize
every state. The experimental results also verify this analysis.

5 Conclusion

This paper presents issues on local features of the training data, which can affect
the performance of the GMM based algorithm. It also investigates the internal
mechanism contributing to the performance of robot learning, exposing how the
problems were detected and fixed, giving potential solutions for such issues in a
practical scenario. Furthermore, it also delivers an analysis on the influence of
repeated samples to the CHMM. Experimental results verify the analysis.
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Abstract. Financial data is characterized as non-linear, chaotic in na-
ture and volatile thus making the process of forecasting cumbersome.
Therefore, a successful forecasting model must be able to capture long-
term dependencies from the past chaotic data. In this study, a novel
hybrid model, called UKF-NARX, consists of unscented kalman filter
and non-linear auto-regressive network with exogenous input trained
with bayesian regulation algorithm is modelled for chaotic financial fore-
casting. The proposed hybrid model is compared with commonly used
Elman-NARX and static forecasting model employed by financial an-
alysts. Experimental results on Bursa Malaysia KLCI data show that
the proposed hybrid model outperforms the other two commonly used
models.

Keywords: chaotic time-series, ensemble model, non-linear autoregres-
sive network, financial forecasting.

1 Introduction

Forecasting is a dynamic process and perplexing task in the financial division.
It helps financial market analysts to evade stock trading losses and obtain huge
profits by coming up with promising business policies. Hence, financial com-
panies can make precise forecasts by planning some required interventions to
meet their business performance targets [14]. Furthermore, stock trading com-
panies are usually scrutinized by short and long term investors while concerning
the expectations from shareholders. Stockholders may also like to analyze their
investments by comparing the analysis of forecasting companies.

An example of financial time-series forecasting is the stock prices in the share
market which are characterized by non-linearity, noisy, chaotic in nature and
volatile thus making the process of forecasting cumbersome. The goal of financial

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 72-81, 2014.
© Springer International Publishing Switzerland 2014
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forecasters is to innovate numerous techniques that can forecast effectively by
following legal trade strategies and avoiding losses. The general idea of successful
stock market prediction to achieve best results is by using minimum required
input data and the least complex stock market model [4]. The intricate nature
of stock market forecasting has led to the need for further improvements in the
use of intelligent forecasting techniques to drastically decrease the dangers of
inaccurate decision making.

Financial controllers who adhere to the ideas of an efficient market hypoth-
esis and random walk theories disbelieve that stock market can be predicted
[15]. Nevertheless, fanatics of technical and fundamental analysis have shown
numerous ways to counter the claim by adherents of random walk theory and
efficient market hypothesis. Therefore, numerous approaches for tackling the
chaotic nature of forecasting have been suggested. However, new improvements
in the area of soft computing through the use of computational intelligence have
offered new ideas in forecasting chaotic data in stock market and also modelling
its non-linearity.

In this paper, deriving from computational intelligence method, a hybrid neu-
ral network model consisting of unscented kalman filter and parallel non-linear
autoregressive neural network is developed to enhance the performance of fi-
nancial forecasting based on Kuala Lumpur Composite Index (KLCI) data. The
remainder of the paper is organized as follows: section 2 outline some related
work in financial forecasting and its development; in section 3, the proposed
hybrid neural network model is discussed; while section 4 addresses the exper-
imental setup and performance analysis followed by the conclusion in the last
section.

2 Related Works

Financial analysts have employed the use of static forecasting models which are
a sequence of one-step ahead forecasts made at different points in time. Static
forecasting uses actual rather than forecast value for the lagged variable and
which can be done only if there are actual data available [5].

Computational Intelligence forecasting techniques such as fuzzy logic, genetic
algorithms (GA) and artificial neural networks (ANN) are the most famous used
techniques to cope with problems that have not been solved by complex math-
ematical systems. ANN applications have been widely used for forecasting in a
variety of areas [9], [11], [13], [16], [21]. ANN was used for the solution of nu-
merous financial problems [9]. It is also used in forecasting of financial markets,
particularly forecasting of stock market indexes which are considered to be a
barometer of the markets in many countries [21,19]. However, the problem of
over-fitting [7] arises when a model describes noise instead of the underlying
relationship, hence affecting the accuracy of forecasting. The forecast of Kuala
Lumpur Composite Index (KLCI) has been investigated using ANN [21], fuzzy
logic [2] and artificial neural fuzzy inference system (ANFIS) [23]. However,
ANFIS has strong computational complexity restrictions and translates prior
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knowledge into network topology hence being sensitive to the number of input
variables.

The advances of ANNs over the last few years is its ability of easily allowing
more than one model to be combined with itself with multiple training, which
is also referred to as hybrid modelling [7]. This technique has huge advantages
because each part of the model performs and captures patterns within the data
applied hence increasing the forecasting ability of each model inside the when
being hybridized. A number of studies have employed the use of hybrid mod-
elling in financial forecasting, for instance, a hybrid model consisting of neural
networks and support vector machines (SVM) [10], a radial basis function neural
network model hybridized with SVM [18], and another hybrid forecasting model
developed from the integration of generalized linear auto-regression (GLAR) and
neural networks (ANN) [22]. Apart from that, a hybrid neural network and fuzzy
regression model has also been used in foreign exchange rate forecasting [8].

Elman and NARX network [3] have been hybridized for chaotic forecasting
too, the hybrid model minimized the problem of vanishing gradients in recurrent
networks, but did not consider the over fitting problem. In this paper, a novel
hybrid model is proposed for financial forecasting by addressing the main issues
of vanishing gradient [12] and over fitting [7] in recurrent neural networks. Its
performance is compared to the recently developed Elman-NARX model.

3 Proposed Model

A novel hybrid model consisting of unscented Kalman filter and non-linear auto-
regressive network with exogenous input is proposed to enhance multi-step-ahead
forecasting of chaotic financial data. The hybrid model addresses the problem
of vanishing gradient [12] experienced in network training by employing the use
of bayesian regulation in training of the hybrid model and also the problem of
over-fitting [7] by filtering the chaotic data before forecasting. The function of
UKF is to create a better forecasting model by filtering the chaotic data because
tiny errors in noise form [1] will be amplified hence affecting the forecasting
performance of non-linear auto-regressive input network.

3.1 Unscented Kalman Filter (UKF)

Unscented Kalman filter addresses the approximation issues of extended Kalman
filter [17]. In UKF, a minimal number of sigma points are selected that captures
the mean and covariance of the state distribution which are obtained using a
Gaussian random variable.

The random variable undergoes the process of non-linear unscented trans-
formation. Assuming X has mean X and covariance Py, each sigma point is
propagated through the non-linear process model:

X7 = f(xj)_) (1)
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The transformed points are used to compute the mean and covariance of the

forecast value of Xp:
2n

X{ =3 wxl’ (2)
7=0
2n ) ]
Pl =3 w (X[ = X)X = X)) + Qi (3)
j=0

We propagate then the sigma points through the non-linear observation model:
Zl{f1 = h(lec—l) (4)

With the resulted transformed observations, their mean and covariance (innova-
tion covariance) is computed:

2n
Z{_ =Y Wzl (5)
j=0
~ 2n ] ]
Coo(Z{_y) =) W (Z]7 = Z[)(Z]!, = Z[_)" + Ri (6)
j=0

The cross covariance between X ,f and Z ,’:_1 is:

2n
Cov(X{_, Z{_)) = wi(X{7 - z[)(z]?, — Zz[_)" + Ry, (7)
§=0

The information obtained form the time update step is combined with the mea-
surement step Zi. The gain K, is given by:

Ky, = Cov(X!,ZI_)Cov™"(Z]_,) (8)
The posterior covariance is updated from the following formula:
P, = P/ — K,.Cov(Z]_|)KF (9)

In our work for this paper, Q) and Ry are the process and measurement noise
which are set up as 1 and 0.001 respectively.

3.2 Recurrent Network

Non-linear auto-regressive network with exogenous input (NARX) can be easily
applied for prediction of time series data with the embedded input reconstruction
of the network [20]. Hence, the filtered dataset is then fed into the non-linear
auto-regressive with exogenous input model in parallel mode as shown in Figure
1, which is mathematically expressed as:
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ifn)

Pin)

1

Fig. 1. Paralle]l-NARX recurrent network architecture (z~° = unit time delay)
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Fig. 2. Graph showing 12 years forecasted KLCI Trend output

y(n+1) = fly(n),...,y(n—dy+1);u(n—k),u(n—k+1), ..., u(n—d,—k+1)] (10)

where u(n)eR and y(n)eR denote, respectively, the input and output of the
model at discrete time step m, while d, > 1 and d, > 1, d,, < d,, are the
input-memory and output-memory orders, respectively. The parameter k(> 0)
is a delay term assumed to be zero hence referred to as the process dead-time.
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Fig. 3. Graph showing 1.5 years forecasted sample from the total forecasted period of
12 years

When gradient algorithms are used for training, the value decreases to zero
as the number of time steps increases. This problematic outcome is commonly
referred to as the vanishing gradient problem that results in reduced network
performance on standard neural network models [12]. In the proposed model,
Bayesian regulation is used as a training algorithm to adjust the parameters of
the network so as to move the equilibrium in a way that will result in an output
that is close as possible to the target output [6].

4 Results and Discussions

In this paper, Kuala Lumpur Composite Index (KLCI) traded in FTSE Bursa
Malaysia that serves as an example of daily financial indexes, is used as real life
financial time series dataset for our case study. The transaction date was from
12 April, 1988 to 12 April, 2013 with a total of 6524 daily samples over a period
of 25 years. 3156 daily data points were used as training data and the remaining
3368 points are used for testing of the proposed hybrid model which translates
to around 12 years of forecasting.

Determining chaos in time series analysis is a very crucial step to differentiate
between chaotic and random time series. Largest Lyapunov Exponent (LLE)[3]
is used to determine if KLCI data is chaotic or not, a negative LLE means the
time series is not chaotic and a positive LLE shows the existence of chaos in
the tested time series. The following equation is used to obtain the lyapunov
exponent:
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1= dR
A= i 3 () (1)

where the range of N is the size of the dataset which is 6524 samples in this
case, R is the initial starting point that is used for differentiation in the lyapunov
exponent formula.

UKF with Qr = 1 and R = 0.001 is used for filtering the KLCI data which
had a +3.8 LLE value, hence showing chaotic characteristics. The filtered outputs
are fed into the NARX network trained using Bayesian regulation algorithm. The
NARX network for both experiments in parallel mode was set up with 10 neurons
in the hidden layer, input delay d, = 3 and feedback delay d,, = 4. Figure 2 shows
the total forecasted period of 12 years using three different models and an in-
depth graphical representation for a period of one and half years is shown in
Figure 3.

Three commonly used performance metrics are employed to evaluate the fore-
casting accuracy in different aspects. Those metrics are Mean Absolute Percent-
age Error (MAPE), Mean Absolute Error (MAE) and Root Mean Squared Error
(RMSE). The obtained forecasting errors from the three models are shown in
Table 1. The results show that the proposed UKF-NARX model outperforms
other commonly used forecasting models by having the least value of error i.e.
0.5641, 5.7331, 8.3878 for MAPE, MAE and RMSE respectively. Figure 4 shows
the histograms of the forecasting errors from each model respectively.

Table 1. Model comparison for forecasted KLCI trend

FORECASTING MODEL MAPE MAE RMSE

Static Financial Model 0.8769 9.0408 11.4886
ELMAN-NARX Model 0.7654 6.3147 9.9556
UKF-NARX Model 0.5641 5.7331 8.3878

The regression (R) value is obtained by measuring the correlation between
the forecasted and target output in the testing phase, the importance of this
value is to check the model success in forecasting the dependant variable within
the KLCI sample. The proposed UKF-NARX model had a regression value of
0.9985 depicted from Figure 5a; Elman-NARX model had a value of 0.9911 as
shown in Figures 5b while the static model had a regression value of 0.982 which
is shown in Figure 5c. All the three models had an accepted regression value
which is closer to the value of 1 translating to a close model relationship with
almost a perfect fit.
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Error Histogram for UKF-NARX Model
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Fig. 4. Error histograms for the three comparing models
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5 Conclusion

In this study, a novel hybrid model which consists of Unscented Kalman Filter
and Non-linear Auto-regressive Neural Networkis (UKF-NARX) was proposed
for multi-step-ahead chaotic forecasting of the KLCI trend. The experimental re-
sults showed that the UKF-NARX hybrid model outperformed other commonly
used models in terms of accuracy and regression value. It should be noted that
Elman-NARX and static forecasting models can also be used for forecasting be-
cause the error and regression values obtained are within the accepted range.
However, in terms of model enhancement, the proposed UKF-NARX model is
better for financial forecasting for a period of 12 years, as shown is our investi-
gations.

Future research may further explore the selection parameter settings for input
and feedback delays in the proposed model and the forecasting effect of increas-
ing the period to a longer period if possible. Furthermore, the daily KLCI time
series trend has not been applied for multi-step-ahead forecasting with a fore-
casting horizon of over 10 years, hence no model comparison was reported in the
literature based on the forecasting horizon.
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Abstract. In this paper is proposed an improved one-step-ahead strategy for traf-
fic accidents and injured forecast in Concepcion, Chile, from year 2000 to 2012
with a weekly sample period. This strategy is based on the extraction and estima-
tion of components of a time series, the Hankel matrix is used to map the time
series, the Singular Value Decomposition(SVD) extracts the singular values and
the orthogonal matrix, and the components are forecasted with an Autoregres-
sive Neural Network (ANN) based on Levenberg-Marquardt (LM) algorithm. The
forecast accuracy of this proposed strategy are compared with the conventional
process, SVD-ANN-LM achieved a MAPE of 1.9% for the time series Accidents,
and a MAPE of 2.8% for the time series Injured, in front of 14.3% and 21.1%
that were obtained with the conventional process.

Keywords: Autoregressive Neural Network, Levenberg-Marquardt, Singular
Value Decomposition.

1 Introduction

Analysis and classification of traffic accidents have been mainly developed [1], [2],
[3], [4]. Some techniques applied use explanatory variables [5], [6], [7], they could be
internal or external variables, disaggregated data to simplify the process were used by
[8] and [9].

The Autoregressive Neural Networks is a nonlinear technique used to predict time
series in diverse fields of the engineering [10,11,12,13,14]. The forecast by means of
the ANNs however not always can model the time series due to their high variability.

In this work is applied an strategy based on the Singular Value Decomposition, it
supports the extraction of components of low and high frequency of a time series. SVD
traditionally has been applied for de-noising [15,16] and the dimensionality reduction
[17,18,19], in various problems [20,21,22].

The strategy improve the forecast of traffic accidents occurred in Concepcién, Chile.
It involves SVD, the Hankel matrix, and an Autoregressive Neural Network based on
Levenberg-Marquardt. The paper is structured as follows. Section 2 describes the im-
proved forecast strategy. Section 3 presents the forecast accuracy metrics. Section 4
presents the Results and discussion. Section 5 shows the conclusions.

R. Prasath et al. (Eds.): MIKE 2014, LNAI 8891, pp. 82-90, 2014.
(© Springer International Publishing Switzerland 2014
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2 Improved Forecast Strategy

2.1 Singular Value Decomposition of the Hankel Matrix

The SVD is the technique applied to preprocess the time series. The first step consist
in to map the original values of the observed time series in a Hankel matrix, after SVD
extracts the singular values and the orthogonal matrix from the Hankel matrix, and
with these elements are extracted the components of low and high frequency of the
time series. In Figure 1 is shown the SVD process, the time series is represented with
x, H is the mapped matrix that contains the time series, C; and Cy are the obtained
components, of low and high frequency respectively.

X H i i»
Hankel Singular
> Mapping Value
Decomposition —>C
H

Fig. 1. Singular Value Decomposition of the Hankel matrix

Hankel Mapping: The raw time series is mapped in a trajectory matrix, named Hankel
matrix, which elements x;; = x;;. The mapping process is illustrated as follows:

X1 X2 ... Xp
X2 X3 ... Xptl

Hm><n = . . . . (1)
Xm Xm+1 --- XN

where H is a matrix of order m X n, x1...xy, are the raw values of the time series, of
length N. The value of n is computed withn =N —m — 1.

Singular Value Decomposition: Given a real matrix H of order m x n, the matrix
product UXVT is a Singular Value Decomposition of H, for m < n, X is a matrix of
order m x n that contains the singular values of H, U is an orthogonal matrix of order
m X m that contains the left singular vectors of H, and V is an orthogonal matrix of
order n x n that contains the right singular vectors of H [23].

H=Ux2X.VT 2

The main diag of X is composed by the numbers o7, 02,...,0,,, they are called singular
values of H, and with U, and V are used during the components extraction process, with

Ai=0(i) xU(,i) x V()T 3)

The matrix A; contains the i-th component, for i = 1...m, the extraction process gives
each vector C; that represent each i-th component. The elements of C; are located in the
first row and in the last column of A;:

Ci=[Ai(1,:) Ai(2,n:m)T | (4)
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The optimal number of components m is determined with the computation of the dif-
ferential energy AE of the singular values, as follows:

AE; =E;— Eiy 5)
where E; is the energy of the i-th singular value, and i = 1,...,m — 1. The energy is
computed with

o? 6

Ei= (6)

l (Z?lzl 0-1'2)

where o; is the i-th singular value of the Hankel matrix obtained before. The optimal
number of components is found through the maximum differential energy peak. The
first extracted component is the component of low frequency C, if the optimal was
m = 2, the second extracted component is Cy, while if the optimal was m > 2, the
component Cy is computed with the summation of the components from 2 to m —th, as
follows:

Cu =G (7
i

2.2 Components Estimation Process

The process of estimation of components is developed separately using an Autoregres-
sive Neural Network based on the Leveberg-Marquardt algorithm, and it is illustrated
in Figure 2.

O
>

=>

L NN-LM
[ ;
C C

H 31 NN-LM

Fig. 2. Components Estimation Process

Autoregressive Neural Network structure: The ANN has a common structure of
three layers [24], at the input layer the ANN receives the lagged terms of C, and Cy, at
the hidden layer is applied the sigmoid transfer function, and at the output is obtained
the estimated component. The output is

Ny
ORI (8a)
i=1

k
0; = 1Y, wjiZi] (8b)
i=1
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where X is the estimated value, n is the time instant, /V;, is the number of hidden nodes,
bj and wj; are the linear and nonlinear weights of the ANN, and Z; is the regressor
vector that contains the lagged components. The sigmoid transfer function is

1

0=,

€))

The weights of the ANN connections, b; and wj; are adjusted with the LM algorithm.

Levenberg-Marquardt Algorithm: The LM algorithm is a variation of the Newton
method, where the parameter u determines its behaviour, if u is increased, it approaches
the steepest descent algorithm with small learning rate, and if u is decreased to zero, the
algorithm becomes Gauss-Newton [25]. The ANN weights updating is computed with

Wn+l :Wn+A(Wn) (10a)
AW,) = =TT (W) x J(W,) +up x D] LI (W) x V(W) (10b)

where W, is the vector of weights in the time instant n, A(W,) is the increment for the
weights vector, J7 is the transposed Jacobian matrix, u is the scalar parameter, / is the
identity matrix, and V is the error vector.

The computation of the Jacobian matrix J is based on the first order partial derivatives
of the fitness function (MSE metric, described in section 3 respect to the ANN weights

with: VW)
V(W
J(Wii) = !
W) { IW;i ]
The matrix J has order N x k, where N is the sample size and k& is the number of ANN

connections, dV (Wj;) is the partial derivative of the error and dWj; is the partial deriva-
tive of Wj;.

(11

3 Forecast Accuracy Metrics

The forecast accuracy is computed with the metrics Root Mean Squared Error (RMSE),
Mean Absolute Percentage Error (MAPE), and Relative Error (RE).

1 Nv
RMSE = N (i — £)2 (12)
M5
1 Nv
MAPE = Nv;\(x,-ﬂei)/x,w x 100 (13)
Ny
RE =" (x;—%)/x; (14)

i=1
where N, is the validation sample size, x; is the i-th observed value, and £; is the i-th
estimated value.
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4 Results and Discussion

The proposed time series forecast strategy is evaluated with two time series of traffic
accidents occurred in Concepcion - Chile, available from the CONASET web site[26].
Two time series were used, the number of accidents, and the number of injured people,
each series contains 680 records from year 2000 to 2012. The training set contains the
70% of the sample, consequently the validation set contains the 30% of the sample.

4.1 Components Extraction

The time series is mapped in the Hankel matrix, the rows number of the H matrix (m)
is computed with N/2 (N sample length). The differential energy AE of each singular
value of H is computed to find the optimal m. The Figures 3a and 3b show the AE of the
components for each series, the maximum peak represents the optimal m, therefore for
the time series Number of Accidents was found m = 6, and for the time series Injured
people the optimal was m = 4. The first component extracted is the component of low
frequency Cr, while the rest components are summated to find the component of high
frequency Cy.

0.04 0.025

0.02
0.03

0.015

0.01

A Energy
o
o
N

A Energy

.01
00 0.005

0 = 0
0 5 10 0 5 10
Components Number Components Number

Fig. 3. Differential energy (a) Number of Accidents, (b) Injured people

4.2 Forecast

The optimal number of lagged values used by the ANN-LM method was determined
with the computation of the RMSE metric, and the optimal lags for the time series
Number of Accidents was k = 11, while for Injured k = 10, as shown in Figure 4.
The number of hidden nodes was computed with the natural logarithm of the training
sample (normally computed in our experiments), then the optimal configurations were
ANN-LM(11,6,1) for Accidents and ANN-LM(10,6,1) for Injured.

The parameters of the algorithm LM were set in u = 0.001, u—increment of 10,
u—decrement of 0.1, minimum performance gradient le — 10, and a maximum number
of 500 iterations.
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The validation process was developed with each testing data set of Accidents and
Injured. The best results are shown in Figures 5, 6, Table 1, and Table 2. The observed
values vs. the estimated values are illustrated in Figures 5a, and 6a, reaching a good
accuracy, while the relative error is presented in Figures 5b, and 6b.

Table 1. Number of Accidents Forecast

SVD-ANN-LM ANN-LM

Components 6 —
RMSE 0.0121 0.0862
MAPE 1.9% 14.3%

RE +5% 95% —
RE £ 10% — 50.5%

The results presented in Table 1 show the forecast of the Accidents time series, the
major accuracy is achieved with the model SVD-ANN-LM(11,6,1), with an RMSE of
0.0121, and a MAPE of 1.9%, the 95% of the points have a Relative Error lower than
the £5%.

Table 2. Injured Forecast

SVD-ANN-LM ANN-LM

Components 4 —
RMSE 0.0146 0.0981
MAPE 2.8% 21.1%

RE +7% 94% —

RE £10% — 34.3%
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The results presented in Table 2 show the forecast of the Injured time series, the
major accuracy is achieved with the model SVD-ANN-LM(10,6,1), with an RMSE of
0.0146, and a MAPE of 2.8%, the 94% of the points have a Relative error lower than
the £7%.

5 Conclusions

The proposed one-step-ahead forecast strategy shows an improved accuracy, the data
preprocessing is implemented with the Singular Value Decomposition of the Hankel
matrix. The components of low and high frequency of the time series were extracted
with the singular values and the orthogonal matrix. The estimation process is developed
by an Autoregressive Neural Network based on the Levenberg-Marquardt algorithm,
the forecast is obtained with the summation of the two estimated components.

The time series of traffic accidents occurred in Concepcién, Chile from year 2000
to 2012 were forecasted, for the time series Number of Accidents, SVD-ANN-LM
achieves an RMSE of 0.0121, and a MAPE of 1.9%, in front of the conventional ANN-
LM that presents an RMSE of 0.0862 and a MAPE of 14.3. For the time series Injured
were achieved an RMSE of 0.0146 and a MAPE of 2.8%, in front of the conventional
ANN-LM that presents an RMSE of 0.0981 and a MAPE of 21.1.

In the future this strategy will be evaluated with data of traffic accidents of other
regions of Chile, other countries, and with time series of other engineering fields.
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Abstract. Ensemble methods such as AdaBoost are popular machine
learning methods that create highly accurate classifier by combining the
predictions from several classifiers. We present a parametrized method
of AdaBoost that we call Top-k Parametrized Boost. We evaluate our
and other popular ensemble methods from a classification perspective on
several real datasets. Our empirical study shows that our method gives
the minimum average error with statistical significance on the datasets.

Keywords: Ensemble methods, AdaBoost, statistical significance.

1 Introduction

Ensemble methods are popular machine learning methods that produce a single
highly accurate classifier by combining the predictions from several classifiers [1].
Among many such methods the AdaBoost(AB) [2] is a very popular choice. AB
outputs a single classifier by combining 7" weighted classifiers and prediction [3]
is given by

T
h*(z;) = argmax > il (hi(w;) = y) (1)

i=1
where z; € R for j = 1..m, y € {—1,+1}, h; the ith classifier that maps

the instance x; to y , o the weight of h;, and I(.) is an indicator function that
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outputs 1 if its argument is true and 0 otherwise. In this paper we consider a
parametric version of Equation 1 that we call the Parametrized AdaBoost(P-
AdaBoost) given by

h*(z;) = argmax Z Bail (hi(z;) = y), (2)

k
where f = > f; <1land 0 < §; < 1. In addition to P-AdaBoost, we present a

=1
method that \:ve call Top-k Boost which uses P-AdaBoost to search for the top-k
parameter values in [ that achieve the best classification results. We combine
the k parameter values to produce optimal classifier. For given dataset we obtain
this optimal classifier and 8 by cross validation. Both P-AdaBoost with Top-k
Boost yield our method which we call Top-k Parametrized Boost. Compared to
other popular ensemble methods our empirical study on 25 datasets shows that
Top-k Parametrized Boost yields the minimum average error with statistical
significance.

The rest of this paper is organized as follows. In section 2 we review related
work. In section 3 we present our method Top-k Parametrized Boost. Following
that we present empirical study and discussion before concluding.

2 Related Work

AdaBoost [2] combines sequentially classifiers(e.g. decision trees) to produce
highly accurate classifier. In detail, the AdaBoost algorithm [4] which is out-
lined in Algorithm 1 works as follows. Line 1 receives as an input a set of m
labeled training examples S = {(z1,41), ..., (Tm, ym)} where the label associ-
ated to the instance z,, € R? is ym € {—1,41} drawn ii.d to a distribution
used for both validation and training. Lines 2-4 initialize F, which will hold T
weighted classifiers [3]. Lines 5-7 assign equal weight distribution to all train-
ing examples. The for loop of lines 8-16 update weight distribution and com-
bine T weighted classifiers. In line 9 the learning algorithm will find classifier
h: € H using weight distribution D; to map instances in z to y with small

m
error. Line 10 incurs the loss Prp,[y; # hi(x;)] = > Del[yi # he(x;)]. Line 11
i=1

calculates a; the weight of the classifier h;. Line 12 Zstores the weighted classifier
athy. Lines 13-15 update weight distribution [3] by upweighting of examples
which are incorrectly classified to focus on and decreasing the weights of cor-
rectly classified examples. Line 17 gives the final weighted classifier. Line 18
yields the prediction by taking the sign of the sum of T weighted classifiers
(Equation 1).
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Algorithm 1. AdaBoost algorithm

1: AdaBoost(S = {(z1,y1), -, (Tm,ym)})
2 for i = 1 tom do

3 Fo(i) + 0

4: end for

5: for i = 1 tom do

6: Dy (i) + ;}

7 end for

8: fort =1to T do

9: h < fit classifier hy € H with D,
10: €t < Prp,[yi # he(xi)]
11: ap — ; log 1;“
12: Fi— Fioq1 + aihe
13: for i =1tom do
14: Dt+1(i) - Dt@)‘fl‘ﬁg*atht(zi)yi)

E oo
15: end for
16: end foTr
17: F + Z aghy
t=1

18: h* = sgn(F)

3 Top-k Parametrized Boost