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Chapter 1
Introduction to the Book

Josip Stjepandić, Nel Wognum and Wim J.C. Verhagen

Abstract Concurrent Engineering (CE) was conceived as an important concept in
the ‘80s of the previous century. It has been studied and practiced extensively since
then in many forms and under various names. Although the term CE is not in
frequent use any more these days, the concept has grown, both conceptually and in
importance. Actually, the concept has become a precondition for current ways of
working in complex, dynamic, projects, supply chains and networks. In this book,
the concept of CE is explored both in research and in practice. Both history and the
current situation are treated including the many still existing theoretical and prac-
tical challenges. This chapter provides an introduction to the book.

Keywords Concurrent engineering � Integrated product development and design
processes � Time-to-Market � Collaborative/engineering processes � CE system �
ISPE

1.1 Introduction

Concurrent Engineering (CE) is a comprehensive, systematic approach to the
integrated, concurrent design and development of complex products and their
related processes, including marketing, manufacturing, logistics, sales, customer

J. Stjepandić (&)
PROSTEP AG, Dolivostr. 11, 64293 Darmstadt, Germany
e-mail: josip.stjepandic@prostep.com

N. Wognum
Social Sciences Department, Management Studies Group, Wageningen University,
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support, and disposal. Its goals are higher productivity and lower costs by shorter
product development time and also shorter time-to-market. All stakeholders are
forced to consider very early all elements of the product life cycle, from conception
to disposal, including cost, quality, and time.

CE is a long-term business strategy too, which promises and provides long-term
benefits to business, when properly implemented. It shapes an agile, flexible
organization to achieve long-term competitive advantage. The main pre-requisites
of CE are seamless communication between stakeholders, their willingness and
ability to cooperate, and tremendous support by information and communication
technology (ICT).

CE is not a method, nor a tool. It is a concept, a way of thinking, requiring many
methods and tools to realize. Although the term, coined in the 1980s, has long been
used, it has been replaced by many other terms indicating collaboration and
information exchange between various disciplines and functions, and different
cultures. As such, CE requires a socio-technical approach in which the social
environment is taken into account wherein the product and process development
process of CE takes place. There is massive interaction between this social envi-
ronment and the CE process.

Implementing CE in practice is a long-term process, because it requires many
organisational and technical skills that are not easy to acquire. An organisation
needs to gradually move from a sequential way of working to a more parallel way
of working, requiring much more interaction and information exchange between
people from different departments or companies. In particular, the culture for
information sharing and collaboration has to be gradually developed. This challenge
needs to be tackled in an entire supply chain, including small and medium-sized
enterprises (SME). Usually, development towards CE is initiated and controlled by
the Original Equipment Manufacturer (OEM). The emergence of ICT has tre-
mendously accelerated this implementation.

In the past decades CE was subject of intensive research and development
activities. An active community is the “International Society for Productivity
Enhancement, Inc.” (www.ispe-org.net), which encompasses the work of many
researchers and industry experts around the world. In 1994, ISPE introduced the
annual international conferences on Concurrent Engineering, which have become
formative meetings for a community of people from many countries all over the
world. Researchers and senior experts from this community meet every year to
share their experiences and discuss current issues on Concurrent Engineering. Many
subjects and applications have been discussed during these meetings, including
their developments and challenges.

In the past quarter of a century CE has evolved to a mandatory engineering
approach in many industries. Looking back to 25 years of continuous development,
the editors have concluded that now is the right time to summarize the achievements
and current challenges of CE. That is the main idea behind this book. It presents the
gradual evolution of the concept of CE and the many technical and social methods
and tools that have been developed, including the many theoretical and practical

2 J. Stjepandić et al.
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challenges that still exist. Readers are expected to gain a comprehensive picture of
the “common sense” of CE as researched and practiced in different world regions
and application fields.

1.2 Origins of the Book

This book began as a result of exchange of emails during the preparation of the
nineteenth ISPE international conference on CE in Trier, in September 2012.
Triggered by the high number of valuable submissions, the conference chairs of that
time were forced to reorganize the initial structure of the conference and the pro-
ceedings book as well. A suitable introduction into the excellent content was
necessary. Just coinciding with the deadline, a late submission came in, entitled
“Current concurrency in research and practice”. This submission (now part of
Chap. 2) was the ideal introduction to the extensive proceedings book, which as of
2014 counts to the 25 % best downloaded eBooks at Springer Verlag [1]. During
the conference the idea of a book was discussed for extracting the most valuable
content, while revising and expanding it. The content would be casted in an edited
book to be published in celebration of the twentieth anniversary of the initial
conference on Concurrent Engineering, held in Pittsburgh, USA, in 1994. Josip
Stjepandić and Nel Wognum took the editor’s role. Later Wim Verhagen was added
into the editor’s circle. The contributors were primarily recruited from the ISPE
community. To gather higher practical relevance, several industry experts were
invited to contribute with their best practices. In sum, the contributor’s list has
grown up to 59 contributors from almost all world regions with relevant CE
practice. The composition of this circle is expected to ensure the aforementioned
“common sense” of CE.

During the emergence of this book, two more ISPE conferences were held in
Melbourne (Australia) and Beijing (China). Taking advantage of this situation, the
content of the book comprises references to the most recent achievements published
in the proceedings books of these conferences [2, 3]. For sake of completeness, the
editors want to take this opportunity and indicate three early publications of CE,
namely by Backhouse and Brookes [4], Prasad [5], and Hartley [6]. These publi-
cations especially show the aims and practice of CE in its early days.

1.3 Goals of the Book

This book is an attempt to present the latest developments and best practices of the
principles of Concurrent Engineering. The presentation includes not only current
CE processes and methods, but also, very importantly, complex real-life applica-
tions and experiences. These applications and experiences are aimed to show that
CE is an indispensable part of business nowadays. Of course, the term CE covers a

1 Introduction to the Book 3
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variety of approaches that can be classified as CE approaches. Each such approach
must be connected to an innovation or product and process development. Each
approach must also consist of methods and tools to enable and support extensive
collaboration and information exchange between people from different disciplines,
functions, departments or companies.

The first goal of the book is to describe the “state-of-the-art”, summarizing CE
achievements. A second goal of the book is to illustrate the choices that exist in
organizing information. These choices encompass selection of methods and tools,
technical as well as organisational. The methods and tools show the variety of
problems that need to be tackled in practice. They should support trade-offs and
finding (near-)optimal solutions. The third goal of this book is to demonstrate that
CE has become indispensable, used widely in many industries and that the same
basic engineering principles can be applied to new, emerging fields like sustainable
mobility. The final goal of the book is to provide sufficient examples and use cases
that thoroughly illustrate achievements and practices of CE. In addition, many
remaining challenges in research and practice have been listed.

1.4 Audience

The authors intend this book to be useful for several audiences: industry experts,
managers, students, researchers, and software developers. The content is intended to
serve both as an introduction to development and assessment of novel approaches
and techniques of CE and as a compact reference for more experienced experts. In
this role practitioners can use the content to improve their core competencies and
use it as a reference during their daily work. Graduate and undergraduate students
who have already mastered several basic areas of engineering may find it useful
instruction material to practices in modern industrial product creation processes.
Researchers can find recent achievements and challenges in various fields of CE.

Engineers in various design domains, such as mechanical, electrical, computer
science, and environmental and logistics engineering may find this book helpful
to understand the fundamental background as captured in modern product and
process development. It may help them to understand the multi-disciplinary, multi-
dimensional and multi-level nature of CE. It may help them to request information
they need from and to supply information needed for product and process devel-
opment to the relevant stakeholders. It will help stakeholders from various domains
to understand how CE works and to participate in CE teams.

Managers need to understand information representing numerous facets of CE
for developing a comprehensive strategy and establishing suitable engineering
structures and organization. The decisions they make must advance the business
competitively by meeting quality, cost and time targets. Management and engi-
neering need to exchange information rapidly and seamlessly so that the processes
will be adjusted to support the business strategy and so that management can
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understand and track product issues and maturity. This book present several
methods for organising, transferring, tracking and tracing of information.

Students and researchers in the wide area of engineering need comprehensive
information on recent achievements and on directions for future research. The book
fulfills this need. For this purpose valuable information can be found in the closing
part of this book.

Finally, a further audience may consist of developers of tools and development
platforms who usually have a strong software engineering background and are not
experienced in applications and process development. In particular for those who
define and implement integration scenarios, this book could be a useful reference.

1.5 Structure of the Book

The present edited book is a collection of 28 chapters written upon invitation from
the editors by internationally recognized experts from academia and industry.
Singular chapters contribute to various aspects of basic concepts, methods, tech-
nologies, industrial applications, and current challenges of CE. The volume is
organized in four parts according to the main subjects: Foundations, New devel-
opments and methods, Applications and Current challenges. The structure of the
book is illustrated in Fig. 1.1.

The first part of the book is devoted to theoretical issues. Is begins with the early
ideas, economic drivers and socio-technical relationships. This includes demon-
stration of the technological and organisational evolution in the field of CE. The
reader may get insight into the background and foundation of CE.

The second part of the book concerns different aspects of new developments and
methods which are included or adopted into CE. These methods include technol-
ogy-oriented approaches (amongst others, Knowledge-based Engineering, Product
Lifecycle Visualization, Reverse Engineering, Digital Mock-Up (DMU)) as well as
organisation-oriented approaches (e.g. Collaborative Engineering, Systems
Engineering).

The third part addresses the most well-known applications of CE in the industry.
It collects achievements and experiences in aviation, automotive, machinery,
shipbuilding, consumer good industry, medical equipment industry and environ-
mental engineering.

The interference between parts 3 and 4 is intentional, because the new devel-
opments and methods are often related to certain industries and, vice versa, certain
industries require particular methods to fulfill their specific needs. In each chapter of
these both parts, theoretical, technological and organizational foundations and
applications are explained by examples (“use cases”) from industrial practice to
give a comprehensive picture of the practical importance of CE.

The fourth part presents current challenges that have been identified by the
editors and authors of the book.
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1.6 Content of the Book

The book has been structured into four consecutive parts, which will be introduced
below.

1.6.1 Part 1: Foundations

This Chapter is followed by Chap. 2, in which Nel Wognum and Jacques Tri-
enekens give insight into the gradual evolution of the concept of CE. It shows the
growth of the concept from a relatively narrow, but already challenging, concept
into an umbrella concept encompassing many socio-technical challenges to tackle.
The chapter ends with a systematic approach for framing and describing CE pro-
cesses, which is applied to an example from the food industry.

Technology Foundations

Complex Engineering Programs as Sociotechnical Systems

System of Concurrent Engineering

Introduction to the Book

Collaborative Engineering

Resolving Interoperability  in Concurrent Engineering

Requirements Engineering

Design of Complex Programs as Sociotechnical Systems

Systems Engineering

Knowledge-based Engineering

Product Lifecycle Visualization

Reverse Engineering 

Digital Mock-Up

Modularity and Supporting Tools and Methods

Multidisciplinary Design Optimization

Product Lifecycle Management

Variability Management

Intellectual Property Protection

Research and Practical Challenges

1. Foundations

2. New developments and methods

4. Current Challenges

3. Applications

Fig. 1.1 Structure of the book
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In Chap. 3 Bryan Moser and Ralph Wood describe CE processes as complex
programs, which require a socio-technical systems approach. They introduce the
background of an approach, called Project Design, for modeling projects and to
simulate likely outcomes, which is further explained in Chap. 8.

In Chap. 4 Michael W. Sobolewski illustrates from the point of view of com-
puter science the technological evolution of approaches to resolving complex multi-
level engineering problems concurrently. He focuses on the underlying concepts of
CE technology from the point of view of concurrent process expression and its
actualization. An architecture of a CE system is derived from the point of view of
evolving methodologies of remote method invocation. Within the architecture the
integration of concurrent distributed processes, humans, tools and methods to form
a trans-disciplinary CE environment for the development of products is presented in
the context of cooperating processes and their actualization. Evolving domain-
specific languages and service-oriented platforms reflect the complexity of com-
puting problems we are facing in trans-disciplinary CE processes. An architecture
of a service-oriented computing environment is described with a service-oriented
programing and a coherent operating system for trans-disciplinary large-scale
computing. Finally, the SORCER platform is introduced as a solution to the multi-
level problems that exist in trans-disciplinary computing systems. A real-life
application of the SORCER platform in the defense industry concludes this chapter.

1.6.2 Part 2: New Developments and Methods

In Chap. 5 Stefan Wiesner, Margherita Peruzzini, Jannicke Baalsrud Hauge, and
Klaus-Dieter Thoben discuss the topic of Requirements Engineering (RE) as a key
to success or failure of every product, service or system development project. An
increasingly complicating factor is that from a systems engineering point of view,
RE has to define requirements for a rising amount of tangible and intangible
components from a growing number of different stakeholders. Additionally, RE has
to take into account requirements from every stage of the system life cycle and feed
the results back to the development process. Many organizations are still missing
effective practices and a documented RE process to tackle the upcoming challenges
in systems engineering. The authors give an overview on the RE context and
challenges for systems engineering and subsequently describe the state-of-the-art
for structuring and processing requirements. They present two case studies illustrate
the current situation and methods for resolution in industry. They show how the
identified challenges can be met by IT support. The chapter ends with future trends
and needs for RE research and challenges for its further integration with CE and life
cycle management approaches.

In Chap. 6 Nicolas Figay, Catarina Ferreira da Silva, Parisa Ghodous, and
Ricardo Jardim-Gonçalves address the important topic of interoperability. In virtual
organisations, like an extended enterprise, with a large degree of sub-contracting
and outsourcing, coordination of activities of all partners is necessary, as well as
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integration of the results of these activities. In such complex emerging networked
organizations, it is increasingly challenging to exchange, share and manage internal
and external resources like digital information, digital services and computer-
enabled processes. The authors characterize expected interoperability for collabo-
rative platform systems and highlight interoperability issues and barriers not yet
addressed. They describe an innovative approach for building interoperability based
on a Federated Framework of legacy eBusiness standards and address important
issues related to semantic preservation along the lifecycle of artifacts and infra-
structures required to define and exploit an application. They present two use case
studies that apply interoperability strategies.

In Chap. 7 Milton Borsato and Margherita Peruzzini introduce the concept of
collaboration and the contexts in which collaboration for CE usually takes place.
They pay attention to tools that have been developed to support collaboration, like
decision support systems and human-computer interaction. They also describe more
recent developments in web-based tools, including the cloud. A basic need for
collaboration is explored: the formalization of knowledge as part of information
management during a product’s lifecycle. During a product lifecycle product
models change as well as the need for collaboration support and information
management tools. They present two case studies that illustrate the different needs
for knowledge formalization, collaboration, and information management.

In Chap. 8 Bryan Moser and Ralph Wood introduce the Project Design
approach. This approach helps cross-functional teams to explore and converge
across scenarios during planning workshops. In this way, project members will
become sensitive to the characteristics of the project and create insights into fea-
sibility, value, and a trade space of likely outcomes. Because the people partici-
pating in the workshop will actually work together during the CE process many
possible barriers for collaboration may have been removed upfront. Two cases
illustrate the benefits of the approach for more efficiently and effectively setting up a
project.

In Chap. 9 Alain Biahmou discusses product complexity of current cars that have
become very complex mechatronic systems that integrate sub-systems created in a
synergy between people from different domains such as mechanical engineering,
software engineering and electric and electronics (E/E). Product complexity is
multidimensional and consists of product, process, organizational, market as well as
use complexity. A methodology for mastering complexity is systems engineering,
which actually means applying systems thinking to tackle the challenges of creating
complex products. The chapter is aimed at providing a deep understanding of sys-
tems engineering as well as concepts for its implementation. For this purpose,
processes, tools and methods of Systems Engineering are presented. Additionally, a
proposal for an introduction process for systems engineering as well as for functional
features for practicing systems engineering are presented and discussed.

In Chap. 10 Josip Stjepandić, Wim J.C. Verhagen, Harald Liese, and Pablo
Bermell-Garcia discuss the handling of resource knowledge, in particular, com-
pany-specific product and process knowledge, as a key to competitiveness. They
describe Knowledge-Based Engineering (KBE) as an occurrence of knowledge
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management. It facilitates new product development by automating repetitive
design tasks through acquisition, capture, transform, retention, share, and (re-) use
of product and process knowledge. The chapter starts with the definition of
knowledge in an engineering context and subsequently addresses the state-of-the-art
in KBE research. Three particular areas of research are discussed in detail:
knowledge structuring, maintainability of knowledge and KBE applications, and
the technological progress and weaknesses of commercial KBE applications like
KBE templates. From case study examples, various recent developments in KBE
research, development and industrial exploitation are highlighted including sce-
narios for significant time saving. Challenges for future research and practice have
been included.

In Chap. 11 Alfred Katzenbach, Sebastian Handschuh, Rudolf Dotzauer, and
Arnulf Fröhlich discuss lifecycle visualization as a rising discipline within product
lifecycle management (PLM). Often, when products are developed in 3D using
engineering applications, the data is initially stored in the format of the CAD
software used. Sharing these data with people who do not have this software or
combining them with visualization data from other sources requires a neutral 3D
format. For visualization of product data in the engineering field—regardless of all
respective CAD formats—a plethora of 3D formats is available. Among these are
disclosed or standardized formats like PDF from Adobe, JT and also X3D, Collada
and STEP. The choice of a format has many implications like availability for using
the data and the resulting follow-up costs. The discipline of lifecycle visualization
aims to tackle problems arising from particular choices. This chapter presents an
overview of the industrial challenge, technical background and standardization,
typical applications, and evaluation and testing in the field of engineering visuali-
zation with neutral 3D formats. The chapter is ends with an approach for assessing
3D formats and with examples from industrial practice in various fields.

In Chap. 12 Goran Šagi, Zoran Lulić, and Ivan Mahalec discuss the concept of
Reverse Engineering (RE). A very time-consuming aspect of creating 3D virtual
models is the generation of geometric models of objects, in particular when the
virtual model is derived from a physical version of the object. A variety of com-
mercially available technologies can be used to digitize very small objects, but also
very large. The process of 3D digitizing basically consists of a sensing phase fol-
lowed by a rebuild phase. Leading CAD software packages include special modules
for performing the different tasks in these phases. Many commercial vendors offer
sensors, software and/or completely integrated systems. Reverse engineering focuses
not only on the reconstruction of the shape and fit, but also on the reconstruction of
physical properties of materials and manufacturing processes. Reverse engineering
methods are applied in many different areas, ranging from mechanical engineering,
architecture, cultural heritage preservation, terrain capture, astronomy, entertainment
industry to medicine and dentistry. In the chapter the authors discuss the need for RE
in the context of Concurrent Engineering. They introduce various methods and tools
that exist today. The chapter ends with applications in different areas like the auto-
motive industry, the railway industry, machinery, architecture, archaeology, and
medicine, including ethical and legal issues.
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In Chap. 13 Roberto Riascos, Laurent Levy, Josip Stjepandić, and Arnulf
Fröhlich discuss the concept of DMU as a validation instrument for evaluating a
project’s progress by spatially visualizing the current status of the virtual product.
Product development in the mobility industry is characterized by an extreme time-
to-market, high product complexity and variability, high cost pressure and many
geographically dispersed stakeholders. DMU takes over what today’s CAD and
PDM systems alone are not capable of. The authors extent the discussion to
Functional DMU (FDMU), which takes the function of the product into account and
enables system users to experience these functions. DMU offers a straightforward
visual human interface for control. DMU creation, calculation and processes can be
automated well, so that the spatial test (collision check, assembly check) can be
performed for all conceivable product variants in batch during the night. Never-
theless, human intervention is still required for the solution of design conflicts.
Although not all current problems have been solved yet in the context of DMU,
leading PLM vendors offer powerful tools to support the DMU process. Due to its
central role in the development process DMU is the subject of intensive research
and development for speeding up the development process and to increase
accuracy.

In Chap. 14 Josip Stjepandić, Egon Ostrosi, Alain-Jérôme Fougères, and Martin
Kurth give an overview of tools and methods to support modular design and
management. Modularity has emerged as a relevant way to meet customer
requirements with a wide range of variety and customisation of products, from
unique to standard ones. The modularity area is becoming increasingly multidis-
ciplinary, presupposing holistic and articulated CE approaches. Modularity, as
discussed in the chapter, can bridge the gap between technical aspects and business
aspects. Achieving modularity requires both design for modularity and management
of modularity. Methods for supporting modular design are evaluated in relationship
with technologies and tools for modular design. Although from a holistic point of
view there is still much to be desired for achieving system-wide solutions for
modular design processes and platform-based product development, the current
trend is toward usage and integration of different technologies such as advanced
CAD systems, product configurators, agent-based systems and PDM systems. CE
approaches are needed for the development of intelligent models and intelligent
tools as well as the development of intelligent modular products. The chapter
presents different scenarios from real practice for configuring tools for modular
design and management.

InChap. 15CeesBil introduces the topic ofMultidisciplinaryDesignOptimization
(MDO). MDO has been a field of research for 25 years. It refers to the formulation of
the design problem in mathematical models and applying optimization techniques to
find the minimum or maximum of a predefined objective function, possibly subject to
a set of constraints. MDO has become an important tool in CE, with the ability to
handle many design variables across various disciplines. Advances in computer
technologies and software engineering have facilitated the practical application of
MDO in industry, including aerospace, automotive, shipbuilding, etc. However,
active research and development in MDO continues, because there is growing
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awareness of the criticality of the creative input of the human designer to the design
process. For MDO to be effective in the design of modern complex systems it must
also incorporate non-technical disciplines, such as finance, environment, operational
support, etc. It remains a challenge to model them with adequate fidelity, since sim-
ulations and analytical models have imbedded assumptions, inaccuracies and
approximations. The chapter gives an introduction to Multidisciplinary Design
Optimization with an historical review, a discussion on available numerical optimi-
zation methods each with their specific features, various MDO architectures and
decompositions and two case studies of successful applications of MDO.

In Chap. 16 Lutz Lämmer and Mirko Theiss address the concept and imple-
mentation of Product Data Management (PLM). PLM is widely understood as
concept for the creation, storage, and retrieval of data, information, and, ideally,
knowledge throughout the lifecycle of a product from its conceptualization or
inception to its disposal or recovery. PLM is seen in industry as one of the core
concepts to fulfill a number of business requirements in the manufacturing industry
with respect to completeness, high transparency, rapid accessibility and high visi-
bility of all product data during a product’s lifecycle. Those requirements are related
to financial aspects, to the product itself, and to regulatory aspects. PLM is
implemented by deploying IT systems like PDM systems and induces a high level
of interoperability of related applications. With PLM industrial companies attempt
to gain advantages in shorter cycles, lower costs, and better quality by avoiding
errors and misunderstanding. After reviewing basic concepts and building blocks of
PLM the authors provide empirical evidence of implementation scenarios and use
case studies for different PLM solutions. Evaluations of applications in automotive,
aerospace and consumer electronic industries are presented, focused on engineering
design, change management, simulation data management integration and com-
munication with partners.

In Chap. 17 Georg Rock, Karsten Theis, and Patrick Wischnewski present the
topic of Variability Management. The global market, different and changing
environmental laws, the customer wish for individualization, time-to-market,
product costs, and the pressure on manufacturers to discover new product niches, to
name only a few variability drivers, result in an ever-increasing number of product
variants in nearly all engineering disciplines like in car manufacturing. Mastering
the related increasing product complexity throughout the whole product lifecycle is
and remains one of the key advantages in competition for the future. Currently for a
manufacturer, as for any other discipline, it is essential to invest in an efficient and
effective variability handling machinery able to cope with the arising challenges.
Not only the task to invent, develop, introduce and manage new variants is
important but also to decide which variant to develop, which one to remove and
which one to not develop at all. The consequences of such decisions with respect to
product-line variability have to be computed based on formalized bases in such a
way that an optimized product variability can assure on the one hand customer
satisfaction and on the other hand cost reduction within the variability-related
engineering processes. The chapter presents current research in the field of product
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variability configuration, analysis and visualisation. It presents solution sketches
based on formal logic illustrated by some real world examples.

In Chap. 18 Josip Stjepandić, Harald Liese, and Amy J.C. Trappey discuss the
important topic of Intellectual Property Right (IPR). With the growth of the
knowledge-based economy, IPR is recognized as a key factor to develop and protect
strategic competitiveness and innovation of an enterprise. The increasing degree of
collaboration in global relationships, ubiquitous digital communication techniques
as well as tough competition has lead to an increasing importance of intellectual
property protection (IPP) for enterprises. Offences of the law and ethical principles
as well as the rising crime through the misuse of modern ICT technologies (“Cyber
Crime”) pose a significant problem for each market leader. Intellectual property is
stored in product data like in modern parametric and feature-based 3D-CAD sys-
tems. Because it is very easy to exchange huge amounts of product data between an
enterprise and its supplier network there is an enormous threat that intellectual
property could fall into the wrong hands and badly jeopardize the existence of the
related company. The chapter contains a discussion on the need for action in supply
chain networks and attempts by research and development as well as best practices in
industry for various aspects of IPP in the context of concurrent engineering.

1.6.3 Part 3: Applications of Methods and Tools for CE

In Chap. 19 Dietmar Trippner, Stefan Rude, and Andreas Schreiber discuss the
methods of model based product development, which are well-recognized and wide
spread not only in the automotive industry but also increasingly in the aerospace
industry and their suppliers. Current challenges of these industries, like light-weight
design, electro mobility, modern mobility concepts, plus those caused by rising
product complexity, bring this concept to its limits. An overall approach is pro-
gressively requested, which is able to continuously integrate requirements, func-
tions, logic and physical product descriptions (RFLP). This should be possible not
only for mechanical aspects but also for electronics and software development. The
approach of system engineering addresses the continuous availability and linkage of
product information. This concept, which has been well known in the aerospace
industry for a long time, is only recently used in automotive industry. An example
is the use of integrated development environments. Nonetheless, the realization of
this concept in an automotive company is definitely a challenge. Examples for these
problems are differently coined, like detailed requirements (client requirements
versus requirements to a complete vehicle and to components properties), consid-
eration of configuration, validity and maturity, complexity management (complete
vehicle to component, vertical integration, plus integration of early concept phases
over development, verification, clearance to the production start-up, horizontal
integration) and multi-disciplinarity (mechanics with calculation, electronics and
software). The realization of systems engineering does not only create high
demands to the design of process-IT (authoring systems, TDM and PDM), but also
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has to consider organizational aspects. Frequent acquisitions for IT system vendors,
especially in the CAD /PLM/CAE market, as well as the selection of systems for
functional and economical aspects lead to increased requirements concerning open
interfaces. In the chapter, findings and experiences from the introduction of systems
engineering for automotive processes are described. Effects on the process IT
architecture are outlined. “Lessons learned” and necessary changes in process-IT, in
the form of selected examples and solution alternatives, are discussed.

In Chap. 20 Richard Curran, Xiaojia Zhao, and Wim J.C. Verhagen address the
application of CE in aviation by explaining the relationship of CE and integrated
aircraft design. Driven by rapidly increasing air traffic worldwide, the main players
in the aviation market have initiated many new development projects in the past
decade with increasing size and complexity. Such projects presuppose an integrated
and advanced design process that is able to ensure the concurrent synthesis of many
life cycle performance drivers within a complex and collaborative aviation enter-
prise. Furthermore, aspects of the product’s life cycle, like the overall cost per-
formance and the ability of new system integration, were adopted at an early stage
in the design process. This gives the PLM its crucial importance managing the
extended enterprise over a long period of time. Consequently, the implementation
of CE in the lifecycle of an aircraft and systems in general is illustrated in the
context of the high structural complexity and long product lifecycle compared with
other application areas of CE. Further challenges related to process parallelization
and multidisciplinary design, involving the exchange of knowledge and information
throughout the design process, are covered. Supporting techniques like DMU along
with practical case studies are presented with several examples to illustrate the
implementation of CE and integrated aircraft design in real life. Expected future
developments with respect to concurrent engineering, as applied to aviation, con-
clude this chapter.

In Chap. 21 Alfred Katzenbach discusses the use of information technologies for
product development in the automotive industry. The automotive industry is one of
the most advanced industries in this respect. Product variety and complexity has
grown dramatically over the last decades, making the use of information technol-
ogies as presented in part 3 indispensable. Automotive engineering companies are
looking continuously for new ways of economic growth. Trends show that this is
often done by expansion of existing markets as well as entering new markets,
providing niche products and increasing productivity. This affects significantly the
continuous development of processes and IT solutions. Legacy Systems have to be
integrated with modern solutions. Service-oriented architectures and semantic nets
will lead to new system landscapes. However, this change is not only a technical
one. It is also an organizational paradigm shift, which has to be handled carefully.
To establish an international, multi-company CE process, common understanding
of processes and business objects is required. The most efficient way to do this is
standardization. The chapter presents the “Code of PLM Openness” (CPO), which
helps to find a common definition that leads to a better understanding of system
integration and usage of standards. Two Standards play a significant role: ISO
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10303 (STEP) with its new application protocol 242, which combines the known
protocols for automotive and aerospace including model-based systems engineering
and ISO 14306 (JT) for DMU and geometrical collaboration. By enhancing CAD
systems a knowledge-based engineering approach will become reality.

In Chap. 22 Jožef Duhovnik and Jože Tavčar discuss the application of CE to
machinery. This application has to consider the type of production (individual,
serial), product complexity and level of design. Product development involves four
characteristic levels of design that requires specific activities. The characteristic
design levels require definitions of the activities for providing the necessary soft-
ware and other support for all phases of the design process. The following four
levels of the design process have become established in the professional literature:
original, innovative, variation and adaptive. Systematic analyses in various com-
panies of product development processes (PDP), workflows, data and project
management has shown that specific criteria have to be fulfilled for CE to be
managed well. It is very important to consider the involvement of customers and
suppliers, communication, team formation, process definition, organisation, and
information system to fulfil minimum threshold criteria as well as the phase of
development. The quality of communication and team formation, for example,
primarily affects the conceptual phase. An information system is useful predomi-
nantly in the second half of the design process. In the second part of the chapter
reference models for CE methods are presented for product development in
individual production (CE–DIP), in serial production of modules or elements (CE–
DSPME) and in the manufacture of mass products (CE–DMMP) with an example
from household appliances. The reference models for CE methods map product
development phases and CE criteria for each type of production and have to be used
together with case studies. They help to recognise strong and weak points of a CE
application and show a way to improve processes and supporting CE methods.

In Chap. 23 Kazuo Hiekata, Matthias Grau discuss the sharing of information in
the shipbuilding industry. The shipbuilding process generally consists of concept
and preliminary design, basic design, detailed design, production design and pro-
duction. Design information is generated in each phase to shape products and
operations in the shipyard. For each process the design activities are carried out
with a high level of concurrency supported by various computer software systems,
though quality of products and efficiency of the concurrent development process
highly depend on experiences and insights of skilled experts. Detailed design
information is difficult to share, while design conflicts are solved in a common
effort by design engineers in downstream design stages. Data sharing across design
sections and simulation of the construction process to predict time and cost are the
key factors for CE in shipbuilding industry. The CE process in shipbuilding will
become more and more accurate and efficient along with accumulation of design
knowledge and simulation results. The chapter gives insight into the different
phases of the shipbuilding product creation process and demonstrates practical
usage through typical, comprehensive use cases from design and manufacturing. It
also presents some expected future directions for CE in shipbuilding.
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In Chap. 24 Chun-Hsien Chen, Li Pheng Khoo, and Nai-Feng Chen discuss
product design and development (PDD) in the context of consumer goods. PDD has
shifted its focus from addressing functional and technological issues to user-centric
and consumer-oriented concerns in recent years. More specifically, the experiential
aspect of design has taken a crucial role in creating more consumer-focused
products. Often, customer research or user-involvement studies are conducted to
acquire the necessary knowledge and gain insight into experiential requirements of
users. Unlike functional requirements, customer experiences are usually more tacit,
latent and complex. More attention for acquiring these experiences is needed. In the
chapter a prototype Context-based Multi-Sensory Experience System (CMSES)
with a Scenario Co-build Strategy (SCS) is proposed to facilitate user experience
acquisition in designing consumer goods. A three-stage case study is described to
illustrate the proposed prototype system. The potential of the proposed approach in
the context of CE and collaborative product development (CPD) is discussed.

In Chap. 25 Osiris Canciglieri Junior, Maria Lucia Miyake Okumura, and Robert
Ian Marr Young discuss the importance of CE for the design of medical equipment.
Design of medical equipment requires a multidisciplinary approach. In the chapter a
multidisciplinary environment for Integrated Product Development Process (IPDP)
of medical equipment is presented. The authors address the requirements of a health
professional user as well as patient’s needs. The medical equipment lifecycle has
been identified and contextualized. The importance of CE in the IPDP of medical
equipment has been shown and propositions have been presented for the insertion
of software tools that support various product development phases. A discussion is
included on the use of CE and IPDP oriented towards medical equipment con-
ception and development, perspectives of engineering modular development and
interfaces between Health and Engineering information areas for increasing tech-
nical, clinical and economic quality.

In Chap. 26 Amy J.C. Trappey, Charles V. Trappey, Jerry J.R. Ou, C.T. Hsiao,
Kevin W.P. Chen, and Penny H.Y. Liu introduce an approach for assessing the
economic input-output lifecycle (EIO-LCA) and a location quotient (LQ) for
measuring regional carbon footprints using local environmental and industrial data.
Countries and government regions are promoting renewable energy to effectively
reduce carbon emissions. However, the carbon footprint of a given industry in a
specific region is hard to measure and the long-term effect of an untested green
policy for carbon reduction is difficult to predict. The results of the proposed
approach enable government policy makers to accurately formulate policies that
target critical contributors while simulating the economic impact using system
dynamics (SD) modeling. In a case study, policy scenarios are simulated to evaluate
the time-varying impacts of proposed green transportation strategies for Taiwan’s
low carbon island (Penghu Island) pilot project. The methodology provides a
generalized tool for green energy policy assessment.

In Chap. 27 Alain Biahmou discusses the concept of sustainable mobility as a
field of application of Concurrent Engineering. In particular, the electrical power
train of road vehicles has an increasingly significant role. Besides delivering benefits
in air and noise pollution, it encompasses huge challenges in practical usability,
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reliability and total costs of ownership combined with novel models of exploitation.
The design of electric vehicles requires bringing components from different domains
together to integrate them in the overall vehicle concept. The domains involved
utilize their own specific methods, processes as well as software tools in order to
create partial models of an overall system. This leads to dependencies between
several disciplines and, therefore, to the need to track the impact of model interac-
tions to avoid data inconsistency as well as design errors. The focus of the chapter
lies on the project “Process Chain Battery Module” that has been conducted at
EDAG Engineering AG to capture the challenges related to the electrical battery
when designing electric vehicles. Thermal management, which is one of the critical
challenges to be tackled in the area of electro mobility, is discussed and solution
approaches are presented. Requirements are defined and linked with functional
analysis as well as geometrical, behavioral and FEM models. Thus, changes can be
traced from each partial model back to the initial requirements. Interface manage-
ment between the domains and partial models is realized to enable an analysis of the
entire vehicle. Complex simulations are performed in a very early stage of devel-
opment to determine the range of an e-vehicle model (EDAG Light Car).

1.6.4 Part 4: Current Challenges

Chapter 28 summarizes the research and practical challenges that have been pre-
sented in the book. It will pay attention to the need for new theories as well as the
need for new methods and tools. It will also pay attention to the current barriers for
improvement. The challenges have been identified by analysis of all chapters
according to a common framework that encompasses the socio-technical dimen-
sions of CE. Much work is still ahead to improve the concurrent way of working in
all phases of a product development process. The needs for CE methods and tools
are, however, very different for the various phases of the development process.
While much effort is still needed to improve interoperability and transparency for
smooth data exchange in later phases, support of collaboration between people,
especially in the earlier phases, is still subject to improvement. A CE approach in
research, bringing together different disciplines, is needed to generate suitable tools
and methods for supporting the earlier phases, characterized by large uncertainty
and risks.

1.7 Contributors of the Book

The editors have selected and invited contributors based on their recent contribution
to CE conferences. Additionally, industry experts have been invited to contribute.
The editors are grateful to all contributors for their excellent work.
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Chapter 2
The System of Concurrent Engineering

Nel Wognum and Jacques Trienekens

Abstract Concurrent engineering (CE) has been a major theme in the 80s and 90s
of the previous century in research and practice. Its main aim is to reduce time-to-
market, improve quality and reduce costs by taking into account downstream
requirements and constraints already in the design phase. While starting with a
design-manufacturing alignment, gradually the CE way of thinking has been
ex-tended to incorporate more lifecycle functions together with a stronger focus on
and involvement of both customers and suppliers. Application of CE in practice has
led to remarkable cost savings, time reduction and quality improvement. However,
many failures have been reported too. Often, the complex system of CE has not
been sufficiently well understood, in particular because the system that is needed to
market, produce, sell, and maintain the new product, the so-called production
system, has not been considered sufficiently. The particular properties of the pro-
duction system that is needed to really make the new product a success need to be
understood well, because they heavily influence the CE process. In this chapter a
history of CE is sketched as well as its major achievements and challenges. The
essentials of the system of CE are described together with the system that is
designed by it: the production system. The production system, as defined in this
chapter, is an encompassing system, because it also comprises functions like
marketing, sales, production, and maintenance. The interaction between the two
systems needs to be taken into account in all CE processes in any application
domain. The chapter ends with examples of the food application area. The variety
of the system of CE, in terms of different innovation efforts, is illustrated. Some
important properties of the result of a CE process, a food production system, are
discussed, in particular a food supply chain and its coordination for quality.
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Keywords Concurrent engineering � Collaborative engineering � Early supplier
involvement � Collaborative/open innovation � CE system � Production system

2.1 Introduction

In the ‘80s of the past century, the term concurrent engineering(CE) was coined to
indicate a way of working in product development and design to meet consumer
demands in shorter time, with fewer errors, and lower costs. CE was meant to
improve industry’s competitiveness especially in the West to catch up with the
advantage gained by Japanese companies like Toyota.

The essence of CE has been the concurrent execution of design processes with
the design of downstream processes, in particular manufacturing. Teams of multiple
functions and disciplines were formed to discuss design proposals from different,
multidisciplinary, point of views. In these teams, design disciplines, manufacturing
and assembly, marketing and purchasing were often represented.

Several new terms were used to indicate more specific approaches of CE, like
Design for Manufacturing and Design for Assembly. Since many design and
development processes also required the involvement of external technology
providers the term Collaborative Engineering has also been used to indicate the
concurrent way of working.

Later, more downstream processes became involved in CE, like service and
disposal. The necessity to incorporate the customer early in the design process was
also recognized in the approach called Open Innovation, in which consumers,
customers, suppliers, and OEMs collaborate to identify potentially successful
product ideas. In this way waste in terms of time and cost is reduced considerably
by the upfront matching of insights of important stakeholders.

All these approaches basically center on boundary-spanning processes. Although
the term CE is hardly used anymore, process thinking and boundary-spanning
processes have gained more and more attention. Current business requires collab-
oration between companies, like networks and supply chains, to maintain or
improve their market position. Information technology plays a large role in sup-
porting information sharing and aligning people and companies.

Application of CE in practice, in whatever disguise like early supplier
involvement and design network, has led to many improvements and time and cost
reduction. However, achieving a well-performing CE system is not at all an easy
process. It may take years of gradual change and building experience. Moreover,
top management needs to have a clear vision. A systems approach is helpful to
identify the essential elements that are involved in the CE process as well as their
interrelationships. In addition, a clear view on the production system that needs to
market, produce, and maintain the new product is necessary.

In this chapter, essential properties of the CE approach are discussed. In Sect. 2.2,
the history of CE is briefly discussed together with its achievement as recorded in the
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literature. In Sect. 2.3, the system of CE is described with its essential elements and
relationships. A framework with steps for framing a CE process is presented. A CE
system is closely linked to the production system that is the result of or needs to be
taken into account in a CE process. The production system is a complex system that
needs to be designed or adapted well to make its product (or service) a success. In
Sect. 2.4, some examples of the system of CE in the food industry are presented. The
framework with steps from Sect. 2.3 is used to frame the relevant innovation pro-
cesses and indicate the relevant production system that needs to be taken into
account. The paper ends with a summary and future challenges.

2.2 History of CE

In this chapter, a brief history is sketched of the main developments in CE in the
past decades. First, CE is briefly described, including Early Supplier Involvement.
Second, Collaborative Engineering is described, followed by Collaborative
Innovation.

2.2.1 Concurrent Engineering

In the 80s, companies were forced to change the product development process from
the traditional ‘over the wall’ approach to more integrated ways of working to beat
growing competition, react to reduced product life cycles, and meet changing
market and customer demands [1]. They needed to be able to develop new products,
which were cheaper, delivered faster and provided a greater functionality [2]. CE
was considered to offer a solution to the problems encountered.

CE has had tremendous attention in the literature since Winner et al. [3] in the
DoD Institute of Defense Analysis coined the term. The concept has resulted from a
USA Defense Advanced Research Projects Agency (DARPA) initiative to improve
the product development process. The first definition of CE was [3]:

Concurrent Engineering is a systematic approach to the integrated, concurrent design of
products and their related processes, including manufacturing and support. This approach is
intended to cause the developers from the outset to consider all elements of the product life
cycle from conception to disposal, including quality cost, schedule, and user requirements.

This definition stresses the parallel, concurrent, execution of product and process
design activities by integrating multiple design disciplines and upstream and
downstream functions involved in the lifecycle of a product. Many studies have
been devoted since then on further defining this concept. CE is known under
various different names, like Simultaneous Engineering, Concurrent Product
Development, and Integrated Product Development with definitions slightly dif-
ferent from the one above (see e.g., [4, 5]).
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CE has three basic elements: early involvement of participants, the team
approach, and the simultaneous work on different phases of product development
[6]. CE teams typically consist of the functions marketing, product engineering,
process engineering, manufacturing planning, and sourcing activities. The principle
focus was the integration of and alignment between design and manufacturing
functions, while taking into account consumer demands and supplier capabilities.

Conflicts easily arise within cross-functional CE teams because of different
interpretations leading to confusion and lack of understanding. Each team member
focuses on different aspects, like marketing on usability, engineering on functionality,
production on manufacturability, and purchasing on affordability [7]. In such situa-
tions, communication needs to be predominantly personal and involve face-to-face
contact.

The early involvement of relevant stakeholders in the design and development
process enables exchange of preliminary information. Such information exchange
may reduce the number of engineering change orders, which are often the reason
for delay in product development projects (see e.g., [8]). Strategies for the exchange
of preliminary information exchange may differ with the level of downstream
uncertainty and costs of process idleness [9].

To support collaboration in teams and facilitate information exchange and use,
many attempts have been made to develop engineering knowledge and collabora-
tion tools (see e.g., [10]). They are, however, still poorly developed [11]. As
reported by Lu et al. [11] based on a document from the EU-funded FP6 project
VIVACE [12] 26 % of project meetings in Airbus involve international partners,
more than 400 one-day trips were taken by Airbus engineers to collaborate with
other project members on a daily basis, while they also spent an average of 49 % of
their daily activities in meetings and discussions with stakeholders. It can be said
that engineering has become a highly collaborative activity in today’s industry.

2.2.2 Collaborative Engineering—CE*

Gradually, the number of stakeholders that needed to be involved in the design
process increased. In particular, the marketing and purchasing functions and
downstream functions like service and asset recovery have been involved early in
the design process. Because products are used and need to be disposed eventually,
environmental concerns have also added to product design and development
complexity (see e.g., [13]).

The desire for incorporating multiple lifecycle considerations requires tight
integration of multi-disciplinary knowledge and collaboration between engineers
across various cultural, disciplinary, geographic and temporal boundaries [11]. Todd
[14] has defined collaboration as the process of multiple people working together to
achieve a greater goal than is possible for any individual to accomplish alone.

Putting the emphasis on collaboration has led to the term Collaborative Engi-
neering (CE*) with the following definition [15]:
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Collaborative Engineering is a systematic approach to control lifecycle cost, product
quality, and time to market during product development by concurrently developing
products and their related processes with response to customer expectations, where decision
making ensures input and evaluation by all lifecycle functions and disciplines, including
suppliers, and information technology is applied to support information exchange where
necessary.

In addition to involving the purchasing function early in the design process the
supplier itself has become a team member. Together with the buyer the parts and
materials supply as well as the required logistics are taken into account as early as
possible [7]. In addition, the supplier could take responsibility for (parts of) the
development process or be involved in different phases, like concept design,
engineering, or process engineering (see e.g., [16]).

Early supplier involvement (ESI) as part of CE and CE* has received much
attention from researchers and practitioners at the end of the 90s and early 2000s. A
literature review by McIvor and Humphreys [16] revealed that despite the potential
benefits of ESI negative impact of various factors might exist, like technology
uncertainty, low levels of trust between the buyer and supplier, poor communication
and co-ordination mechanisms. These factors are similar to those mentioned often
also in the context of CE and CE*. Development and monitoring of collaborative
relationships are critical for preventing problems with supplier performance [17].

Because fundamental knowledge about human collaboration and its underlying
sciences is lacking, a CIRP community has attempted to start a new human-centered
engineering discipline by developing a first step of a socio-technical theory of
collaborative engineering [11]. This theory builds on various theories from col-
laboration science, like organizational behavior, social psychology, social choice
and decision science. However, many challenges still exist for further developing
the socio-technical theory of collaborative engineering.

2.2.3 Collaborative Innovation—CI

Research and Development in large companies used to be internal in the past dec-
ades. Many R&D project, however, have led to results that appeared not to be useful
for the respective companies leading to waste in terms of time, money and missed
market opportunities. However, some of those results, although not valuable for the
company itself, turned into valuable spin-off companies [18]. To limit waste and
increase the success rate of technology projects, a new business model gradually
emerged from Closed Innovation (with extensive control) into Open Innovation.

Open Innovation requires collaboration between a firm and external sources of
knowledge, like technology providers, start-ups, small enterprises, consumer
organizations, etc. External knowledge increases the potential number of innova-
tions, while also external parties can exploit internal knowledge. Procter & Gamble
(P&G), for example, changed the concept of R&D into Connect and Develop
(C&D) [19] to indicate the necessity to open up its knowledge and admit external
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knowledge to keep up and improve its competitiveness. Its experience with CE and
CE* models allowed P&G to transit to the new model in reasonable time.

Gradually, the concept is also adopted in more traditional and mature industries
like the food industry [20]. As argued by Sarkar and Costa, since the number of
actors is large and no one actor alone can meet all, often contradictory, requirements
of customers, consumers and legislation bodies, open innovation should be com-
mon practice. However, empirical evidence is still anecdotal to date, although the
necessity and need for open innovation is gradually recognized.

Vanhaverbeke [21] argues that the open innovation business model should be
based on integration of theoretical frameworks, like value chain analysis, transac-
tion-costs theory, rational view of the firm, and the resource-based view (RBV). In
addition, governance of innovation networks, on internal, firm and external level,
needs to be studied. Networks or supply chains that will eventually produce the
product need to be designed also with appropriate governance (see also Sect. 2.4).

2.2.4 CE Success and Failure

CE, CE*, ESI, and CI are approaches requiring collaboration within and across
organizational borders. These approaches present complex problems that require a
socio-technical approach in which both the technical and social systems and their
interaction are taken into account. Koufteros et al. [6] have found that firms that
have adopted CE practices report better performance in product innovation and
quality, while they are also able to charge premium prices. A firm’s internal context
is important for facilitating cross-functional integration. Once achieved, external
integration is sought for with customers and suppliers to coordinate activities across
the value chain. Information technology is an enabler for this way of working.
Many success stories can be told with reductions in product development time of
50–70 % (see e.g., [1]), but also many failures.

In the early 90s, a survey of Swedish manufacturing firms showed that Swedish
firms had a broad awareness of the importance of product development [1]. Various
names have been given to the CE way of working, with integrated product devel-
opment as the one most widely used. Reducing lead-time was considered the most
important goal for CE, followed by customization of products. The dominant element
of CE for achieving lead-time reduction is the use of multifunctional project teams,
sometimes including customers as well as suppliers, especially in companies suc-
cessful in reducing lead time (about 50 %). However, such teams are not sufficient for
success, because also companies not successful in reducing lead-time (about 23 %)
appeared to be using them. Additional methods are needed, like Quality Function
Deployment (QFD) and FailureMode and Effect Analysis (FMEA), which were used
by the most successful companies as well and typically in aerospace. In addition,
CAD/CAM integration also was more widespread in such companies.

In another study in British industry Ainscough and Yasdani [22] have found
that CE was not uniformly spread among British industry sectors. Of the large
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companies, 100 % claimed to practice CE, with only 63 % of medium-size com-
panies with (101–500 people) and 50 % of the smaller companies. Medium and
large companies heavily relied upon formal product development processes, mul-
tifunctional teams, tools and techniques, information technologies, and project
management activities for executing CE. The functional structure is not suited
for executing complex projects like CE projects making various integration
mechanisms necessary, although small companies do not seem to need extensive
integration mechanisms, because people are closer together.

Implementation of organizational structures needed for executing CE, CE*, ESI,
and CI projects, including complex information technologies needed to handle and
share the large amounts of information involved in such projects, requires extensive
organizational change. As with all major changes, observable also with imple-
mentation of ERP systems and other integrated systems, various factors play a
role in making such changes a success or failure. McIvor and Humphreys [16] have
listed factors that play a role in adopting ESI, which are not much different from the
factors mentioned for other major organizational changes.

In the next section the complex system of CE is further explored together with
the encompassing production system that is both the result of the CE process and a
constraint for it.

2.3 The System of CE

As has become clear in the historical development sketched above, CE has
increasingly become a very complex system with many players, locations, infor-
mation systems, methods and tools that have many different and layered relation-
ships. In addition, as CE is a process of product development and design with the
aim to make the product a success, the specific properties of the application domain
have to be taken into account. Although the principles of CE are general, they need
to be made specific for the different application domains. For example, knowledge
of the essential properties of products in specific application domains is needed.
These properties influence the production processes that need to be designed
together with the design of the product. For example, the short lifecycle of engi-
neering products like cell phones limit the creation of production systems like new
companies or supply chains, unless a totally new product family is started. Food
products in general have rather long lifecycles, which may justify the creation of
new food supply chains. On the other hand the short life of food products, due to
perishability, puts heavy constraints on storage facilities, while engineering prod-
ucts may allow unlimited storage during and after production. The production
processes, consequently, have different properties to be taken into account during a
CE process. In addition, user preferences of products in different application
domains may also be rather different. As already indicated above, market knowl-
edge is essential for any CE process to succeed.
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While the previous sections have explored developments in CE as well as the
essential actors, information systems, methods and tools and their mutual rela-
tionships, the production system that needs to be taken into account has only briefly
been addressed. Below, the system of CE with its elements and relationships is
further explored in connection to its resulting production system. The next section
introduced the concept of an organisational system as a basis for the CE system and
the production system to be discussed in the subsequent section.

2.3.1 Organisational System

A system, more specifically an organisational system, is inherently a socio-technical
system in which technology and organisation need to be aligned with each other to
achieve the envisioned organisational goals. In a socio-technical system many
different disciplines need to collaborate, while taking into account the social context
in which collaboration takes place.

An organisational system can be defined as a purposeful whole in which people
perform processes with the help of means, like methods and tools, to satisfy certain
needs in the environment of the organisation [23]. These processes are essential for
achieving the organisational goals. They transform inputs, like material and/or
information, into outputs in the form of products and/or services needed in the
environment. There are different types of co-existing processes, like strategic
management processes, adaptation or improvement processes, and operational
processes, including operational management, primary, and support processes, like
the processes of human resource management, maintenance and education. The
elements of the system, which are the people, processes, and means, are tightened
together by organisational arrangements. These are all formal and informal struc-
tural and cultural relationships between the elements. Formal structural relation-
ships reflect the hierarchy, tasks, and procedures as laid down in quality handbooks.
Informal structural relationships consist, for example, of the routines that have been
adopted by the workforce. Formal cultural relationships are, for example, the norms
that underlie the manners and moral of the people in an organization. Informal
cultural relationships are manifested in the way people communicate with each
other during meetings or coffee breaks.

An architectural view of an organisation with a focus on information flows is
depicted in Fig. 2.1 [24]. The figure shows all elements and relationships mentioned
above. Most importantly, the figure emphasizes that an organisation consists of
activities (making up processes) that are performed by resources (people and
means), while organisational arrangements relate activities to resources in the form
of procedures, hierarchy, tasks, roles, norms, etc. Activities can be divided into
transformation activities and communication activities. Transformation activities
transform input information into output information. They also transform input
material into output material, but this is not shown in the figure. For example, in a
design process product requirements are transformed into a conceptual design; in an
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order processing process information of the products status is transformed when the
order is processed in a production system. Communication activities transfer
information from one activity to another and, as such, between the people that
perform the activities. The document flow represents the formal communication in
an organisation, while informal communication is more difficult to grasp.

The processes performed in an organisational system determine its behaviour.
Processes are expected to proceed as designed, i.e., as laid down in process schemes
and handbooks in ISO certified companies. However, this is often not entirely the
case, not only because of unexpected disturbances like broken machines or insuf-
ficient supplies, but also because of the culture, politics, power, and other aspects
involved in collaboration between people [25].

Organisational arrangements as already indicated above represent the structure and
culture of an organisation. Part of these arrangements are the normative relationships
between elements in the organisation, like organisational hierarchy, reporting rela-
tionships, process structure, infrastructure, team structures, procedures and routines,
as well as the values, rules and norms that constitute a relatively coherent and con-
sistent set of beliefs and prescriptions that govern the behaviour of people [26].
Normative relationships constrain and channel human behaviour in an organisation.
Normative relationships are not static, but are subject to change over time.

Actual behaviour often differs from behaviour intended in the normative part of
organisational behaviour. Actual behaviour not only depends on individual human
characteristics, but also on relationships and interactions between people who bring
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their own technical and social knowledge and experiences to the organisation.
Commitment, attitude, sentiments, conflicts, autonomous activities are examples of
characteristics that influence organisational behaviour. Actual behavior that posi-
tively influences organisational performance often is memorized and shaped into
normative relationships.

The interaction between normative relationships and actual behaviour is called
duality [27]. Actual behaviour may shape the normative relationships, while nor-
mative relationships shape behaviour. Actual behaviour is often called social-
dynamics.

A system is more than the sum of its elements [28]. The behaviour of a system as
a whole cannot be found in any of its elements. A system view, therefore, is a
holistic view. It is possible to describe and analyse parts or aspects of a system, but
without taking into account their relationships with other parts or aspects, con-
clusions may not be very reliable. A system view offers an analytic way to focus
analysis on a coherent part of the world.

Application of the system view to a real-world problem like CE requires that
system borders are determined. Examples of systems to be analysed are the man-
ufacturing process [29], the R&D process [30] or the collaboration process between
companies [31]. Determining system borders and the relevant system elements,
such as the people that need to be involved, starts with the selection of the focus
process, like a design process, a collaboration process, an invention process, a
marketing process, a purchasing process, etc., which determines the system borders
and the environment of this system. The environment can be the environment
within the organisation as well as the external context in which the organisation
operates. The context depends on which process has been chosen for in-depth
study, the so-called process of focus.

The model depicted in Fig. 2.1 has been used to describe an architecture of a
virtual organisation to identify essential capabilities needed for mature perfor-
mance. A virtual organisation is a temporary organisation, often a complex project,
in which several companies collaborate to develop a new product. CE processes are
often performed in such a virtual organisation. In Fig. 2.2 an architectural view
based on Fig. 2.1 is depicted [24]. In this figure, the essential elements are pre-
sented. Each organisation in the figure can be described by Fig. 2.1 separately.

A virtual organisation consists of two or more partners, each of which is part of a
mother organisation. A virtual organisation is an organisation with its own goals
and strategy for which specific activities and organisational arrangements need to be
defined. The processes in a virtual organisation are often restricted to coordination
(management) processes, support processes and communication processes, while
the primary processes, like design and production processes, are often performed in
the mother organisations. Part of the primary processes, like idea and concept
development, can also be performed in the virtual organisation.

Essential differences may exist between a virtual organisation and the mother
organisations involved. These differences can have a large impact on the perfor-
mance of the virtual organisation [24]:
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• The environments (not depicted in Fig. 2.2) of the mother organisations may
overlap. For example, in some industries competitors are forced to collaborate
(temporarily) in a virtual organisation. Such a situation may hamper collabo-
ration. The transfer of knowledge, e.g., between the people involved may be
restricted by national or legal reasons leading to insufficient sharing of the
knowledge for performing the processes.

• The resources of a virtual organisation have been assigned by the respective
mother organisations to the part(s) that participate(s) in the virtual organisation.
Several problems, often reported also in project management literature (see e.g.,
[32]), may result from this situation. First of all, commitment of the people
involved depends on the balance between their normal duties in the mother
organisation and their duties in the virtual organisation. Secondly, alignment of
competencies, social as well as technical, of people from different companies is
essential as well as interoperability of the means (not only technical) involved.
Thirdly, the people involved in a virtual organisation have to adapt to the context
of the virtual organisation in terms of the social and technical infrastructure
defined for the virtual organisation, which is often different from the ones in their
mother organisations. However, people will bring working habits, norms and
rules from their own company to the virtual organisation. Fourthly, a large part of
the activities is still performed in the mother organisation, possibly tipping the
scale towards a larger influence of the mother organisation. In summary, large
differences between partners, in terms of people, means, organisational
arrangements (structure and culture), and goals may negatively influence col-
laboration in a virtual organisation when not sufficiently recognized.

• The product delivered by the virtual organisation to clients/customers (not in
Fig. 2.2) consists of subsystems/parts that are produced in several mother
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organisations. This situation poses specific quality demands on product and
process information (not in Fig. 2.2) delivered by the partners. For example,
difference in terminology and interpretation frameworks (semantics) may disturb
communication. In addition, when not sufficiently defined in the virtual organi-
sation beforehand, differences in (documentation) standards and information
management facilities may lead to misunderstandings, conflicts and costly delays.

Complex processes, like CE processes and multi-site production processes, as
are the focus of this book, are inherently multi-dimensional and multi-level as will
be clear from the discussion above. They are multi-dimensional, since they involve
different aspects, such as process aspects, people aspects, technological aspects, and
organisational aspects. They are multi-level, since they can be specified on the
individual level, the group level, the project level, and the organisational level.
Moreover, such processes evolve over time, because situations may change and
people gradually learn, necessitating changes in goals, activities, and resources. A
process approach is necessary to manage collaboration in complex processes, taking
into account social dynamics and unexpected events (see Chap. 8).

In the section below the system of CE will be described in general terms together
with a process to make this system more specific for a particular application
domain. This system description can be used to support analysis of existing CE
processes and identify opportunities for improvement. In the subsequent section
essential characteristic of the production system, which is the intended output of a
CE system, but also constrains this system, will be described.

2.3.2 The System of CE

CE is essentially an innovation system. It is aimed at generating either a totally new
product or changes to existing products, which may vary from essential changes to
minor variations. As such the CE process influences the production organisation. In
the case of new products, a new production organisation may be the result of the CE
process, for example a new company with its own supply chain or a new production
line in an existing company. During the CE process this new production system is
an essential part of the design that is the output of the CE process. In case of
adaptions to existing products, the changes that are needed in the existing pro-
duction system need to be taken into account. These may exist of new tooling,
including new tasks and procedures, new materials or parts as input, requiring new
suppliers or changes in existing relationships with suppliers. The relationship
between the CE system and the production system are depicted in Fig. 2.3.

This view of two co-existing systems may help to frame, study and analyse CE
processes in real-life. A step-wise approach, incorporating this view is proposed
below. The approach, as all system approaches, is an ‘empty’ framework. For each
different situation, a specific description needs to be made with the help of additional
theories and knowledge. The steps for framing an existing situation are the following:
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1. Identify the overall goal or vision of the CE system. More and more the goal is
encompassing, because not only profitability should be achieved, but also social
welfare and reduced impact on the environment. In other words, the CE system
should focus on a sustainable output in a sustainable way.

2. Identify the process of focus, i.e., the process that will be the subject of study.
A CE process is multi-functional, multi-disciplinary or multi-site, requiring
collaboration between different disciplines, functions and roles. For example,
the process of focus may be the product development process, the idea gener-
ation process, the information management process, etc. The start and end of the
process should be determined.

3. Determine the internal and external context of the process. The external context
could consist of: departments that influence the process, but are not involved,
governmental rules, financial situation, environmental situation, technology
providers, etc. If the process is an aspect of a larger whole, like the information
management process in product development, the overarching process should be
identified. The internal context consists of all departments, organisational levels,
or organisations involved including their structural, cultural, and technological
properties.

4. Determine the actors, functions or roles that are or should be involved in the
process. What does this mean for the departments/organisations that are
involved in the process? What humanware is involved in terms of knowledge,
expertise and skills?

5. Determine the technologies that are needed/used in the process: hardware and
software.

The approach can be used to ‘frame’ the problem area and identify the specific
focus of study. To study this focus process in more detail, additional methods and
tools are often needed, for example planning tools. By applying the approach
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together with these additional methods and tools performance management can be
performed, for example, to keep the CE process ‘on track’ technically and socially.

As an example, consider the open innovation process. It is in essence an idea
generation and development process with prospective partners. It may be aimed at
developing a real business case as output. Below, the steps are applied to ‘frame’ an
open innovation process.

Goal: Develop a new product idea with specific (sustainable) properties for a
specific market (including envisioned investments and pay-back time).

Process: Idea generation and development. Source of ideas may be all
employees and partners, like suppliers. The steps depend on the output considered.
If the output is a business case, then all steps in the funnel process towards a
realistic business case are needed.

Context: The business process that needs to execute the business case, finance
available or to be made available for the business case, existing regulations, sup-
pliers not involved in the process, customers not involved in the process, etc. There
are also requirements for the business case to satisfy: e.g., added value, short- and
long-term results expected, etc.

Actors: representatives of relevant departments, suppliers, customers, client/
consumer group. humanware: knowledge/expertise needed for the specific domains
involved; in this case the knowledge may be varied, because the knowledge needed
may depend on the ideas generated and developed; people may be involved later in
the process when needed; libraries might also be searched.

Technologies: hardware: decision support tools, brown paper tools, etc.; soft-
ware: brainstorm techniques, decision support software, financial software for
making the business case, project design systems, etc.

A production system resulting from a CE process is often also a complex system
(see Fig. 2.4). It consists of several collaborating companies, in networks or in
supply chains. The production processes performed by the actors in the system are
influenced and restricted by regulations and quality management systems for which
suitable governance mechanisms, with appropriate coordination mechanisms [33],
need to be installed to make the system working. In addition, the production pro-
cesses not only depend on the knowledge, skills, and technology that are available
in the system in people, hardware and software, but are also available in the
environment through technology providers and knowledge institutes.

It depends on the application area which company is most in touch with the end
consumer of the production system or is most responsible for the quality of the end
product. The way customer demands are gathered and translated into product
requirements may vary between application areas. Knowledge of markets and
customers is essential for a CE process to develop a sustainable new product and a
sustainable production system satisfying existing regulations and quality manage-
ment systems. Many information and material flows co-exist.

The system presented in Fig. 2.4 is the production system that plays an essential
role in any CE process. By focusing on the product only and not on the encom-
passing system that is needed to needed to market, produce, and maintain the
product with appropriate services, the product might fail.
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In Sect. 2.4.2 properties are described of a food production system that is
focused on production of quality food, which is often a differentiating characteristic
to convince consumers to buy the food.

2.4 Concurrent Engineering in the Food Industry

The food industry, like any other industry, needs to innovate products and processes
continuously to remain competitive. Although the food industry has been rather
conservative in the past, in the present time the situation has dramatically changed.
The food industry has become very complex and dynamic due to increasing product
proliferation for serving the ever diversifying and globalising markets [34]. In
additions, many incidents have occurred in the recent past, which has damaged
consumer trust, requiring actions for producing safe and healthy products. More-
over, many different actors play a role in growing and producing food. Without
collaboration between producers, sellers, legislators, etc., a new product is expected
to fail. The food industry, like other industries, needs a CE approach for innovation
in its products and processes. Before innovation in food is discussed in more detail,
properties of the food industry are briefly discussed.

As indicated above, in the last decades several small and large incidents occurred.
In the United States, for example, contaminated food causes up to 76 million ill-
nesses, 325,000 hospitalisations, and 5,000 deaths each year [35]. Such and other
major incidents that have taken place recently, like the BSE crisis in 1996 and
Aviaire influenza in 2003 [36], have raised consumer awareness. More recently,
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incidents such as the EHEC crisis in 2011 and the mixing of horsemeat with bovine
product in 2013 were reported. These incidents damage reputation of food supply
chains and reduce consumer trust. Only with much effort consumer confidence can
be restored (see e.g., [37]). Consumers increasingly wish to be convinced of the
safety and healthiness of food products, which requires food supply chains to be
transparent, while traceability of the materials and products needs to be guaranteed.
In current global food supply chains this is a big challenge.

Many food supply chains (FSC) act globally. Consequently, worldwide
involvement, regulations, requirements, and consequences of actions and decisions
need to be taken into account. These differences necessitate additional safeguard for
guaranteeing food safety, like specific quality management systems or tracking and
tracing systems (see e.g., [38]).

Consumers increasingly require that the intrinsic attributes of the food products
they buy are above threshold levels, such as safety, healthiness, colour, and taste.
They also more and more focus on extrinsic attributes as well, demanding pro-
duction processes to incorporate the three sustainable Ps [38]: People, availability
of a good workplace for people and minding the welfare of animals on farms;
Planet, environmental care by reducing pollution and the negative impact of pes-
ticides and antibiotics; Profit, economic viability and profitability. Not only con-
sumers demand increased sustainability, but institutions and organisations, like
governments, environmental organisations, financial institutions, academic insti-
tutes, and supply chain actors more and more (are forced to) focus on sustainability.

Many different markets can be distinguished [39]. Each type of market poses
specific requirements. Food supply chains need to differentiate themselves to satisfy
these different demands. This means also, that structure and organisation of food
supply chains need to be different. A supply chain for a stable, high-volume,
product will be different from a low-volume, highly specialised, product (see e.g.,
[40]). Most stable, high-volume, products can be produced in supply chains with a
market-type of governance structure (see also Sect. 2.4.2), provided that the min-
imum level of quality is guaranteed by means of quality management systems that
apply to all or most actors in the supply chain [33]. The market influences the type
of product that will be developed and, consequently, the organisation of the pro-
duction system, the specific food supply chain that will produce, sell, or take back
the product.

Food supply chains have specific properties that pose many constraints on
managing the flow and quality of products. For example, products of food supply
chains are perishable and may show considerable differences due to biologic variety
even when genotypes and production processes are standardised. Food supply
chains may consist of many, often small, actors, making collaboration and align-
ment more difficult. In addition, margins in the food sector are small, especially in
conventional food supply chains with mass products, requiring supply chain actors
to improve efficiency of their processes.

Food supply chains are also subject to rules, regulations, and quality manage-
ment systems that exist to ensure food safety. Rules, regulations, and quality
management systems can be found on European Union (EU), world, and national
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public level, but also on private level, issued, owned or monitored by associations,
cooperatives, or individual companies. This situation is comparable to other high-
risk areas, like medical products and aviation. Although basic quality has been
guaranteed, at least in the EU, additional measures are often needed. For example,
several supermarket supply chains demand specific quality from their suppliers with
systems like GlobalGap (www.globalGAP.org). Especially for global food supply
chains compliance with rules, regulations and quality management systems that
exist in the different continents and countries involved is highly demanding.

Another complicating factor is that consumers demand product availability in
broad assortments year-round at competitive prices. Changes in the area of trade
laws (WTO) have led to more open markets. As a result, a large increase in cross-
border flows of livestock and food products can be observed.

As already indicated above, to satisfy the different market and consumer
demands, safeguarding or improving reputation and image without increasing costs
too much, while remaining sustainable, FSCs need to continuously innovate their
products, processes, and organisation. This will hardly be possible without col-
laboration between relevant stakeholders and taking into account specific properties
of the food supply chain.

In Sect. 2.4.1 the CE system in the food industry with its different aspects and
elements is discussed. Some examples of innovation activities are presented in
terms of the framework presented in Sect. 2.3. In Sect. 2.4.2 essential properties are
discussed of the food production system that is the result of or needs to be taken
into account in a CE system in the food industry. Many food products are devel-
oped with a specific quality claim. To market and produce such products and to
maintain the required quality level, safeguards are needed in terms of risk man-
agement through contracts. Two extremes of such contracts will be briefly
discussed.

2.4.1 Innovation Processes in Food

The development of new products in food supply chains requires an open inno-
vation approach (see Sect. 2.2.3). Involving relevant stakeholders is important for
reducing the chance of failure of the new (or adapted) product. For example,
changing the package of a meat product requires involvement of the package
producer, the consumer, as well as the production of the content of the package. In
addition, the packaging machine may also be affected requiring the technology
provider to be involved.

Innovation processes must address not only the design of a new or adapted
product, but also its market, production process and organisation. Referring to
Fig. 2.3, an innovation process often starts with a new idea, which is often a product
idea, but can also be an idea for a new market, a new process or new supply chain
organisation. The idea may have originated from the creation of new technology or
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knowledge or may have been formulated by stakeholders like actors of an existing
supply chain or consumers, but may also have been enforced by stakeholders like
regulative bodies.

The innovation process needs to be well organised. This organisation is often
different from the production system resulting from the innovation process. As
discussed in Chap. 18, an innovation process requires the free exchange of
knowledge to stimulate creativity. However, knowledge may be a critical asset for
some companies involved, hampering the free exchange of knowledge. Suitable
governance structures are needed to coordinate innovation processes and protect
knowledge misuse and leakage when unwanted (see e.g., [41]).

The food production system will eventually produce the product envisioned in
the innovation process. The production system, whether already existing or new,
needs to be taken into account in a CE process and will gradually be redesigned or
realised. Referring to Fig. 2.4, an innovation requires a reorientation on the markets,
customers and consumers that will be served. For example, when a product is
intended for a regional market only, the supply chain will be rather small and needs
to be well aligned to guarantee the quality required. When the product will be made
from several ingredients and raw material, the number of supplies can be large and
may involve many different supply chains around the world. A new type of fruit or
vegetable will need a customer for using or selling the product, while its supply
needs to be guaranteed. Trading restrictions and quality demands may heavily
impact a steady supply. When an existing product is adapted, the supply and
production processes may need to be adapted too to satisfy new demands.

Innovation in food requires thorough understanding of the customers involved.
Many new products fail [42], because consumers are not fully understood before-
hand. Quality perceptions may change over time. Consumers must be able to
perceive that products have a number of desirable properties. Before they are
willing to buy new products, they must be able to infer these properties from
appropriate cues. These cues are pieces of information, which the consumer uses to
make an inference about quality. For example, colour and fat content of meat are an
indicator of taste and tenderness. Packages may contain information on intrinsic and
extrinsic properties of food products. Brands may give information on quality
levels, origin, and production standards.

Innovation in the food area concerns many different product categories. First of
all, food products are mostly fresh products, but other products can be preserved for
a longer life, like canned or dried products. They can be unprocessed, like fruit and
vegetables, but also processed, like sausages or pizzas, according to recipes and
the addition of herbs, spices, and other ingredients. Suppliers of fresh products, the
growers and farmers, may be involved in the development of new products, like
new species resulting from biotechnology of genetics. Processing companies may
be involved in new product development requiring the development of new recipes
with possibly new ingredients and processing technologies. Often, panels for testing
and tasting the new product are installed.
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Like in other areas, tools and techniques can be used in the innovation process,
such as brainstorming techniques and group decision tools. However, the use of
technologies like QFD is limited in the food area. The complexity of food products,
the many interactions between ingredients, and the influence of processes on
functional properties of the product make it hard to fully apply the technology
[43, 44]. The first matrix, however, the House of Quality, is useful to get insight
into information necessary to make trade-off decisions and improve the product
[43]. In addition, the matrices indicate links between quality characteristics as
demanded by the consumer and actors in the production chain [43]. QFD needs to
be adjusted to be applicable in the food industry, for example by allowing intervals
for target values. In addition, most food ingredients are often physiologically active
materials and, hence, still subject to change [43].

The development of new products often requires that new technologies need to
be developed. These technologies may be needed on farms for monitoring and
controlling growth and health. They may also be needed in processing firms like
slaughterhouses, food processing firms, or distributors. Below, two examples are
presented of the role technology can play in a food supply chain. The innovation
processes are discussed that are needed to develop new technology and use it in a
supply chain. The innovation processes are framed with the help of the framework
discussed in Sect. 2.3.

Example 1: On the farm, technologies like RFID may affect effectiveness and
efficiency. For example, sows producing piglets on a pig farm are nowadays often
housed in groups. To manage feeding and monitoring pregnancy, RFID chips are
used in ear labels together with automated feeding machines that regulate feed
intake by sows, depending on the status of pregnancy. When giving birth is near, a
sow is led into a separate area through a special gate of the feeding machine. Also,
new growing techniques for fruits and vegetables will influence farming. For
example, RFID sensors in vineyards will support farmers in regulating water supply
(see e.g., [45]).

The first innovation process that can be distinguished is the development of
suitable RFID chips. This innovation process needs to be specified:

1. The goal of development should be clear.Will the chip be used for process control
in a pig stable or will it be used for climate control in a field outdoors?What impact
will it endure from its environment?Will the chip be disposed of after use or will it
be reused? Is additional effort needed to reduce its impact on the environment?
What are constraints on size and weight?What are maximum costs for the chips to
allow any profit? In defining the goal and constraints, not only the technology
provider, but also representatives of farmers, need to be involved.

2. The process of focus in the example is the development of the chip by the
technology provider. Trade-offs need to be made between a general chip and a
dedicated chip. A chip applicable in more than one application domain, e.g., not
only in pig farming, but also in monitoring cow performance, will be more
expensive at first, but might have a larger gain in the longer term for the
provider. Development of a generic chip requires the technology provider to
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involve representatives of different application areas. In addition, material
suppliers may play a large role as well.

3. In the example of an RFID chip for sow management, rules and regulations exist
for limiting the number of physical interventions in an animal. This means, that
the chip should be capable of replacing existing identification labels. In addition,
the use of artificial material for the casing of the chips is not only impacted by
regulation, especially environmental rules, but also by the environmental con-
dition in which the chips will be used. The innovation process needs to take into
account these regulations as well as the constraints put by the application area.
In addition, the financial situation plays a role. What can the company invest
itself? What amount must be borrowed? The innovation process of the example
will consist of all stages, from idea development to prototype, when the provider
does not produce a chip already. Otherwise, the innovation process will consist
of adapting an existing product to make it suitable for one or more specific
application areas.

4. The actors in the example will be the technology provider, representatives of
farmers, and material providers in first instance. Knowledge is needed of
material involved, RFID technology and its potential, and of farming conditions
in the application areas.

5. The technology provider needs tools to design a chip and produce and test a
prototype. It also needs tools and techniques for communicating with the other
actors. Business cases may be used to investigate the feasibility of a particular
design or pilot projects in an application area.

The output of the innovation process consists of the chip design, the service
surrounding it (e.g., a data service for housing data read from the chips, or a
recovery process for reusing obsolete chips) and the production system that mar-
kets, produces and maintains or takes back the particular chips.

The second innovation process that can be distinguished in example 1 is the
process innovation that is needed in the application area that adopts the RFID
chip. In the example of sow management, the farmer needs tools for applying
the chips in the ear of the sow. He/she needs a handheld reader for reading the
information on the chip: identification of the sow. The identification is connected to
an information system with information, e.g., on the age of the sow, number of
deliveries, insemination date, pregnancy duration, and necessary feed intake. The
adoption of the RFID chip will dramatically change the sow management process.
Group housing is possible for pregnant sows as well as dynamic feeding regimes.
The innovation process can be specified with the 5-step approach:

1. The goal of the innovation process needs to be specified. In the example it could
be increase of animal welfare, cost reduction in feed administration, time
reduction in managing sows, increased efficiency in the whole process.

2. The process of focus is the change process from the old situation to the new
situation. In this process the technology provider plays a large role including one
or more information system providers, the farmer, and possibly the feed
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provider. Accreditation bodies are also involved, because the resulting process
must comply with existing regulation and quality management systems.

3. Sow management is subject to regulation and quality management systems,
which specify the minimum housing conditions for individual and group
housing. Sow management is the process of tracking progress of insemination
and pregnancy, housing sows ready to deliver, housing and feeding sows with
piglets, moving sows when piglets have been weaned, managing these sows to
get them ready for new insemination. The process is an aspect of pig farming
both for breeding of particular pig species and for production of pig meat. Pig
farming for meat production consists of growing piglets and fattening pigs until
they are ready for slaughter. The quality of piglets may increase by better sow
management. The innovation stops when the change has been accomplished.

4. The actors involved in the change process are the farmer, the technology pro-
vider, an information system provider, and possibly the feed producer and stable
builder. The farmer takes the lead, because it is his process that needs to be
adapted.

5. Preparation of stables is needed, requiring the building of new housing or
rebuilding existing ones according to the guidelines of regulation and quality
management system. Pilot projects may be used to test the new process in a
small group of sows. The information system may be gradually built or may be
an existing system is installed and tuned to the situation. Additional modules
may gradually be added.

The result of the innovation process is a changed production system, the pro-
duction of piglets.

The two discussed innovation processes co-exist and interact, but they need to be
viewed analytically as separate innovation processes, because, although actors may
overlap, they play different roles in both innovation processes.

Example 2: In the processing stage of food production new technologies will
affect the production process. An interesting example is the level of automation that
can be achieved in the slaughtering of pigs. Horsens slaughterhouse of Danish
Crown in Denmark has achieved an impressive level of automation in the first stage
of the slaughter process where pigs are killed with CO2, cleaned, and opened,
intestines are removed and carcasses are cut in half before they are stored for 24 h in
a cooling area (for a demo, see http://danishcrown.com/Danish-Crown/Welcome-
to-the-virtual-slaughterhouse.aspx). The consequence of such an approach is that
farmers need to adopt a higher level of standardisation with respect to the genotype
of pigs they use, the feeding regime, and farm management. In this way weight and
size of pigs as supplied to the slaughterhouse remain within more standard ranges as
required for the machines in the slaughter line. Another example is a new cooking
device, such as the Nutri-pulse e-Cooker, developed by IXL (www.innovation-xl.
com), (see [46]), dramatically influencing the processing of food by increasing
sustainability and safety in use. The cooker reduces cooking time at low temper-
ature with minimal effect on proteins, vitamins, antioxidants, sugars, and other
(healthy) substances.
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As in example 1, the development of the automation technology is the inno-
vation process of the technology provider together with the slaughterhouse. The
technology may be an adaptation of existing technology or may have to be spe-
cifically developed for the customer at hand, the slaughterhouse. The production
system eventually is the process of marketing, producing, selling, installing, and
maintaining the automation equipment in the slaughterhouse.

The slaughterhouse itself undertakes a rather encompassing change process by
adopting, installing, and using the automation equipment. A suitable implementa-
tion strategy has to be chosen to enhance the chance of success. Because margins in
pork production are rather small, any disturbance of daily operation may have large
consequences. The change must, therefore, be planned and executed carefully.
Moreover, since investments are huge, continuity of the business needs to be
ensured as much as possible for the longer term. Actors involved are various, from
process managers of the slaughterhouse, to technology providers (automation
equipment for slaughtering, slaughter-line experts, etc.), farmers, feed companies,
legislators, customers, like food processing companies, etc. The result of the
innovation process in the slaughterhouse is an efficient slaughter process with
limited number of people in the line and reduced floor space.

Another promising area for innovation in the food area is the development of
chain-wide information systems. The need for providing consumers with safeguards
on the safety of food and enabling the fast recovery of errors in the food supply
chain, the exchange of information in the supply chain is essential. Chain-wide
information exchange reduces the asymmetry of information between actors in a
supply chain. Although there are successful examples of chain-wide information
systems, many barriers also still exist. Successful examples are often systems that
involve only part of a supply chain, like health management systems on a farm
relating farmers, slaughterhouse, veterinarian, and possibly the feed company (see
e.g., wikiporc: www.wikiporc.fr).

Chain-wide information systems for traceability are more difficult to realize. In a
recent project the feasibility of a chain-wide information system is investigated
based on the application of RFID on pig farms and DNA profiling for tracing the
origin of a piece of pig meat (see [47]). It appeared that the supply chain studied is
not yet ready for adoption of such a system, while some farmers were already
convinced of the use of RFID for enhancing effectiveness and efficiency with RFID
on their farms. Local optimization by improving farm processes might lead to profit
for farmers, but the gain might be larger when the impact on the whole downstream
supply chain is also recognized and measures are taken to optimally benefit from
the efficiency and quality gain on farms. DNA profiling was seen as profitable, but
requires investments in a unique population of boars used for insemination. As
already indicated above, margins in the food area are regularly small. Investments
in chain-wide changes require, moreover, the involvement of many supply chain
actors, which may each have a different interest in participating in the innovation.
Costs and benefits may also be different in different stages of the supply chain. Only
when these costs and benefits are equally shared, innovations are more likely to
happen.
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Many new food products are developed for a specific quality label (see e.g., the
farmer cooperative BESH, www.besh.de). Supply chains producing products with a
specific quality label need to be organized well to maintain the quality of the
product as claimed in the label and to prevent image loss. In the next section,
examples are given of supply chains that have been organized for production of
quality products. The examples are taken from case studies in the domain of pork
supply chains in Europe.

2.4.2 A Food Production System—Integration
and Coordination

As explained above, the result of an innovation system is a production system.
Innovation in food mostly leads to a production system in the form of a food supply
chain. It is important for an innovation system to understand the properties and
constraints of a food supply chain to develop a production system that is sustainable
in terms of profit (the product must keep value for the consumer), people (food must
be safe as well as the process conditions for people and animals), and planet (impact
on the environment must be as small as possible). Food supply chains are subject to
many demands and constraints like any other high-risk area like the medical area
and aerospace. In this section, integration and coordination mechanisms of food
supply chains are discussed that are needed for achieving and maintaining the
quality level required for keeping consumer interest in buying and enjoying the
food products. Examples are give of different supply chain structures.

Worldwide, food products have to comply with legislation and quality demands.
In developing new products and the processes for producing them, legal and quality
rules play a large role. Many products are developed with a specific quality claim.
For example, three EU quality systems exist to promote and protect food products
(http://ec.europa.eu/agriculture/quality/schemes/index_en.htm). These are protected
designation of origin (PDO—covers agricultural products and foodstuffs which are
produced, processed and prepared in a given geographical area using recognised
know-how), Protected Geographical Indication (PGI—covers agricultural products
and foodstuffs closely linked to the geographical area. At least one of the stages of
production, processing or preparation takes place in the area), and Traditional
Specialty Guaranteed (TSG—highlights traditional character, either in the compo-
sition or means of production).

Legislation and quality demands, specifically the public ones on European as
well as national level, set a minimum level of quality that should be achieved as a
reaction to the already mentioned food crises. For example, the European Union has
issued the General Food Law (GFL), which emphasises that firms hold primary
responsibility for quality in the chain. Many chains go beyond this basic level to
distinguish themselves to the end consumer by setting additional, often private,
quality demands. Maintaining the additional quality level needs additional efforts to
avoid reputation disasters. The question that can be raised is what integration and
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coordination mechanisms are needed in different chains with different quality and
market characteristics. Integration and coordination between supply chain actors is
needed to cross boundaries between the different functions, processes, and material
and information flows in a supply chain [48].

Integration can be expressed in terms of inter-company relationship structures. A
supply chain with a minimum level of integration shows mainly market relation-
ships, while a high level of integration exist in vertically integrated supply chains
with tightly controlled relationships. In between these two extremes various hybrid
forms exist as depicted in Fig. 2.5. At the left side of the continuum companies in a
supply chain are relatively independent, while at the right side there is strict control
over the flow of goods and information. From left to right various forms of inte-
gration can be found from informal (long-term) relationships to formal written
contracts and long-term collaboration agreements.

To achieve integration coordination mechanisms are needed to manage the flow of
information and materials and to take decisions. Examples of coordination mecha-
nisms are standardisation of output, process, or knowledge and skills. More expen-
sive and complex coordination mechanisms to achieve integration in a supply chain
are coordination by hierarchy or plan and coordination by the creation of lateral
linkages [49, 50]. With respect to relationship structures as depicted in Fig. 2.5,
coordination tends to be more complex and expensive going from left to right.

The quality level that supply chain actors together want to achieve may influence
the degree of supply chain integration required. Quality management systems in
general provide the standards and monitoring mechanisms for achieving, main-
taining, or improving the desired quality level and to communicate quality across
the supply chain and to end consumers. Quality standards need to comply with, but
often extend EU, national, and sector rules and legislation. We may distinguish
public from private quality management systems based on ownership of the quality
standards. In addition, quality management systems may apply to a whole supply
chain or to single supplier-client, or company-to-company, relationships. Moni-
toring of compliance to the standard is performed by either the owner of the
standard or by an external auditing agent. Ownership determines the decision
authority and flow of necessary information. Information is also needed to assess
compliance to the standard. Finally, only a few actors in the sector or a large part of
supply chain actors may adopt a quality management system.

Below, we describe some examples of pork supply chains in the EU based on
case-study research performed in the EU (EU-FP6-036245-2) project Q-Porkchains.
The examples show different integration and coordination mechanisms related to
the quality management system(s) adopted by the respective supply chains. More
examples can be found elsewhere [51].

Market
relationships

Hybrid
relationships

Vertical
relationships

Fig. 2.5 Range of supply chain relationships
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Example 1: Private chain-wide quality management system as industry
standard.

Supply chains with this type of system have a private chain-wide quality
management system on top of the baseline quality standards set and monitored by
the EU, the state, or other public actors. Most actors in the whole industry sector
have adopted the private chain-wide quality management system. In this sense, the
system can be considered as the industry standard. In addition to the chain-wide
quality management system, chain actors my set private standards for the imme-
diate linkages in the chain on top of the chain-wide quality management system.
These additional link-to-link standards have also been widely adopted in general by
the respective horizontal stages of the supply chain. This type of supply chains can
be found in the fresh pork meat industry in Germany, where QS (Qualität und
Sicherheit) is the chain-wide quality management system, the fresh pork meat chain
in The Netherlands, where Integrated chain control (IKB) is the chain-wide quality
management system, and in the fresh pork meat chain in France, where VPF
(Viande de Porc Français) is the chain-wide quality management system.

In the Dutch fresh pork meat chain contracts are relatively rare, although dif-
ferent relationship structures can be found at different stages of the supply chain.
Contractual relationships mainly exist in the breeding stage, while free trade is
found in farmer-slaughterhouse relationships. Most relationships can be charac-
terised, though, as informal and long-term. The Dutch government sets baseline
standards for the sector in accordance with EU legislation, but even exceeds EU
legislation, for example with respect to animal welfare. Additional standards have
been set by the private society of pig companies ‘De Groene Belangenbehartiger’
and by the Product Board of Cattle and Meat (PVV). In both groups all supply
chain stages are represented. The standard is called IKB (Integraal KetenBeheer—
Integrated Chain Control). IKB is widely used in the Dutch pork industry: more
than 90 % of the pigs produced in The Netherlands are IKB pigs. IKB is a chain-
wide quality management system. It sets requirements for each linkage in the chain.
Chain actors may put additional demands on top of IKB requirements.

Compliance with the IKB standard is outsourced to a third party certifying
agency, like Lloyds and SGS. In addition, large chain actors, like retailers,
undertake their own inspection of their direct suppliers. IKB is only communicated
in inter-chain linkages. Retailers use their house labels to communicate quality to
end consumers. With respect to coordination, IKB acts as standardisation of pro-
cesses and outputs. Since the supply chain is very large with many actors and
supply relationships, it is unfeasible for one actor to coordinate the whole supply
chain.

New products in this type of meat supply chain need to be suitable for a mass
market. New products can be fresh, like a new meat cut, or meat sold in a package
with ingredients that can be used for cooking. Products can also be processed.
Examples of processed products are hamburgers, shoarma, or sausages.

Example 2: Public chain-wide quality management system.
Supply chains with this type of system have adopted a (voluntary) public chain-

wide quality management system on top of the baseline quality standards set and
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monitored by the EU, the state, or other public actors. These public chain-wide
quality management systems are mostly regional systems, like Protected Desig-
nation of Origin (PDO) and Protected Geographical Indicator (PGI). Such systems
tie production to a specific region. Within these regions, the quality management
systems may be widely used. The Spanish Iberian PDO supply chain is an example
of a supply chain in this category.

All chain actors have signed contracts with the control board PDO Guijuelo,
which coordinates the supply chain. Between chain actors, market relationships
exist with long-term relationships. The control board Guijuelo is an independent
regulatory council responsible for setting the PDO standard and monitoring com-
pliance with this standard. PDO standards are protected by EU legislation. This
protection is assigned only when certain strict conditions are met. Most importantly,
the product characteristics must be (partially) determined by or linked to the specific
geographical location [52]. The PDO must satisfy in addition European and Spanish
regulation for meat production. The PDO Guijuelo quality standard is owned by the
regional government, which also monitors compliance with the standard next to
independent monitoring agencies. The PDO label is communicated in intra-chain
relationships as well as to the end consumer.

With respect to coordination, the control board PDO Guijuelo uses coordination
by hierarchy and plan. Standardisation of processes and outputs is provided by the
PDO standard, making market relationships possible.

The PDO standard applies to the Iberian ham sold worldwide. Innovation in this
type of product is limited, because of the recognised taste and quality of the
product. However, new products may be developed based on Iberian pork, fresh as
well as processed. The Iberian pig contains more than only ham. Other parts of the
pig are sold as fresh meat to restaurants and special butchers.

The examples that have been briefly described above show that different quality
management systems exist with different chain governance structures and coordi-
nation mechanisms. In developing supply chains with suitable structures not only
the bi-lateral relationships between actors need to be taken into account, but also the
upstream and downstream relationships to prevent suboptimal arrangements [53].

2.5 Summary and Further Research

At the time CE emerged, the importance of cross-functional thinking was gradually
recognized. Since then, in particular medium and large companies have adopted CE
practices [54, 55]. Although many terms have been used for cross-functional and
cross-border collaboration, the essence has been the formation of teams in which
also the customer and supplier are involved [56, 57]. Information technology plays a
key role in facilitating information sharing between the many actors involved [58].

Although the term CE has gradually disappeared, it has set the scene for further
development of collaborative product development in networks and supply chains
of essential stakeholders [59]. By adopting CE the necessary skills/competencies
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have become in place for gradually moving towards CE*, ESI, and CI to manage
the complexity of continuously innovating products and processes [57].

New theories or frameworks need to be developed to identify patterns within or
between industry sectors and product development project types. Several attempts
have been made in the past, while new challenges have also emerged. In this
chapter CE has been described as an innovation system aimed at generating a
production system that is capable to sustainably produce the new product envi-
sioned. The production system is often also a complex system of collaborating
companies, for example in a supply chain. Based on this view a framework has
been proposed that can be used to describe CE processes and its resulting pro-
duction system for further analysis. Examples of innovation in the food industry
have been presented, which show that several innovation systems may co-exist and
interact. In addition, specific properties of food production systems, in particular
integration and coordination, have been presented that need to be taken into account
when developing a production system.

Since the framework for framing the system of CE and the accompanying
production system presented in this chapter is rather abstract and generic, it needs to
be made specific for different application areas. For example, planning and
scheduling techniques may help to more specifically identify the order of activities
and their timing. Performance management methods may help to determine useful
indicators for managing performance of the CE process. In Chap. 8 of this book, an
example of a more specific framework is presented.

Specific attention is needed for the properties of the resulting production system.
The examples from the food area have shown that specific requirements exist for
food production systems. These may be different for production systems in other
application areas, given the nature of supply chains and necessary arrangements,
like contracts, referring to the necessary degree of integration and coordination, in
these areas. Theories of coordination, social-dynamics, organisation structures, etc.,
may help to further develop the description of the production system.
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Chapter 3
Complex Engineering Programs
as Sociotechnical Systems

Bryan R. Moser and Ralph T. Wood

Abstract By framing complex engineering as sociotechnical systems, the
concurrent engineering (CE) community can gain new insights, practices, and tools
to cope with program difficulties. Todays distributed product development teams
need to manage both human (organization) and technical (product and process)
elements of their work. These sociotechnical elements combine in a real-world
engineering program as an integrated architecture with dynamic interactions. Based
on traditional representation and analysis of engineering activity, the prediction of
performance can become challenging. Practices for engineering planning and
ongoing management often rest upon deeply held beliefs of stability, detailed
decomposability, and feasible control of related products, processes, and organi-
zation. However, while these assumptions drove collocated manufacturing during
the industrial revolution, today’s engineering programs—and how the CE com-
munity considers them—have evolved. This chapter provides historical context on
the evolution of systems thinking as applied to engineering and project manage-
ment. Concepts are summarized as forces which reinforce and those which restrain
the treatment of engineering programs as sociotechnical systems. Complexities of
real world engineering programs can be considered in order to anticipate emergent
outcomes driven by dynamic interaction of technical and social characteristics. This
perspective is leading to a new generation of methods and practices for high per-
formance engineering programs.
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3.1 Introduction

The situation faced by engineering initiatives includes dynamic changes in our
products, our teams, and how we work together. Judgment and embedded practices
—built on decades of traditional work processes and system architectures—lose
relevance as unanticipated project dynamics emerge, driven by new combinations
of architecture and behaviors. In contrast, if systems, careers, and markets change
within an organization’s capacity to be aware and respond, then the embedded
know-how and standards within an engineering practice may be maintained. Cor-
responding processes and system standards evolve so that a useful alignment
amongst product, process, and organization remains. However, todays engineering
work systems of systems do not evolve in such a way, nor does their complexity
permit the sustainable adaptation assumed by traditional engineering project
methods. Of course, if variation can be reduced, standards reinforced and reused,
and careers maintained, the benefit of leveraged know-how is recognized.

Our research and industrial experience has been driven by root cause analysis of
performance in dynamic work situations to significantly improve schedule, cost,
and scope delivery. Sometimes a problem in an engineering project is simply a
mistake which could have been anticipated and prevented based on traditional
engineering and management methods. However, recent dynamics of complex
projects yields surprises and variations undetected even by teams considered best
performers. Rather than elimination of these unexpected variations by forcing the
engineering project to fit anticipated form and processes, our research examines the
systemic conditions which lead to these surprises and how the teams either ignore
or become aware of the systemic consequences in a timely fashion.

Future engineering systems will continue to increase in complexity technically
and organizationally. Arguably the only certainties associated with programs for
developing, improving, or remediating major products systems are negative out-
comes: the programs will likely not accomplish all of their objectives and/or they
will overreach their desired schedules and costs. Our current world is replete with
examples of first-time program failures, for instance, Boeing’s 787 Dreamliner
aircraft and Blackberry’s Z10 and Q10 smartphones, not to mention programs for
economic recovery, drug control and peace in various nations. Why is this so? Was
the program plan at fault, or was there a problem with the execution of the plan?
Was the program plan distilled from a variety of options, or was the plan formulated
narrowly around a favorite concept? Did the plan rely on proven technology or
were inventions that pushed the limits of nature involved? Under the pressure of
cost and schedule, did the execution teams omit an essential validation step or did
the teams not give adequate attention to, or lose sight of, a critical program area that
carried multiple dependencies? Was the program plan designed?

Discovering antidotes to the issues raised by these and further questions moti-
vates this chapter and our desire to assist the international concurrent engineering
(CE) community advance the practice of CE for managing complex programs and
projects. Our observation, elements of which we have demonstrated successfully for
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over 15 years, is that a program and the customarily distributed development teams
associated with it form a sociotechnical system. After talking with one of the
authors (BRM), Dr. Marietta Baba, Michigan State University, defined the problem
we face in this way:

A globally distributed team is a socio-technical system—combining both human and
technical elements in dynamic interaction. The interplay [interdependency] of these forces
is non-linear, meaning that it is extremely challenging to forecast team performance out-
comes in today’s turbulent business environments.

The complexity of a program compounds with the realization that the product or
objective of the program is, or is part of, a larger sociotechnical system in which the
technical aspects of the system cannot be divorced from the social aspects of the
environment in which the system will be designed, developed, and deployed.

By applying systems thinking principles for sociotechnical systems to program
management, we can cope with complexity and secure desired program results
consistently. The simple name of our approach, Project Design, belies its deep
underpinnings although contains a clue: program designing is different from tra-
ditional program planning. Project Design embodies three distinguishing features:

• A comprehensive design representation, with the aid of a graphical engine, of
the architectural elements of a program and their interdependencies

• Analytics enabling teams to bound rapidly the future consequences and feasi-
bility of program architecture design options—technical and social—and
decisions

• Social process that fosters program team learning and inculcation of the cultural
values, artifacts and beliefs needed to succeed.

This chapter opens with a context-setting section that traces the evolutions of
program management and systems engineering. From there we explore the oppor-
tunities and benefits of designing complex programs as sociotechnical systems,
particularly the implications for CE. A subsequent chapter (see Chap. 8) provides
further details about the key program design and execution concepts of Project
Design and compares this methodology with other contemporary approaches to
program management.

3.2 What Makes Concurrent Engineering Difficult?

We characterize CE as “teamwork under complexity.” Indeed, in contrast to CE, a
traditional, sequential, fixed process approach to engineering requires simplicity;
e.g. tasks are of fixed duration, dependence can be captured as precedence, and the
behaviors of organizations are uniform and without error. However, modern work
and product systems are inherently complex. Imposition of an engineering process
which ignores these inherent characteristics can lead to unrealistic targets and poor
results.
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Teamwork involves cooperation among humans, which is made difficult by their
distributed locations and time zones, by their diverse social and cultural back-
grounds and languages, and by how humans are cognitively “wired” [1]. Com-
plexity is borne of multiple dependencies between activities to be performed in the
conceptualization, design and realization of an objective: a product, process, sys-
tem, service or even a whole society [2]. These activity dependencies have their
origins in the technical architecture of the objective and in the architecture of how
program activities are allotted to teams and then performed. Generally, the more
elements that the objective has, the greater will be the number of dependencies and
the chance that several dependencies will be interdependent or concurrent, meaning
that the progress of one activity depends on the progress of the other and vice versa.
Indeed, the trend of human endeavors to encompass “systems of systems” fosters
multiple interdependencies.

When interdependencies occur in a program, the course of execution can become
non-linear and iterative, with no guarantee that the iterations will converge to the
requirements of the objective. Another consequence, called detailed or generative
complexity [3], can be that the program takes on emergent behaviors, which deviate
from plan and confound the teams; again, the greater the number of components and
changes inhow they are related, the less the likelihood that outcomeswill be predictable.

But all is not lost in the quest of improving CE. We conclude, from this brief
discussion, that the iterative design of a program’s architecture, including the
technical architecture of the objective, together with the “social” architecture of the
performing teams’ task roles, attention, and interfaces, is a key to program success.
If we could identify principles and some useful tools of architectural design in the
context of a program or project, then planning and ongoing performance in engi-
neering projects would appear to be a straightforward design activity. Another key
to program success appears to be managing the sociocultural behaviors of dis-
tributed teams so that they generate and make the right choices for the many options
that attend the objective. Designers (in this case program managers and develop-
ment teams themselves) need to learn how to use what they already know [4], learn
how to realize what they don’t know, and learn how to learn what they need to
know. Program teams are challenged to self-organize, to become competent in
systems thinking and to practice “execution as learning” [5]. As such the elements
of this perspective are “information bonded.”

In the next three sections, we reinforce these notions by tracing their origins,
evolution through organizational metaphors (the backdrop for program manage-
ment), and systems thinking.

3.3 A Century of Work as Centrally Controlled Tasks

The roots of engineering project management began more than a century ago, with
thought leadership by Taylor, Fayol, Gantt, and other industrialists seeking to
define and improve the organization of work. The First Conference on Scientific
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Management was held in 1911 at Dartmouth College. The essence of “scientific
management”, clearly framed by Taylor, was summarized by one of the key par-
ticipants in the conference:

The theory of the proper execution of work is that it should be planned completely before
a single move is made, that a route-sheet which will show the names and order of all the
operations which are to be performed should be made out and that instruction cards should
be clearly written for each operation….
By this means the order and assignment of all work, or routing as it is called, should be
conducted by the central planning or routing department. This brings the control of all
operations in the plant, the progress and order of the work, back to the central point.
Kendall [6] (emphasis added)

The Gantt chart is one of the oldest and most widely used models of project
work. Project managers today are often surprised to learn that the Gantt chart has
been in use for more than 100 years. The Gantt chart embodies the view of work
promoted by the pioneers of scientific management. Clark argues that the Gantt
chart reinforces the need for a plan, consistent with Taylor’s scientific management:

The use of a Gantt chart makes it necessary to have a plan. Recording that plan on a chart
where it can be seen by others has a tendency to make it definite and accurate and to
promote the assignment of clear-cut tasks to individuals. [7]

Tasks are related through sequence. Workers are viewed as interchangeable
resources. According toClark, “the charts are so simple that they can be understood by
anyone—even by a foreignerwho cannot read the language inwhich they arewritten.”

The Gantt chart has been extended over the years, including different views of a
project in one chart. The most suggested use is to track a plan against actual work
progress. Each task row might show two bars, one for the plan and one for actual
work. Since the length of each task bar corresponds to duration in calendar time
rather than (necessarily) progress in the work, an additional attribute measuring the
progress from 0 to 100 % is sometimes included. While the Gantt chart has been
extended, deeply held assumptions remain—of fixed task duration, pre-determined
task sequence, and that work is to be planned in detail by experts before the project
begins.
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3.4 Evolution of Engineering Programs as Organization

Until the latter part of the twentieth century, we also find the evolution of program
management within the history of organization development. Gharajedaghi iden-
tified three types of organizational constructs that trace the latter [8]: mindless
system (mechanical model), uni-minded system (biological model), multi-minded
system (sociocultural model). He introduced two modes of inquiry for each of these
models to create six sub-models of organization. His modes of inquiry referred to
the analytical approach, focused on independent variables, and on the systems
approach, focused on interdependent variables.

Earlier, Morgan [9] advanced eight metaphors or images to enrich the under-
standing of organizational development:

• as mechanical systems
• as organisms
• as brains
• as cultures
• as political systems
• as psychic prisons
• as flux and transformation
• as instruments of domination

Although the content of the two authors’ models doesn’t always agree, taken
together their treatises provide a comprehensive history. The point of the models is
to follow how organizational thinking has evolved to current practice and ideas. As
in many evolutions vestiges of earlier thinking have endured and can be found
pervading today’s organizational structures; this is particularly true of the
mechanical model, which featured the organization chart and central command and
control.

For the present purpose we trace the roots of program management to the
mechanical model of organization defined by Max Weber, Frederick Taylor, Henri
Fayol and others in the late nineteenth and early twentieth centuries. The blueprint
for the structure is the organization chart. Work is routinized and controlled, like
clockwork, by a central authority [10]. In program management the Gantt chart for
scheduling, discussed above, is an artifact of the mechanical model. People are
hired to operate the machine, and workers follow tightly prescribed activities. In
this concept of organization, management provides thinking, planning and top-
down control; workers “work.” The majority of the organization is “mindless.”

Fayol in France—working in parallel to Taylor in the United States—published
General and Industrial Management in 1916 which outlines a comprehensive and
centralized approach to management. He promoted five key roles for management:
planning and forecasting, organizing, commanding, coordinating, and controlling.
Consistent with the advocates of Scientific Management, Fayol argued against
character and emotional driven leadership, instead laying out a system, with 14
principles, to be followed [11, 12]. Weber in contrast came from a philosophical
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rather than industrial viewpoint, through sociology arguing against ad hoc orga-
nization driven by character and instead exploring structure and bureaucracy as a
basis for permanent and efficient organizations. He emphasized hierarchy and
authority with a view towards very stable and clearly defined roles and process. His
writings reflect a drive towards efficiency and are in large part consistent with others
at that time considering the organization as a machine-like system [13]. Interest-
ingly, Weber also observed the risk of organizations leading to a de-personalization
of human individuals as they became a part of the larger whole.

Although the thought leaders of the mechanical model recognized the need for
employee satisfaction and esprit de corps, these requirements were overshadowed
by a quest for efficiency. Apart from workers themselves being treated like
machines, the mechanical model of organization is grounded in the assumption of
stability of both the external environment and the workforce; it is not adaptive to a
changing business environment, and concepts of coordination, uncertainty and
workforce mobility are absent. Rote adherence to routine displaced thinking and
learning, two competencies that are critically important to today’s organization;
thus, the mechanical model of organization is not designed for innovation. Profit is
its end goal.

In contrast, thinking about an organization as a living organism introduces the
insight that an organization is an open system, which must interact with and adapt
to its environment in its quest to survive. By contrast the mechanical model of
organization is a closed system that operates independently from its external
environment. One consequence of the open system property is that different styles
(or “species”) of organization are required to fit different environments; there is no
“one-size-fits-all” prescription [14]. A viable organization in this model adopts
growth as its performance measure of success, and the organization focuses on the
adequacy of its resources to promote growth. Unlike the mechanical model of
organization, profit is not an end goal but the means to achieve growth in the
organic organization. Proponents of these ideas, advanced in the 1950s and 1960s,
include Burns and Stalker, Lawrence and Lorsch, Boulding and Simon.

Herbert Simon wrote

Organizations are not highly centralized structures in which all the important decisions are
made at the center. Organizations operating in that centralized way would exceed the limits
of human procedural rationality and lose many of the advantages attainable from the use of
hierarchical authority. Real-world organizations behave quite differently [15].

More recently Daft, Robbins, and Burton continued to characterize the nature of
organizations consistent with common notions of natural systems prevalent in
the late twentieth century. Burton summarizes these views including definitions
Robbins’ definition:

An organization is a consciously coordinated social entity, with a relatively identifiable
boundary, which functions on a relatively continuous basis to achieve a common goal or set
of goals (Robbins in [16]).
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Burton goes on to describe an organization with five key characteristics:

• A social entity, a group of people
• A purpose and shared goals
• Activities
• Boundary, outside is the environment
• An organization is explicitly and deliberately constructed; “designed”

Burton argues that the design of the organization should be guided by the fit of
the environment and the structure and properties of the organization. Behavioral
properties of an organization include differentiation, formalization, complexity,
centralization, span of control, rules, procedures, professionalization, meetings,
reports, communications, media richness, and incentives [16].

At the system level the organization as organism is able to make choices,
although its components cannot. The system is under the control of a single brain or
executive function. By means of a communication network, the executive function
receives information from sensing elements and then issues instructions to activate
relevant components of the system. The components are programmed with feed-
back mechanisms that react in predetermined ways to commands from the execu-
tive function. For example, think of how the human body’s organs respond to
elevated temperatures of the environment. This property, which Gharajhedaghi calls
“uni-mindedness,” avoids conflicts between components. The uni-minded organi-
zation as organism is paternalistic: the executive function knows best. Program
management examples of this model in history include the Manhattan Project, in
which Robert Oppenheimer was [17] the executive function, and the strong chief-
engineer organization used by Toyota for product development. In each new Toyota
project the subordinate parts of the system, the automotive engineering groups, are
disciplined to follow the company’s tradeoff curves, which contain the accumulated
knowledge and best practices—the corporate memory—of the company [18].
Conflicts between performing engineering groups are settled by the chief engineer,
a person who has the respect of the organization by virtue of a long history in
automotive engineering. By following this regimen, Toyota claims that its devel-
opment process rarely misses milestones. But to say that Toyota fits the model of
organization as organism ignores the social organization and culture that pervade
Toyota and are believed to be responsible for the success of the firm [19].

Thinking about organizations as brains yields insights into how an organization
learns and gains intelligence. The prize, in Morgan’s words, is “learning how intel-
ligence can be distributed throughout an enterprise and how the power of information
technology can be used to develop decentralized modes of organization that are
simultaneously global and local”. Morgan divides this view into three, intercon-
nected, components: organizations as information processing brains; organizations as
complex learning systems; and organizations as holographic systems that combine
centralized and decentralized characteristics. The organization as an information-
processing brain plays on the observation that organizations are at once information
systems, communication systems and decision-making systems [20]. Research to
help organizations make more rational decisions has created the “big data” learning
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concept that increases an organization’s capacity for managing its customers and its
inbound and outbound logistics functions as well as its supporting functions such as
finance, engineering and legal [21]. Organizations have also learned how to exploit
communications and networking technology to organize “virtually,” whereby func-
tions and services can be provided in globally distributed locations that appear to be
collocated. Apple’s branding “designed in Cupertino, California, and manufactured
in China” exemplifies a modern virtual organization [22]. The learning twist to this
model is that Chinese engineers are empowered to change anApple design to improve
its manufacturability. Thus, Apple has learned how to transform a centralized,
co-located organization (e.g., Lockheed’s “Skunk Works” [23], famous for the
development of complex, high-performance products) into a globally distributed
organization that, moreover, has large production rates of high-performance products.
In 1989 at the start of DARPA’s Initiative in CE [24], the vision of a virtual meeting
supported by engineering design and “virtual factory” toolsets and enabled by then-
current client–server computer technology seemed far-fetched [25]. Indeed, rudi-
mentary demonstrations of these concepts proved difficult and were hard won. But by
the late 1990s, with rapid evolution of the internet and related web technologies and
interface and communication standards, the virtual organization and its enabling of
distributed CE teams had become a reality. From a programmanagement perspective,
total product life-cycle management (PLM) that incorporated program learning into
standardized work of best known practices was also possible with extant information
technology and product application tools [26]. Today, Web 2.0 tools are evolving to
higher-order tools with added functionality [21].

The last facet of the metaphor of organizations as brains examines learning
organizations and how organizations can “learn to learn.” Here we adopt Senge’s
definition that learning is expanding the ability to produce the results we truly want in
life [3]. Morgan starts with two modes of learning, single-loop learning and double-
loop learning, that were identified by Argyris [27]. Single-loop learning occurs when
an organization senses a departure from an operating norm; it then instigates problem
solving to discover the cause and implements corrective feedback to restore opera-
tion to the norm. In double-loop learning, the organization questions, through an
in-depth root causes analysis, whether the operating norm itself is relevant. If the
operating norm is deficient or not relevant, the organization will devise, implement
and track the effectiveness of a permanent, mistake-proof solution. For example,
returns to the US OEM from Asian chip manufacturers of a robotic vision device for
inspecting chips were increasing. It didn’t take the OEM’s troubleshooting group
long to discover that the common cause was dirty optical components. So the group
cleaned all optical elements, re-calibrated the inspection machines to original design
settings, and returned the machines to the manufacturers. However, this exercise in
single-loop learning didn’t staunch the flow of returns. Probing deeper by applying
double-loop learning, an outside consultant discovered that the machine never had a
design specification (“norm”) for either dust protection or the dust content of the
operating environment. This finding led to solutions for improved sealing of the
machine’s enclosure and for controlling the dust level in customers’ factories, not to
mention the addition of a design specification for new machines.
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A dimension of learning-to-learn is Nonaka’s work on the learning cycle,
through which tacit knowledge (i.e., skills, experience and craft) is transformed into
explicit knowledge that is documented and imbedded in readable instructions and
tools that are usable by the broader workforce population [4] (an example of
explicit knowledge are Toyota’s tradeoff curves). Standardized work is often mis-
understood as a collection of permanent, “set-it-and-forget-it” practices. Unless
standardized work represents an organic body of the best current practices, it will
lead to a moribund organization.

Another perspective of organization produced the sociocultural model. It has
evolved from a systems inquiry of the organization as mechanical system, but with
interdependent variables, and came later in the twentieth century with the appli-
cation of the mathematics of Operations Research (OR) to find optimal solutions to
networks of interdependent variables. Academics like Ackoff and Forrester (sys-
tems dynamic modeling) [28] and practitioners like McNamara [29] contributed to
this mode of inquiry. Eventually Ackoff [30] would renounce the OR approach
because it didn’t consider that the parts in a social system have a choice.

In its place Ackoff advocated a new generation of systems thinking, the socio-
cultural model of organization, whereby the organization is distinguished as being a
multi-minded system. The sociocultural model holds that an organization is com-
prised of members who have both choice and purpose [8]. Gharajedaghi writes “…
the purpose of an organization is to serve the purposes of its members while also
serving the purposes of its environment.” Members are bound together by a
common set of values (or justifications and purposes) and beliefs, in how the
organization and their careers have succeeded in the past. These intangible values
and beliefs, together with tangible artifacts (e.g., results, policies, performance
measures, evaluation criteria, rewards and consequences, technology), constitute
the shared culture of the organization [31]. Taken together the three components of
culture (shared values, artifacts, deeply-held beliefs and assumptions) motivate the
view that culture is the operating system of an organization. By contrast with the
mechanical model of organization, members of the socio-cultural organization have
ownership of the organization’s activities, including the execution of programs,
because they are included in strategy, design and planning decisions.

We place the sociotechnical system as a subset of this view, whereby the
coordination of the technical elements (structure, process, job design, technol-
ogy…) and of the organization with its social elements (both members, partners,
and society) are essential to success. Today’s vexing, global problems of climate
change, economy, energy, security, mobility, health care, and peace are all exam-
ples of complex sociotechnical systems. Integration of component parts in con-
figurations that best serve an organization’s and its environment’s purposes is an
ongoing activity. In Project Design, we seek to represent dependencies and inte-
grate among three components: the product or system breakdown structure (as
guided by its constituents’ needs), the process (“work”) breakdown structure (as
guided by the activity requirements), and the organization or team breakdown
structure (as determined by resources and cultural norms).
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The role of culture in program management is powerful, as has been discovered,
for example, in investigations of major accidents such as NASA’s Challenger and
Columbia shuttle explosions and BP’s Horizon Oil Rig blow out. In both organi-
zations the drive for performance (a cultural norm) interfered with situational
awareness and safety during program execution. These accidents also highlighted
the absence of adequate risk management practices, even though risk management
has [32] long been a principal tool of program management.

A deeper view of risk [33, 34] in program management uncovers humans’ lack
of training in making estimates, including estimating risk in the face of uncertainty
[32]. Starting with the unsung article “Managing Project Uncertainty: From Vari-
ation to Chaos” [35], and progressing to scholarly works on the flaw of averages
[36] and black swans, we find that contemporary notions of uncertainty and how to
manage it have outstripped the classic risk “cube” (actually, a two-dimensional
matrix) and related tools that are still in widespread use.

Within the umbrella of organizational thinking, program management has
evolved as a business process that is commonly found allied with policies and
procedures for new product development. Its improvements have been slow,
because it is here that the weight of an organization’s entrenched culture and its
pride as an innovator are felt. For organizations that haven’t put in place a Program
Management team (such as a PMO) with a discipline of learning and continuous
improvement (kaizen), leadership delegates a program manager to an important
program with the expectation that the job will either get done as planned or a
“better” program manager will be impressed into the assignment. Rather than being
a source of help to the program manager, leadership assumes a command and
control management style under which learning anxiety thrives [31]. If a program
fails, the program manager is blamed.

The quality and productivity movements (Total Quality Management, Six Sigma
and Lean Thinking) that swept through organizations in the last three or so decades
were hard to apply to program management because of its business process nature
and the fact that the teaching examples were geared toward more transparent
manufacturing processes. Only relatively recently have works of “translation” come
to light for how to apply lean thinking to product and process development [18, 37].

3.5 Evolution of Systems Thinking

Gharajedaghi defines systems thinking as the antithesis of analysis: “(Systems
thinking) puts the system in the context of the larger environment of which it is a
part and studies the role it plays in the larger whole” [8]. He observes that systems
thinking is several centuries newer than the analytical approach but has already
undergone three distinct generations of change:
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• First generation (operations research)—interdependency in the context of
mechanical (deterministic) systems

• Second generation (cybernetics and open systems)—interdependency and self-
organization in the context of living systems

• Third generation (interactive design)—interdependency, self-organization and
purpose and choice in the context of sociocultural systems.

One can see the parallels between the evolutions of systems thinking and orga-
nization models, from mechanical, to biological to sociocultural. A distinguishing
feature of these models is the nature of the bond between system components
(members). In mechanical systems, the bonds are energy related and governed by the
laws of nature; in biological and in sociocultural systems, the bonds are information-
oriented.

The notion of self-organization means that the system moves toward a pre-defined
order, which is an internally-held, shared image of what the system desires to become.
Gharajedaghi argues that this image or blueprint is DNA for a biological system and
culture for a sociocultural system. He makes a strong point that the shared image of
culture defines default values for future decisions and that the persistence of these
default values makes it difficult to create change in sociocultural systems.

To complement his discourse on system thinking, Gharajedaghi proposes that
civilization is the emergent outcome of the interaction between culture and tech-
nology. He likens culture to the software of an operating system, while technology
is related to hardware and tools [8]. The evolutionary step to the third generation of
systems thinking is provided by Ackoff’s idealized design process [38] for inter-
active design—a systems thinking methodology for managing the interdependen-
cies between culture and technology. A sub-theme in third generation systems
thinking is how to manage an uncertain future.

The process of interactive design, which Ackoff calls idealized design, guides
members of an organization in the creation of a plan for what they want the
organization to be at the present. Since the plan was designed by thinking backward
from where they want the organization to be to where it is now, idealized design
also helps prepare the organization for success in an unknowable future.

Another example of third-generation systems thinking is provided by the work
of the Society for Organizational Learning (SoL) and its team members. Their first
exposition appeared in the book Presence: Human Purpose and the Field of the
Future [39], followed by a deeper exploration of the underlying theory, called
Theory U: The Social Technology of Presencing [40].

3.6 Force Fields

In setting the context for this discussion, we have provided a small taste of back-
ground concepts for program management and systems thinking. To summarize we
prepared the force-field analysis (Fig. 3.1), which shows those concepts that are
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reinforcing effective program management in today’s dynamic and global business
environment, and those that may be retarding improvement.

These forces generate stress in day to day engineering programs, with some
arguing that well-worn processes from past success should be followed, while other
search for new “silver bullet” processes to replace them. Indeed, unless an orga-
nization engages in deeper levels of learning, the mental models and cultural habits
of the past will continue to imprint on program management of new endeavors. The
nature of new programs as dynamic sociotechnical systems is in contrast to the
centralized, structured, and mechanistic work systems dominant a century ago.
Continuing to follow old frameworks for new conditions will continue to cause
unexpected and undesirable results.

3.7 Conclusion

Leveraging systems thinking, we have sought to better represent and forecast
engineering programs as sociotechnical systems. We argue with others that the
complexities of real world engineering programs are understood better through
consideration of emergent outcomes driven by the dynamic interaction of technical
and social characteristics. We have been deploying methods and tools based on this
thinking in the field for over a decade. We build models of projects, simulate to

Socio-cultural Organizational Model
• Balance of external (environment), organization

and individual needs
• Culture as operating system
• Ownership by members

Execution as Learning
• Double-loop learning, “slow” thinking
• Leaders facilitate learning

Systems Thinking
• Interactive design for interdependencies
• Idealized Design and Theory U
• Backward thinking from the future

Mechanistic Organization Model
• Workers are parts of a machine
• Absence of member choice and purpose
• Internally focused: productivity, profit goal
• No ownership by members

Execution as Efficiency
• Single-loop learning, “fast” thinking
• Leaders command and control

Components Thinking
• Optimization of individual system elements
• Analysis without synthesis
• Excessive detail

System Dynamic Modeling
• Formulating and mapping the “mess”
• Scenario planning and simulation

Socio-technical Systems Engineering
• Human-centered design
• Ethnography
• Computer-supported cooperative work

Cultural Elements Inspiring Innovation
• Psychological safety for change

Accounting for Variation

Human Cognition (blind spots)
• Imperfect mental models
• Confirmation bias
• Dysfunctional momentum

Emergent Nature of Complex Programs
• Surprises (“Black Swans”)

Cultural Impediments to Innovation
• Learning anxiety, psychological inertia

Flaw of Averages

Supporting Forces Restraining Forces

Fig. 3.1 Supporting and restraining forces for systems thinking in engineering programs
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forecast likely outcomes, and lead cross-functional teams to explore and converge
across scenarios in planning workshops. Rather than finding a single optimal
process, which assumes stability and absence of real-world uncertainty in cost,
schedule, and quality, we capture the characteristics of the project that will allow
insights into feasibility, value, and a trade space of likely outcomes. We refer to this
integrated approach as Project Design, further introduced in Chap. 8.
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Chapter 4
Technology Foundations

Michael Sobolewski

Abstract The chapter focuses on the underlying concepts of concurrent engineering
technology from the point of view of concurrent process expression and its actu-
alization. It lays out the evolution of computing platforms and networking com-
plexity that constitute the foundation of every distributed information system
required for concurrent engineering. Network integration is the working foundation
for computer-based approaches to concurrent engineering. Therefore, an architecture
of a concurrent engineering system is presented from the point of view of evolving
methodologies of remote method invocation. Within the architecture the integration
of concurrent distributed processes, humans, tools and methods to form a transdis-
ciplinary concurrent engineering environment for the development of products is
presented in the context of cooperating processes and their actualization. To work
effectively in large, distributed environments, concurrent engineering teams need a
service-oriented programming methodology along with a common design process,
domain-independent representations of designs, and general criteria for decision
making. Evolving domain-specific languages (DSLs) and service-oriented platforms
reflect the complexity of computing problems we are facing in transdisciplinary
concurrent engineering processes. An architecture of a service-oriented computing
environment (SORCER) is described with a service-oriented programing and a
coherent operating system for transdisciplinary large-scale computing.
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4.1 Introduction

Concurrent engineering, as the name suggests, is the approach of doing all nec-
essary activities at the same time [1]. It is the unison of all facets of the product life
cycle to minimize modifications in a prototype, i.e., to decrease design iterations
performed during product development.

Concurrent Engineering (henceforth CE) is characterized by a focus on customer
requirements. Moreover, it embodies the belief that quality is built into the product,
and that it (quality) is a result of continuous improvement of a process. This concept
is not new; in fact, the approach is quite similar to the “tiger team” approach
characteristic of small organizations. The “tiger team” essentially is a small group
of people working closely for a common endeavor, which might be product
development. The magnitude of the problem is usually small with few conflicting
constraints. The approach works well for small organizations; however, in large
organizations the technique needs to be modified and restructured. It is here that CE
comes into picture. CE envisages translating the “tiger team” concept to big
organizations and such “tiger teams” will work with a unified product concept.
Because team members can be at geographically different, networked locations, this
requires far-reaching changes in the work culture, ethical values and information
technology (IT), and a distributed infrastructure of the organization.

Commonplace design activities involve sequential information transfer from
“concept designers” to “design finishers”. When design activities are finished, the
people involved in them get detached from the design chain. Thus, the people
involved in earlier design phases do not interact with people in the later stages. A
natural consequence of this procedure is that errors go on propagating themselves
down the chain and are usually detected at a stage where rectifications/modifications
become both costly and undesirable. The philosophy of continuous improvement
implies changes at the initial stages with the aim of minimizing changes at later
stages. To achieve this, it is imperative that strong communication exists between
product developers of all stages and end-users.

Integrated, parallel, product and process design is the key to concurrent design.
The CE approach as opposed to the sequential approach advocates such a parallel
design effort. The objective is to ensure that serious errors don’t go undetected and
that the design intent is fully captured. The above-mentioned integrated design
process should have the following features:

1. There must be strong information sharing system, thus enabling design teams to
have access to all corporate facilities as well as work done by individual teams.

2. Any design process is necessarily an iterative process requiring successive
redesigns and modifications. The CE process should ensure that the effects of a
change incorporated by one team on other design aspects are automatically
analyzed. Moreover, the affected functional units should be notified of the
changes.
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3. The CE process must facilitate an appropriate trade-off analysis leading to
product-process design optimization. Conflicting requirements and constraint
violations must be identified and concurrently resolved.

4. All relevant aspects of the design process must be recorded and documented for
future reference.

The integration process discussed here is transdisciplinary and strategic inte-
gration in an organization. This binds the various functional discipline areas as
engineering, support, manufacturing, logistics, etc., in the organization for greater
efficiency of the whole venture. Strategic integration focuses on a company’s
business strategy. This strategy should tie decision making and other organizational
policies together with the objective of realizing total quality management. Logistic
integration is basically close coordination of the manufacturer with its customers
and suppliers for cutting down logistic problems.

The realization of functional integration requires a versatile and a flexible
information management system within the organization. The system must be
domain independent and adaptable to both large and small industrial enterprises.
Some essential and desirable characteristics of this system are listed below:

1. The system should be adaptable to the needs of the specific organization. It
should be generic and at the same time modifiable to the requirements of the
enterprise.

2. It should have a diverse repository of organized knowledge which is easily
accessible across the spectrum of product life-cycle disciplines.

3. There must be an intelligent information distribution system which could pro-
vide information on a “need to know” and/or user-specified basis.

4. It should have facility of interfacing with software tools and application data-
bases existing in user’s organization.

5. The system should be capable of making the whole design team cognizant of the
modifications done by a sub-group. In addition, it should have the ability to
appraise the impacts of the modifications in a global manner, i.e., on all other
design activities.

6. Even though most of the activities should be automated, there must be provision
for human intervention at every stage. Furthermore, a manual bypass alternative
for autonomous activities should be provided.

7. The system must support progressive refinement of product and process
development from “design initiation” to the “design finalization” stage.

8. There must be tools permitting rapid prototyping and testing, therefore paving
the way for commercial production.

The information management system can be visualized as the environment that
allows expression of concurrent processes and their actualization. While process
expression requires relevant domain-specific languages (DSLs) their actualization
requires three basic blocks: data architecture (domain), distributed management
framework (operating system), and software services (domain-specific processor).

4 Technology Foundations 69



Understanding the principles that run across process expressions and appreciating
which language features and computing platforms are best suited for which type of
process, bring these process expressions to useful life. No matter how complex and
polished the individual process operations (software services) are, it is often the
quality of the distributed operating system that determines the power of the con-
current engineering environments.

This chapter gives insight in the technological foundations of CE. In the Sect. 4.2
the basic terms are described from their historical perspective. Section 4.3 gives
overview of rising complexity of computing. In the following Sect. 4.4 service
platforms are classified in three categories and compared. Typical use case is
described in Sect. 4.5, followed by conclusions and outlook (Sect. 4.6).

4.2 Background

Markov tried to consolidate all work of others on effective computability. He has
introduced the term of algorithm in his 1954 book Teoriya Algorifmov [2]. The
term was not used by any mathematician before him and reflects a limiting defi-
nition of what constitutes an acceptable solution to a mathematical problem:

In mathematics, “algorithm” is commonly understood to be an exact
prescription, defining a computational process, leading from various initial
data to the desired result [2].

The important keyword in the Markov definition is “computational process” and
the “algorithm” can be seen as a way to mathematically express the process. The
mathematical view of process expression has limited computing science to the class
of processes expressed by algorithms. The following definition of an algorithm
(consistent with Hilbert’s proposal of 1920) is typical:

1. An algorithm must be a step-by-step sequence of operations.
2. Each operation must be precisely defined.
3. An algorithm must terminate in a finite number of steps.
4. An algorithm must efficiently yield a correct solution.
5. An algorithm must be deterministic in that, given the same input, it will always

yield the same solution.

From experience in concurrent engineering since 1989 it becomes obvious that
in computing science the common thread in all computing disciplines is process
expression; that is not limited to algorithm or actualization of process expression by
a single computer. Several process expressions have been defined. Below a list of
known process expression and actualization solutions is presented:

1. An architecture is an expression of a continuously acting process to interpret
symbolically expressed processes.

2. A user interface is an expression of an interactive human-machine process.
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3. A mogram (which can be program or model, or both) is an expression of a
computing process [3].

4. A mogramming (programming or modeling, or both) language is an environ-
ment within which to create symbolic process expressions (mograms).

5. A compiler is an expression of a process that translates between symbolic
process expressions in different languages.

6. An operating system is an expression of a process that manages the interpre-
tation of other process expressions.

7. A logic circuit is an actualization of a logical process.
8. A processor is an actualization of a process.
9. An application is an expression of the application process.

10. A computing platform is an expression of a runtime process defined by the
triplet: domain—mogramming language, management—operating system, and
carrier—processor.

11. A computer is an actualization of a computing platform.
12. A metamogram (metaprogram or metamodel, or both) is an expression of a

metaprocess, as the process of processes.
13. A metamogramming language is an environment within which to create sym-

bolic metaprocess expressions.
14. A metaoperating system is an expression of a process that manages the inter-

pretation of other metaprocess expressions.
15. A metaprocessor is an actualization of the metaprocess on the aggregation of

distinct computers working together so that to the user it looks and operates like
a single processor.

16. A metacomputing platform is an expression of a runtime process defined by its
metamogramming language, metaoperating system, and metaprocessor.

17. A metacomputer is an actualization of a metacomputing platform.
18. Computer science is the science of process expression.
19. Computer engineering is the science of process actualization.
20. Software engineering is an expression of a reliable development process within

which to create program design, its implementation, and all related documents.
21. An information system is an expression of an efficient process to retrieve, store,

and transmit information.
22. IT is an expression of a reliable (24/7) process to maintain and manage com-

puting and data assets to meet current and expected user needs.
23. Artificial intelligence is an expression of integrated processes to reason, learn,

plan, communicate knowledge, and perceive the world to move and manipulate
objects.

24. Concurrent engineering is an expression of concurrent integrated processes to
develop complex products.

25. Cloud computing is an expression of a consolidated process using virtualized
(guest) platforms on native (host) platforms with related software as services
running on these host and guest platforms.
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Obviously, there is an essential overlap between the domains of mathematics and
computer science, but the core concerns with the nature of process expression itself
is usually ignored in mathematics as mathematicians are concerned with the nature
of behavior of a process independent of how that process is expressed. By contrast,
computer science is mainly concerned with the nature of the expression of
processes independent of its behavior. That became obvious in 1990s when com-
puter science was redefined as one of many disciplines of computing science (see
Fig. 4.1):

I. Computer Engineering (CE)
II. Computer Science (CS)
III. Software Engineering (SE)
IV. Information Technology (IT)
V. Information Systems (IS)
VI. Concurrent Engineering (CCE).

A comprehensive definition of concurrent engineering is given in the IDA
(Institute for Defense Analysis) report on concurrent engineering (see Chap. 2) [4]:

Concurrent engineering is the systematic approach to the integrated, concurrent design of
products and related processes including manufacture and support. This approach is to
cause the developers, from the outset, to consider all the elements of product life-cycle from
conception through disposal including quality, cost, schedule and user requirement.

The concurrent engineering method is still a relatively new design management
system, but has had the opportunity to mature in recent years and to become a well-
defined systems approach towards optimizing engineering design cycles. One of the
most important reasons for the huge success of concurrent engineering is that by
definition it redefines the basic design process structure that was commonplace for

Pre-1990s:

Post-1990s:

IS

EE CE CS SE

CCE

IT IS

Business

Organizational
needs

Hardware Software

EE+
CE CS

Hardware Software

Fig. 4.1 More computing disciplines post 1990s; computer science becoming the science of
process expression. Concurrent engineering (CCE) initially funded by DICE/DARPA in 1989 has
become a new discipline of computing science and engineering to address organizational needs
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decades. This was a structure based on a sequential design flow. Concurrent
engineering significantly modifies this outdated method and instead opts to use
what has been termed an iterative or integrated development method based on
concurrent (non-algorithmic) process expression in socio-technical systems (see
Chap. 8).

The notion of algorithm separates all process expressions into algorithm and
non-algorithm, but what purpose does it serve to know that one program is an
acceptable mathematical solution and another is not? If the same process can be
expressed by an algorithm and by a non-algorithm then which expression is better?
Does determining whether or not a given expression is an acceptable mathematical
solution implies a better computer system or helps in writing a better program? In
fact, important process expressions do not qualify as Markov algorithms. A process
defined by a neural network or every logic circuit is not a sequence of operations—
it is not a process expression of the mathematical type. An operating system does
not to have to terminate or yield a singular solution. It is not deterministic as it
receives uncoordinated inputs from the outside world. Any simulation process with
random inputs is not an algorithm. No program with a bug can be an algorithm as
well as a concurrent program that does not satisfy the concept of sequential
behavior. These and other facts have forced computer scientists to patch the concept
of algorithm with multiple revisions and redefinitions of algorithm (nondetermin-
istic algorithm, semi-algorithm, probabilistically good algorithm, random algo-
rithm, infinite algorithm, etc.). Thus, the notion of mathematical algorithm simply
does not provide a conceptual framework for questions that mostly computer sci-
entists are concerned with nowadays.

Research in knowledge-based process expression at the Concurrent Engineering
Research Center, West Virginia University (CERC/WVU, 1989–1994) has resulted
in the DICEtalk platform [5]. Later, further work at the GE Global Research Center
(GE GRC 1994–2002), Texas Tech University (TTU, 2002–2009), and Air Force
Research Lab (AFRLWPAFB, 2006–present) has been focused on large-scale
distributed process expression actualized by service-oriented platforms. Computing
concepts and related results have been verified practically in large-scale real world
systems for concurrent engineering. For the description of programming and dis-
tributed computing relevant to concurrent engineering platforms presented in this
chapter we have taken into account most of the relevant papers published before in
this area.

4.3 Complexity of Computing Systems

The concurrent engineering challenge is not to get lost in the continuously
increasing complexities of products, their development processes and computing
platforms. In this section we consider evolving complexity of programming lan-
guages and platforms with the complexity of remote procedure calls (RPC) directly
related to network programming. Then service-oriented concepts are described with
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a meta-modeling architecture with convergence of three computing platforms for
service-oriented mogramming.

Thinking more explicitly about programming languages (languages for humans)
instead of software languages (languages for computers) may be our best tool for
dealing with real-world complexity. Understanding the principles that run across
process expressions and appreciating which language features and related com-
puting platforms are best suited for which type of process, bring these process
expressions to useful life. No matter how complex and polished individual process
operations are (tools, applications, and utilities), it is often the abstraction and
quality of the operating system and underlying network processor that determine
the power of the computing system.

4.3.1 Meta-computing

The term “metacomputing” was coined around 1987 by NCSA Director, Larry
Smarr: “The metacomputer is, simply put, a collection of computers held together
by state-of-the-art technology and balanced so that, to the individual user, it looks
and acts like a single computer. The constituent parts of the resulting metacomputer
could be housed locally, or distributed between buildings, even continents.”

From the very beginning of networked computing, the desire existed to develop
protocols and methods that facilitate the ability of people and automated processes
across different computers to share resources and information across different com-
puting nodes in an optimized way. As ARPANET [6] began through the involvement
of the NSF [7, 8] to evolve into the Internet for general use, the steady stream of ideas
became a flood of techniques to submit, control, and schedule jobs across distributed
systems [9, 10]. The latest of these ideas are the grid [11] and cloud [12], intended to
be used by a wide variety of different users in a non-hierarchical manner to provide
access to powerful aggregates of resources. Grids and clouds, in the ideal, are
intended to be accessed for computation, data storage and distribution, and visuali-
zation and display, among other applications without regard for the specific nature of
the hardware and underlying operating systems on the resources on which these jobs
(executable files) are carried out. While a grid is focused on computing resource
utilization, clouds are focused on platform virtualization in computer networks. In
general, grid and cloud computing is client-server computing that abstract the details
of the server away—one requests a service (resource), not a specific server (machine).
However, both terms are vague from the point of view of computing architectures and
programming models and refer to “everything that we already do” with executable
files and client-server architectures.

As we reach adolescence in the Internet era we are facing the dawn of the meta-
computing era, an era that will be marked not by PCs, workstations, and servers, but
by computational capability that is embedded in all things around us containing
service providers. These service providers just consume services and provide ser-
vices from and to each other respectively. Applications are increasingly moving to
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the network—self-aware, autonomic networks that are always fully functional.
Service providers hosted by service objects (service containers) implement
instructions of the virtual service processor (meta-processor). The meta-processor,
with the help of its operating system, carries access to applications, tools, and
utilities, i.e., programs as the instructions (services) of the meta-processor (while a
processor is executing native machine instructions of executable codes). Services
can collaborate with each other dynamically to provide aggregated services that
execute a program collaborating with other component programs remotely and/or
locally. Thus, a metacomputer is a collection of computers and devices connected
by communication channels that facilitates distributed inter-process communica-
tions between users and allows users to share resources with other users.

Therefore, every meta-computer requires a computing platform that allows
software to run utilizing multiple component computing platforms that communicate
through a computer network. Different distributed platforms can be distinguished
along with corresponding meta-processors—virtual organizations of computing
nodes.

4.3.2 Programming and Platform Complexity

The functionality of a computing platform depends on its operating system and its
programming environment. Not every computing environment supports a complete
platform. Each of them has a kind of programming environment but not each has an
adequate operating system. For example, the first computer ENIAC did not have an
operating system and it was programmed with switches and cables. In order to run a
new program, ENIAC needed not only a new program to be entered manually using
switches but also to be rewired. It took us the past half-century to move from
programming environments with cables and switches, via perforated tapes, punch
cards, to executable files and scripts to be easily created within integrated devel-
opment environments (IDE) by software developers. The platforms and related
programming models have evolved as process expression from the sequential
process expression actualized on a single computer to the concurrent process
expression activated on multiple computers. An evolution in process expression
introduces new platform benefits but at the same time introduces additional pro-
gramming complexity that operating systems have to deal with. We can distinguish
eight quantum leaps in process expression and their related architectures:

1. Sequential programming (e.g. stored-program on digital computer)
2. Multi-threaded programming (e.g. Java platform)
3. Multi-process programming (e.g. Unix platform)
4. Multi-machine-process programming (e.g. computer network)
5. Knowledge-based programming (e.g. DICEtalk)
6. Service-protocol oriented programming (e.g. Web and Grid services)
7. Service-object oriented programming (e.g. Jini)
8. Federated service-object oriented programming (e.g. SORCER)
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One of the key elements of each distributed platform is communication between
computer nodes and management of reliable network connections. All service-
driven platforms are usually focused on communication protocols and service
execution using a form of network middleware. However, most do not have a
service-oriented operating system that deals with efficient management of services
as platform commands, front-end programming (service scripting), and reliable
runtime networking.

4.3.3 Generations of Remote Procedure Call

Socket-based communication forces us to design distributed applications using a
read/write (input/output communication) interface, which is not how we generally
design non-distributed applications based on procedure call (request/response). In
1983, Birrell and Nelson devised the RPC [13], a mechanism to allow programs to
call procedures on other hosts. So far, six RPC generations can be distinguished:

1. First generation RPC—Sun RPC (ONC RPC) and DCE RPC, which are lan-
guage, architecture, and OS independent;

2. Second generation RPC—CORBA [14] and Microsoft DCOM/OPC, which add
distributed object support;

3. Third generation RPC—Java RMI is conceptually similar to the second gen-
eration but supports the semantics of object invocation in different address
spaces that are built for Java only [15]. Java RMI fits cleanly into the language
with no need for standardized data representation, external interface definition
language, and with behavioural transfer that allows remote objects to perform
operations that are determined at runtime;

4. Fourth generation RPC—next generation of Java RMI, Jini Extensible Remote
Invocation—JERI—[16] with dynamic proxies, smart proxies, network security,
and with dependency injection by defining exporters, end points, and security
properties in configuration files;

5. Fifth generation RPC—Web/OGSA Services [17, 18] and the XML movement
including Microsoft WCF/.NET;

6. Sixth generation RPC—Federated Method Invocation (FMI) [19] allows for
concurrent invocations on multiple federating compute nodes in the Service-
Oriented Computing Environment (SORCER) [20–25].

All RPC generations listed above are based on a form of service-oriented
architecture (SOA). CORBA, RMI, and Web/OGSA service providers are object-
oriented wrappers of network interfaces that hide object distribution and ignore the
real nature of a network using classical object abstractions that encapsulate network
connectivity by using existing network technologies. The fact that object-oriented
languages are used to create corresponding object wrappers does not mean that
distributed objects created this way have a great deal to do with object-oriented
distributed programming.
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Each platform and its programming language reflect a relevant abstraction, and
usually the type and quality of the abstraction implies the complexity of problems
we are able to solve. For example, a procedural language provides an abstraction of
an underlying machine language. In the SORCER environment developed at Texas
Tech University [19], a service provider is a remote object that accepts network
requests to participate in a collaboration—a process by which service providers
work together to seek solutions that reach beyond what any one of them could
accomplish on their own. SORCER messaging is based on exertions, the service
commands that encapsulate explicitly data, operations, and control strategy. An
exertion can federate multiple service providers concurrently according to its
control strategy by managing transparently all low-level Jini/JERI networking
details.

The SORCER meta-computing environment adds an entirely new layer of
abstraction to the practice of service-oriented computing: exertion-oriented (EO)
programming. The EO programming makes a positive difference in service-oriented
programming primarily through a new meta-computing platform as experienced in
many large-scale projects including applications deployed at GE Global Research
Center, GE Aviation, Air Force Research Lab (AFRL), and SORCER Lab. The new
abstraction is about managing object-oriented distributed system complexity laid
upon the complexity of the unreliable network of computers—the meta-computer.

An exertion submitted to the network dynamically binds to all relevant and
currently available service providers in the network. The providers that dynamically
participate in this invocation are collectively called the exertion federation. This
federation is also called the exertion meta-processor since federating services are
located on multiple computer nodes held together by the SORCER operating
system (SOS) so that, to the requestor submitting the exertion, it looks and acts like
a single processor.

The SORCER environment provides the means to create service-oriented
mograms [25] and execute them using the SORCER runtime infrastructure. Exer-
tions can be created using interactive user agents uploaded/downloaded on-the-fly
to/from service providers. Using these interfaces, the user can create, execute, and
monitor the execution of exertions within the SORCER platform. Exertions can be
kept for later reuse, allowing the user to quickly create new scripts or EO programs
on-the-fly in terms of existing exertions, usually kept for reuse.

SORCER is based on the evolution of concepts and lessons learned in the fed-
erated intelligent product environment (FIPER) project [26], a $21.5 million pro-
gram founded by National Institute of Standards and Technology (NIST). Academic
research on FMI, SOS, and EO programming was established at the SORCER
Laboratory, TTU (2002–2009), where twenty-eight SORCER related research
studies were performed. Currently, the SORCER Lab (http://sorcersoft.org) as the
independent open source organization is focused on maturing the SORCER platform
in collaboration with AFRL/WPAFB, SORCERsoft.com, and collaborating partners
in China, and Russia.
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4.3.4 SOA and Metamodeling Architecture

The SOA is a software architecture using loosely coupled software services that
integrates them into a distributed computing system by means of service-oriented
programming. Service providers in the SOA environment are made available as
independent service components that can be accessed without a priori knowledge of
their underlying platform or implementation. While the client–server architecture
separates a client from a server, SOA introduces a third component, a service
registry, as illustrated in Fig. 4.2 (the left chart). In SOA, the client is referred to as a
service requestor and the server as a service provider which is responsible for
deploying a service in the network, publishing its service to one or more registries,
and allowing requestors to bind and execute the service. Providers advertise their
availability in the network; registries intercept these announcements and collect
published services. The requestor looks for a service by sending queries to registries
and making selections from the available services. Requestors and providers can
use discovery and join protocols [16] to locate registries and then publish or acquire
services in the network.

We can distinguish the service object-oriented architecture (SOOA), where
providers are network objects accepting remote invocations (call/response), from
the service protocol-oriented architecture (SPOA), where a communication (read/
write) protocol is fixed and known beforehand by the provider and requestor. Based
on that protocol and a service description obtained from the service registry, the
requestor can bind to the service provider by creating a proxy used for remote
communication over the fixed protocol. In SPOA a service is usually identified by a
name. If a service provider registers its service description by name, the requestors
have to know the correct name of the service beforehand.

In SOOA, a proxy—an object implementing the same service interfaces (service
types) as its service provider—is registered with the registries and it is always ready
for use by requestors. Thus, in SOOA, the service provider publishes the proxy as
the active surrogate object with a codebase annotation, e.g., URLs to the code
defining proxy behavior (RMI and Jini ERI). In SPOA, by contrast, a passive

Fig. 4.2 SOA versus SOOA
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service description is registered (e.g., an XML document in WSDL for Web/OGSA
services, or an interface description in IDL for CORBA); the requestor then has to
generate the proxy (a stub forwarding calls to a provider) based on a service
description and the fixed communication protocol (e.g., SOAP in Web/OGSA
services, IIOP in CORBA).

SPOA and SOOA differ in their method of discovering the service registry (see
Fig. 4.2, the right chart). SORCER uses dynamic discovery protocols to locate
available registries (lookup services) as defined in the Jini architecture [16].

Let us emphasize the major distinction between SOOA and SPOA; in SOOA, a
proxy is created and always owned by the service provider, but in SPOA, the
requestor creates and owns a proxy, which has to meet the requirements of the
protocol that the provider and requestor agreed upon a priori. Thus, in SPOA
the protocol is always a generic one, reduced to a common denominator—one size
fits all—that leads to inefficient network communication in many cases. In SOOA,
each provider can decide on the most efficient protocol(s) needed for a particular
distributed application.

The first challenge of SORCER based on SOOA is to allow the end user not only
to use the existing individual services as-is in the network, but also to create new
compound services at runtime that are both globally and locally distributed feder-
ations of services. In other words, instead of invoking a single standard service in
the network as-is, the computing environment should allow end users to create
front-end complex service collaborations that become innovative new tools,
applications, or utilities composed from the existing and new services at will.

The second challenge of the SORCER is to bring to front-end SO programming
all existing programming styles seamlessly unified. Therefore, firstly the mogram-
ming environment should be designed to express service collaborations functionally
and procedurally as workflows. Secondly it should enable service interactions under
control of the proper operating system to actualize the front-end services (exertions)
using the domain-specific back-end heterogeneous services (service providers).

No matter how complex and polished the individual operations are, it is often the
quality of the glue that determines the power of the distributed computing system.
The SOS based on SOOA serves as the service-oriented glue for exertion-oriented
mogramming [27]. It uses federated remote method invocation with location of
service provider not explicitly specified in exertions [19]. A specialized infra-
structure of distributed services supports discovery/join protocols for the SOS shell,
federated file system, autonomic resource management, and the rendez-vous pro-
viders responsible for coordination of exertion federations. The infrastructure
defines SORCER’s service object-oriented distributed modularity, extensibility, and
reuse of providers and exertions—key features of object-oriented distributed pro-
gramming that are usually missing in SPOA programming environments. Object
proxying with discovery/join protocols provides for comprehensive neutrality of
provider protocol, location, and implementation that is missing in SPOA pro-
gramming environments as well.
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A meta-model is usually defined as a model of a model. What is meant is that
where a model defines a system (instance), a meta-model (classifier) defines the
model. In particular, the process expression in which other expressions are modeled
is often called a meta-model. Note, that key modeling concepts are Classifier and
Instance, and the ability to navigate from an instance to its classifier. This funda-
mental concept can be used to handle any number of layers (sometimes referred to
as meta-levels).

The DMC meta-modeling architecture is based on the notion of the meta-model,
also called the DMC platform or DMC-triplet, in the form: <Domain, Management,
Carrier>. For example, a computing platform: <mograms, operating system, pro-
cessor> is the model of the DMC-triplet. A language platform: <language
expressions, grammar, language alphabet> is the model of the DMC triplet as well.

Therefore, a computing platform is a composition of a DSL, management of
mogram execution, and the processor that provides the actualization of both the
language and its management.

The SORCER meta-model is a kind of UML class diagram depicted in Fig. 4.3,
where each “class” is a DMC-triplet. This meta-modeling architecture distinguishes
three computing platforms (instruction set (IS), object-oriented, and service-
oriented platforms) and three mogramming platforms [exertion-oriented program-
ming (EOP), par-oriented modeling (POM), and var-oriented modeling (VOM)].

When dealing with meta-levels to define computing systems (process expres-
sion/actualization) there are at least two layers that always have to be taken into
account: the process expression/actualization or the meta-model (abstract model);
and the specification of the concrete process expression/actualization or the model
(concrete model).

The domain-specific problems expressed with the higher expressive power of
DSLs and adequate service-oriented syntax and semantics allow end users to be
focused on their domain problems and solution. Unfortunately, the common ser-
vice-based practice forces end users to learn back-end software-programming
languages, development processes, and creating software for computers instead of
writing easily understandable and modifiable front-end domain-specific mograms
for and by others and themselves.

The SORCER reference architecture presented below in Fig. 4.5 is a model of
the DMC meta-model depicted in Fig. 4.3. SORCER is the SOOA platform that
introduces an innovative programming model and operating system to create easily
service-oriented mograms that express complex domain-specific solutions. SOR-
CER mograms—var-models, par-oriented, var-oriented, and EOP—with the
abstraction of a virtual service-oriented processor, are executed in the network by
the SOS. SORCER introduces a FMI [21] used in its SOOA [28] by the SOS. The
SOS implements all features required for the SOO platform listed in Table 4.1.
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4.4 Service Platforms

In this section three basic categories of service platforms are distinguished: multiple
machine (MM), service protocol-oriented, and service-object-oriented platforms.
Then three types of SORCER-based platforms are described that are SOOA based
specialization for true service-oriented computing (SORCER), grid computing,
(SGrid) and at the integration framework for intergrid computations (iGrid).
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Fig. 4.3 The DMC meta-modeling architecture with platforms for: computation (instruction set),
object-orientation, and service-orientation. Each platform is shown as the instance of DMC triplet
with corresponding executable item (exec code, object, service provider). The top layer of the
architecture shows elements of service-oriented modeling. That complements exertion-oriented
programming. The service platform manages the service providers (virtualization of service cloud
—V3/V4 that are autonomically provisioned by the SOS on virtualized computation/object
platforms (V1/V2)
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4.4.1 Three Categories of Service Platforms

In meta-computing systems each service provider in the collaborative federation
performs its services in an orchestrated workflow. Once the collaboration is com-
plete, the federation dissolves and the providers disperse and seek other federations
to join. The approach is service centric in which a service is defined as an inde-
pendent self-sustaining entity—remote service provider—performing a specific
network activity. These service providers have to be managed by a relevant oper-
ating system with commands for expressing interactions of providers in federations.

The reality at present, however, is that service-centric environments are still very
difficult for most users to access, and that detailed and low-level programming must
be carried out by the user through command line and script execution to carefully
tailor jobs on each end to the resources on which they will run, or for the data
structure that they will access. This produces frustration on the part of the user,
delays in the adoption of service-oriented techniques, and a multiplicity of spe-
cialized “grid/cloud-aware” tools that are not, in fact, aware of each other which
defeats the basic purpose of the grid/cloud.

Table 4.1 Quantum leaps in programming and platform complexity

Programming Benefit Lost benefit Platform support

Sequential Order Batch processing before 1960s;
from 1970s OS, e.g., UNIX
with shell programming

Multi-threaded Parallelism Order Thread management, e.g.,
Smalltalk, Java platform

Multi-process SW isolation, safety Execution context OSs with pipes and sockets,
e.g., UNIX with interprocess
communication

Multi-machine HW isolation, scalability Global state, security OSs with RPC and network tile
systems, e.g., UNIX/NFS

Knowledge-
base oriented

Ill-structured problem
representation, logic
(declarative) programming

Procedural execution Knowledge representation
handling, inference engine with
procedural attachment, e.g.,
DICEtalk with percept
knowledge representation

Service-
protocol
oriented

Service registry, code/resource
location neutrality, implemen-
tation neutrality, platform
neutrality

Trust, protocol neutrality as
proxy is owned by the
requestor, code/resource
security due to dislocation

Service registry, protocol
security, job scheduler, and
virtual file system, e.g.,
CAMnet, CORBA, RMI,
FIPER, Web Services, OSGA/
Globus

Service-object
oriented

Service-object spontaneity,
code mobility, dynamic
federations, registry location
neutrality, protocol neutrality
as proxy is owned by the
provider, autonomic service-
object/provider provisioning

Static service location, code
security due to code
mobility

Service interface types, object
proxying, object registry,
distributed events, transactions,
leases, mobile code security,
and disconnected operations,
e.g., Jini/JERI, FMI/SORCER
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Different platforms of meta-computers can be distinguished along with corre-
sponding types of virtual service processors. For a meta-program, the control
strategy is a plan for achieving the desired results by applying the platform oper-
ations (services) to the data in the required service collaboration and by leveraging
the dynamically federating resources. We can distinguish three generic meta-
computing platforms, which are described below. Meta-computing requires a rel-
evant computing abstraction as well.

Procedural languages provide an abstraction of an underlying machine language.
An executable file represents a computing program whose content is interpreted as a
program on the underlying native processor. A command can be submitted to a job
(resource) broker to execute a machine code in a particular way, e.g., by paralle-
lizing and collocating it dynamically to the right processors in the network of
compute resources. That can be done, for example, with the Nimrod-G grid
resource broker scheduler or the Condor-G high-throughput scheduler [29]. Both
rely on Globus/GRAM (Grid Resource Allocation and Management) protocol [18].
In this type of platform, called a MM Platform (see Fig. 4.4), executable files are
moved around the network of compute nodes—the grid—to form virtual federa-
tions of required processors. This approach is reminiscent of batch processing in the
era when operating systems were not yet fully developed. A series of programs
(“jobs”) was executed on a computer without human interaction or the possibility to

Hybrid Applications

Service Providers

Metaprocessor/Network Resources

Resource Scheduler

Compute 
Applications

Metacompute 
Applications

Metacompute OS

mcP3

mcP2

mcP1-1

mcP1-2

mcP1-3

cP3

cP2

cP1

SOO SPO MM

Cybernodes

Platforms

Fig. 4.4 Three types of platforms: MM-Platform (cP1, cP2, cP3), SPO-Platform in the middle
between two vertical lines (cP1, cP2, mcP2, mcP3), and SOO-Platform (mcP1-1, mcP1-2, mcP1-3,
mcP2, mcP3). A cybernode provides a lightweight dynamic service container (service object),
turning heterogeneous compute resources into homogeneous services available to the meta-
computing OS
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view any results before the execution is complete. The UNIX operating system
(OS) of the 1970s matured with the well understood architectures used still suc-
cessfully nowadays.

We consider a true meta-program as the process expression of hierarchically
organized collaboration of remote component programs. A meta-program is a
program of programs such that its instructions correspond to dynamically bound
service providers corresponding to applications, tools, and utilities in the network.
Its service-oriented operating system makes decisions about where, when, and how
to run these service providers. In other words, the meta-program manipulates other
programs remotely and dynamically as its data. Nowadays the similar computing
abstraction is usually applied to the program executing on a single computer as to
the meta-program executing in the network of computers, even though the exe-
cuting environments (platforms) are structurally completely different. Most so
called service-oriented programs are still written using software languages such as
FORTRAN, C, C++ (compiled into native processor code), Java, Smalltalk
(compiled into intermediate code), and interpreted languages such as Perl and
Python the way it usually works on a single host. The current trend is to have these
programs and scripts define remote computational modules as service providers.
However, most grid programs are developed using the same abstractions and, in
principle, run the same way on the MM-Computer as on a single computer, for
example using executable codes moved to the available computing nodes in the
network.

The meta-computer based on Web Services or Grid Services can be considered
as the SPO-Computer with SPO-Platform shown in Fig. 4.4. The SPO-Platform
uses a SPO-Manager running usually on a Web Application Server. This type of
meta-computing in concept is reduced practically to the client-server model with all
drawbacks related to static network connections as discussed in Sect. 4.3.3. The
Web Services model with a SPO-Manager that supports for example Business
Process Execution Language (BPEL) [30] allows for deployment of service
assembly on the application server that looks to the end user as a single server
command—not a program for the service collaboration created by the end user. In
this case the WSBPEL compliant WS engine is required on the application server,
for example Apache ODE. The engine organizes web services’ calls following a
process description written in the BPEL XML grammar. BPEL’s messaging facil-
ities depend on the use of the Web Services Description Language (WSDL) to
describe outgoing and incoming messages from web services as specified during the
service deployment on the application server, that is not available to end users.

We can distinguish three types of computing platforms depending on the nature
of network operating system or middleware (see Fig. 4.4): the MM-Platform
with computing layers cP1, cP2 and cP3; the SPO-Platform with computing/
met-computing layers cP1, cP2, mcP2, and the SOO-Platform with meta-computing
layers mcP-1, mcP1-2, mcP1-3, mcP2, and mcP3; and the hybrid of the previous
three—intergrids (iGrids). Note that the MM-Platform is a virtual federation of
processors (roughly CPUs) that execute submitted executable codes with the help of
a resource broker. Either an SPO-Platform or SOO-Platform federation of services
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is managed by the form of middleware (operating system), however in the SPO
case the application servers are used, but in the SOO case the federations of
dynamic autonomous service objects are managed by the relevant operating system.
Thus, the latter approach requires a service object-oriented methodology while in
the former case the conventional client/server programming is sufficient. The hybrid
of three platform abstractions allows for an iGrid to execute both programs and
meta-programs as depicted in Fig. 4.4, where platform layers P1, P2, and P3
correspond to resources, resource management, and programming environment
correspondingly.

One of the first SOO-Platform was developed under the sponsorship of the
National Institute for Standards and Technology (NIST)—the FIPER [26, 31]. The
goal of FIPER is to form a federation of distributed service objects that provide
engineering data, applications, and tools in a network. A highly flexible software
architecture had been developed (1999–2003), in which engineering tools like
computer-aided design (CAD), computer-aided engineering (CAE), product data
management (PDM), optimization, cost modeling, etc., act as both federating ser-
vice providers and service requestors [32–37].

SORCER builds on top of FIPER to introduce a meta-computing operating
system with all system services necessary, including service management (ren-
dezvous services), a federated file system, and autonomic resource management, to
support service-object oriented meta-programming. It provides an integrated solu-
tion for complex meta-computing applications. The SORCER meta-computing
environment adds an entirely new layer of abstraction to the practice of meta-
computing—exertion-oriented (EO) mogramming with a FMI. The EO mogram-
ming makes a positive difference in service-oriented programming primarily
through a new federated programming and modeling abstractions as experienced in
many service-oriented computing projects including systems deployed at GE
Global Research Center, GE Aviation, AFRL, SORCER Lab, and SORCER part-
ners in China and Russia.

4.4.2 Service-Object Oriented Platform: SORCER

The SORCER is a federated service-to-service (S2S) meta-computing environment
that treats service providers as network peers with well-defined semantics of a
federated SOOA that is based on the FMI. It incorporates Jini semantics of services
[16] in the network and the Jini programming model with explicit leases, distributed
events, transactions, and discovery/join protocols [16]. While Jini focuses on ser-
vice management in a networked environment, SORCER is focused on EO mo-
gramming and the execution environment for exertions (see the service platform in
Fig. 4.3 as the meta-model of the architecture presented in Fig. 4.5). The abstract
model depicted in Fig. 4.3 is the unifying representation for three concrete pro-
gramming models: imperative languages for IS platforms (executable codes), the
SORCER Java API for object platform [27], Exertion-Oriented Language (EOL)
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and Var-oriented Modeling Language (VML) for the SOS [25]. The notation of
functional composition has been developed for both EOL and VML, which are
usually complemented with the Java object-oriented syntax. Modeling in SORCER
is emphasized in Fig. 4.3 by the top layer of DMC triplets: par, par-model, var, and
var-model [24]. More details on EOL and VML can be found in source [25].

EOP is a service-oriented programming paradigm using service providers and
service commands. Service commands—exertions—are interpreted by the SOS (M
layer in Fig. 4.5) and represented by hierarchical data structures that consist of a
data context, multiple service signatures, and a control context—to design dis-
tributed applications and computer programs. In EOP a service invocation on a
provider is determined by a service signature. The signature usually includes the
service type, operation of the service type, and expected quality of service (QoS).
While exertion’s signatures identify (match) the required collaborating providers,
the control context defines for the SOS how and when the signature operations are
applied to the data context.

An exertion is an expression of a distributed process that specifies for the SOS
how service collaboration is actualized by a collection of providers playing specific
roles used in a specific way [38]. The collaboration specifies a collection of
cooperating providers—the exertion federation—identified by the exertion’s sig-
natures. Exertions encapsulate explicitly data, operations, and control strategy for

Netlets are commands of the SO processor (C0-C5)
SO program – a netlet executed by the SOS shell
SPV – service provider virtualization, SNV – service node virtualization

Service Nodes

Object Virtual Platforms C2

Command (IS) Virtual PlatformsC1
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Evaluators, Filters, Differentiators,
DS Service Beans
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DS Service Providers

Service Programs (Var-Models and Exertions)D

Service Operating SystemM Tasker, Jobber, Spacer, Provisioner, 
ODProvisoner, Cybernode, Grider, Caller, 
Methoder, FileStorer, MetadataStorer, 
ByteStorer, Replicator, Sweeper, Tracker, 
Spliter, LocoManager, Autenticator, 
Authorizer, Policer, WsRpcRelayer, 
WsDocRelayer, JxtaRelayer, Surrogator, 
Cataloger, 

Logger, Notifier, 
Monitor, Persister

Command (IS) Native PlatformsC0

SPV (V4)

CPV (V1)

SOS Shell
& Service
Providers:

OPV (V2)

SNV (V3)

Fig. 4.5 The SORCER layered architecture, where C0–C5 (carrier)—the metaprocessor with its
service cloud at C4 and C3, platform cloud at C2 and C1, M (management)—SOS, D (domain)—
service requestors; where PV and OV stands for provider and object virtualization respectively
with the prefix S for service, O for object, and C for command
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the collaboration. The signatures are dynamically bound to corresponding service
providers—members of the exerted collaboration.

The exerted members in the federation collaborate transparently according to
their control strategy managed by the SOS. The SOS invocation model is based on
the Triple Command Pattern [19] that defines the FMI.

Var-Oriented Programming (VOP) is a programming paradigm using service
variables called vars—data structures defined by the triplet (fidelity) <evaluator,
getter, setter> together with a var composition of evaluator’s dependent variables—
to design service-oriented programs and models. It is based on dataflow principles
that changing the value of a var should automatically force recalculation of the
values of vars that depend on its value. VOP promotes values defined by evaluators/
getters/setters to become the main concept behind any processing. Getters play the
role of filters and setters of vars persist values of their vars. Each var might have
multiple fidelities selected dynamically during modeling/simulation analyses.

VOM is a modeling paradigm using vars in a specific way to define heteroge-
neous service federations of var-oriented models, in particular large-scale multi-
disciplinary analysis (MDA) models including response, parametric, and
optimization models [39, 40]. The programming style of VOM is declarative.
Models describe the desired results of the program without explicitly listing com-
mand or steps that need to be carried out to achieve the results. VOM focuses on
how vars connect, unlike imperative programming, which focuses on how evalu-
ators calculate. VOM represents models as a series of interdependent var connec-
tions, with the evaluators/getters/setters between these connections being of
secondary importance.

The SORCER service requestors (D layer in Fig. 4.5) are expressed in three
concrete programming syntaxes: the SORCER Java API [27], the functional
composition form (EOL and VML) [25], and the graphical form [41]. The con-
vergence of VML, and EOL into a service-oriented process expression is described
in details in [25].

An Exertion is actualized by calling its exert operation. The SORCER FMI
defines the following three related operations:

1. Exertion#exert(Transaction):Exertion—join the federation; the
activated exertion binds to the available provider specified by the exertion’s
PROCESS signature;

2. Servicer#service(Exertion, Transaction):Exertion—request-
ing the service federation initiated at runtime by the bounding provider from (1)
above; and

3. Exerter#exert(Exertion, Transaction):Exertion—invoked by
all providers in the federation from (2) for their own component exertions. Each
component exertion of the parent exertion from (1) is processed as in (2) above.

The above Triple Command Pattern [19] defines three key SORCER interfaces:
Exertion (metaprogram), Service (S2S provider), and Exerter (domain-
specific service provider specified by the exertion signature).
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This approach allows for the S2S environment [38] via the Service interface,
extensive modularization of Exertions and Exerters, and extensibility from the triple
design pattern so requestors can submit onto the network any EO program they
want with or without transactional semantics. The Triple Command pattern is used
as follows:

1. An exertion is actualized by calling Exertion#exert(). The exert opera-
tion implemented in ServiceExertion uses ServiceAccessor to locate
in runtime the provider matching the exertion’s PROCESS signature.

2. If the matching provider is found, then on its access proxy the Service#
service(Exertion) method is invoked.

3. When the requestor is authenticated and authorized by the provider to invoke the
method defined by the exertion’s PROCESS signature, then the provider calls its
own exert operation: Exerter#exert(Exertion).

4. Exerter#exert(Exertion) operation is implemented by ServiceT-
asker, ServiceJobber, ServiceSpacer, and ServiceConcate-
nator. The ServiceTasker calls by the reflection the domain-specific
operation given in the PROCESS signature of its argument exertion. All oper-
ations of provider’s service type have a single argument: a Context type
parameter and a Context type return value. Each service type is a Java
interface implemented by the domain-specific service provider [15]. Tasker,
Concatenator, Jobber, and Spacer are rendezvous system services of the SOS.
They manage dynamic service federations (batch, block, workflow) of service
providers in the network [24].

4.4.3 SORCER Grid Platform: SGrid

To use legacy applications, SORCER supports a traditional approach to grid
computing similar to those found in Condor [29] and Globus [18]. The SORCER-
based incarnation is called SORCER grid or in short SGrid. Here, instead of
exertions being executed by services providing business logic for collaborating
exertions, the business logic comes from the service requestor’s executable codes
that seek compute resources in the network.

The SGrid services in the SORCER environment include Griders accepting
exertions and collaborating with Jobbers, Spacers, and Concatenators as SGrid
schedulers. Caller and Methoder service providers are used for task execution
received from Concatenators, Jobbers, or pulled up from exertion space via Spacers.
Callers execute provided codes via a system call as described by the standardized
Caller’s service context of the submitted task. Methoders download required Java
code (task method) from requestors to process a submitted data context with the
downloadable code specified in the requestor’s exertion signature. In either case,
the business logic comes from requestors; it is executable code specified directly or
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indirectly in the service context used by Callers, or mobile Java code executed by
Methoders that is annotated by exertion signatures.

The SGrid with Methoders was used to deploy an algorithm called Basic Local
Alignment Search Tool (BLAST) [42] to compare newly discovered, unknown
DNA and protein sequences against a large database with more than three gigabytes
of known sequences [43]. BLAST (C++ code) searches the database for sequences
that are identical or similar to the unknown sequence. This process enables sci-
entists to make inferences about the function of the unknown sequence based on
what is understood about the similar sequences found in the database. Many pro-
jects at the USDA–ARS Research Unit, for example, involve as many as 10,000
unknown sequences, each of which must be analyzed via the BLAST algorithm. A
project involving 10,000 unknown sequences requires about three weeks to com-
plete on a single desktop computer. The S-BLAST implemented in SORCER [43],
a federated form of the BLAST algorithm, reduces the amount of time required to
perform searches for large sets of unknown sequences to less than one day.
S-BLAST is comprised of BlastProvider (with the attached BLAST Service UI),
Jobbers, Spacers, and Methoders. Methoders in S-BLAST download Java code (to
execute a task operation) that initializes a required database before making a system
call on the BLAST code. Armed with the S-BLAST’s SGrid and seventeen com-
modity computers, projects that previously took three weeks to complete can now
be finished in less than one day.

4.4.4 SORCER Intergrid Platform: IGrid

In Sects. 4.4.2 and 4.4.3 two complementary platforms: SORCER and SGrid are
described respectively. As shown in Fig. 4.6 a hybrid of three types of platforms is
feasible to create intergrid (iGrid) applications that take advantage of both SOR-
CER and SGrid platforms, and SPO-Platform synergistically. Legacy applications
can be reused directly in SGrid or any MM-Platform and new complex, for example
concurrent engineering, applications [44, 45] can be defined in SORCER.

Relayers are SORCER gateway providers that transform exertions to native
representations and vice versa. The following exertion gateways have been
developed: JxtaRelayer for JXTA and WsRpcRelayer and WsDocRelayer for for
RPC and document style Web services, respectively. Relayers exhibit native and
SORCER Grid behavior by implementing dual protocols. For example a JxtaRe-
layer (1) in Fig. 4.6 is at the same time a Service (1-) and a JXTA peer (1-)
implementing JXTA interfaces. Therefore it shows up also in SORCER Grid and in
the JXTA Grid as well. Native Grid providers can play the SORCER role (as
SORCER wrappers), thus are available in the iGrid along with SORCER providers.
For example, a JXTA peer 4- implements the Service interface, so shows up in
the JXTA iGrid as provider 4. Also, native Grid providers via corresponding
relayers can access iGrid services (bottom-up) Thus, the iGrid is a projection of
Services onto meta-compute and compute Grids.
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The iGrid-integrating model is illustrated in Fig. 4.6, where horizontal native
technology grids (bottom) are seamlessly integrated with horizontal SORCER
metacopute Grids (top) via the SOS services in Sorcer Grid (middle). Through the
use of open standards-based communication—Jini, Web Services, Globus/OGSA,
and Java interoperability—iGrid leverages the federated SOOA with its inherent
neutrality of provider’s protocol, location, and implementation along with the
flexibility of EO mogramming and meta-compute federated OS.

4.5 A Case Study of an Efficient Supersonic Air Vehicle

The AFRL’s Multidisciplinary Science and Technology Center (MSTC) is inves-
tigating conceptual design processes and computing frameworks that could sig-
nificantly impact the design of the next generation of efficient supersonic air vehicle
(ESAV). To make the technological advancements required of a new ESAV, the
conceptual design process must accommodate both low- and high-fidelity trans-
disciplinary engineering analyses. These analyses may be coupled and computa-
tionally expensive, which poses a challenge since a large number of configurations
must be analyzed. In light of these observations, the ESAV design process was
implemented using the SOS to combine propulsion, structures, aerodynamics,
performance, and aero-elasticity in a MDA [40, 46]. The SORCER platform pro-
vides MDA automation and flexible service-oriented integration to distributed
computing resources necessary to achieve the volume of analyses required for
conceptual design.

JXTA Grid
OGSA Grid

OGSA iGrid
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Native Provider
SORCER iGrid (top)
SORCER Service-Object Grid (middle)
Native Grids (bottom)

Service Requestor
Service Relayer
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Fig. 4.6 Integrating and wrapping native Grids with SORCER Grids (Group A and Group B).
Two requestors, one in JXTA iGrid, one in OGSA iGrid submits exertion to a corresponding
relayer. Two federations are formed that include providers from the two horizontal layers below
the iGrid layer (as indicated by continuous and dashed links)

90 M. Sobolewski



While most service systems are based on the SPOA the SORCER platform
utilizes the SOOA architecture. That makes SORCER exhibiting the following
unique features with respect to existing grid and cloud systems:

1. Smart proxying for balancing business logic execution between a service
requestor and provider with fat proxying for running the provider’s code
completely at the requestor side;

2. A self-healing runtime environment using network discover/join protocols for
dynamic lookup services;

3. Location/implementation neutrality, but most importantly wire protocol neu-
trality and transport protocol selection at service deployment (transport
endpoints);

4. The front-end mogramming with the capability of both back and frontend
service provider development;

5. Unification of SO procedural (EOP) with SO functional composition (par-
oriented and var-oriented-modeling);

6. Ease of parallelization with self-balancing exertion space computing and
transactional semantics;

7. Front-end choice of PUSH or PULL execution of nested exertions;
8. Front-end (on-demand) autonomic service provider provisioning/

unprovisioning;
9. Context awareness of the service-oriented computing with interoperability

across service federations; and
10. Code mobility across service federations—dynamic behavioral transfer

between requestors and providers.

The MDA is a blend of conceptual and preliminary design methods from pro-
pulsion, structures, aerodynamics, performance, and aero-elasticity disciplines. The
process begins by parametrically generating discretized geometry suitable for
several different analyses at varying fidelities. The geometry is used as input to
compute several figures of merit of the aircraft, which include the aircraft drag
polars, design mass, range, and aero-elastic performance. The different responses
are evaluated for several flight conditions and maneuvers. These responses are then
used to construct the objective and constraints of the multidisciplinary optimization
(MDO) problem.

MDO generally requires a large number of MDAs be performed. This significant
computational burden is addressed by using the SORCER platform. The SO and
network-centric approach of SORCER enables the use of heterogeneous computing
resources, including a variety of operating systems, hardware, and software. Spe-
cifically, the ESAV studies performed herein use SORCER in conjunction with a
mix of Linux-based cluster computers, desktop Linux-based PCs, Windows PCs,
and Macintosh PCs. The ability of SORCER to leverage these resources is sig-
nificant to MDO applications in two ways: (1) it supports platform-specific exe-
cutable codes that may be required by an MDA; and (2) it enables a variety of
computing resources to be used as one entity (including stand-alone PCs, com-
puting clusters, and high-performance computing facilities). The main requirements
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for using a computational resource in SORCER are network connectivity and Java
platform compatibility. SORCER also supports load balancing across computa-
tional resources using space computing, making the evaluation of MDO objective
and constraint functions in parallel a simple and a dynamically scalable process.

SOS Spacer providers enable different processes on different computers to
communicate asynchronously with transactional semantics in a reliable manner
[38]. Using Spacer services, SOS implements a self-load balancing app cloud (see
Fig. 4.4) that can dynamically grow and shrink during the course of an optimization
study, see an ESAV example Fig. 4.6-left. Various service providers or multiple
instances of the same multifunctional (implementing multiple services types) ser-
vice provider can be configured for parallelization in deployment/provisioning
accordingly to compute power of their hosting environment (laptop, workstation,
cluster, and supercomputer).

An exertion space or “space” is exertion storage in the network that is managed
by the SOS. The space provides a type of shared memory where requestors can put
exertions they wish to be processed by service providers. Service providers, in turn,
continuously lookup up exertions in their space (also SOS service) to be processed.
If a service provider sees a task it can operate on in its space, and the task has not
been processed yet, the provider takes the task (removes it) from the space. The
provider then performs the requested service and returns the task to the space as
completed. Once the task has been returned to the space, SOS Spacer that initially
wrote the task to the space detects the completed task then takes the task from the
space and returns it to the submitting service requestor. Pars and vars are frequent
SORCER requestors with their invokers and evaluators as space exertions. This
way par-oriented and var-oriented models access various applications, tools, and
utilities as ubiquities dynamic services in the network as illustrated in Fig. 4.7.

The ESAV service providers are used with an external optimization program as
the SORCER requestor (Matlab Client, Fig. 4.7) to optimize an ESAV for range.
The optimized design has a higher aspect ratio than the baseline design. The
received results provide a degree of validation of the optimization code imple-
mentation, the SORCER ESAV parametric model, the SORCER providers, and the
SOS [46].

The use of the space computing proved reliable and efficient. It was a
straightforward process to add computers to the SORCER service Cloud as needed
during the course of the two optimization studies. This flexibility proved valuable
as the number of computers available varied from day-to-day. Parallelization of var-
responses in parametric models with exertion space coordination resulted in sig-
nificant savings. In this case it reduced the computational time to perform the
optimization from 24 h to proximately 2 h [47]. The reduction is achieved mainly
by the parallelization of SORCER parametric models for each parametric response
(a vector of var values) and parallelization of var exertion evaluators (for each
vector) executed using exertion space as illustrated in Fig. 4.7.
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4.6 Conclusions and Outlook

To work effectively in large, distributed environments, concurrent engineering
teams need a service-oriented programming methodology along with the common
design process, domain-independent representations of designs, and general criteria
for decision making. Distributed MDA and optimization are essential for decision
making in engineering design that provide a foundation for service oriented con-
current engineering [44, 45].

As we move from the problems of the information era to more complex prob-
lems of the molecular era, it is becoming evident that new programming languages
are required. These languages should reflect the complexity of meta-computing
problems we are facing already in the molecular era, for example, concurrent
engineering processes of collaborative design by hundreds or thousands of people
working together and using thousands of programs written already in software
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Fig. 4.7 SORCER provides exertion space for a flexible, dynamic space computing for ESAV
optimization studies. Exertions of variables in the parametric model are written into the space
when variable values are needed. The exertions from the space are read and processed by
engineering air vehicle service providers that return the results into the apace to be collected by the
model for the requestor’s optimization program
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languages that are located around the globe. The cross-disciplinary design of an
aircraft engine or even a whole air vehicle requires dynamic large-scale cross-
disciplinary meta-computing systems (see Fig. 4.8).

The EOP introduces the new abstraction of service-oriented programming with
service providers and exertions instead of object-oriented conventional objects and
messages. An exertion not only encapsulates signatures, data context, and control
strategy, it encapsulates the matching federation of service providers as well. From
the meta-computing platform point of view, exertions are entities considered at the
programming level, service interactions at the operating system level, and federa-
tions at the processor level. Thus, exertions are process expressions that define
service collaborations. The SOS manages the collaborations as FMI interactions on
its virtual processor—the dynamically formed service federations.

Service providers can be easily deployed in SORCER by injecting implemen-
tation (executable code) of domain-specific interfaces into the FMI framework. The
providers register proxies, including smart proxies, via dependency injection
defined during their deployment. Executing the exertion, by sending it onto the
network, means forming a required federation from currently available or provi-
sioned service providers at runtime. Service providers in the federation work on
service contexts of all component exertions collaboratively as specified by the
control strategies of the corresponding component exertions.

The FMI framework defines federated SOA and allows for the P2P computing
via the Service interface, extensive modularization of Exertions and Exerters,
and extensibility from the Triple Command design pattern. The presented EOP
methodology with the SOS, its federated file system (SILENUS/FICUS), and

Data
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SO Mogram

TransdisciplinaryInterdisciplinary Multidisciplinary

ScriptCommand
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Fig. 4.8 By providing easy-to-use, self-discovering services representing domain knowledge
(data), tools (operations), and related technologies (control) with exertion-oriented and var-
modeling (mogramming) methodology, the SORCER environment reduces integration and
deployment costs, facilitate productivity, increases research collaboration, and advances the
development and acceptance of secure and fault tolerant cross-disciplinary concurrent engineering
solutions
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resource management framework (SERVME) has been successfully deployed and
tested in multiple concurrent engineering and large-scale distributed applications
[31, 32, 34–37, 46–51].

The presented description of the exertion-oriented methodology can be finalized
as follows:

1. Thinking more explicitly about programming languages (DSL languages for
humans as VML and EOL) instead of software languages (languages for
computers) may be our best tool for dealing with real world complexity.

2. Understanding the principles that run across process expressions and appreci-
ating which language features and related computing platforms are best suited
for which type of process, bring these process expressions to useful life, e.g.,
seamless federations of tools, applications, and utilities in concurrent engi-
neering processes.

3. No matter how complex and polished the individual process operations are, it is
often the quality of the operating system that determines the power of the
computing system. Note that the SOS is the service-oriented operating systems
for exertion-oriented mogramming or generic middleware for SGrid and iGrid.

4. It provides unified programming and modeling environment. Procedural service-
oriented programming enables bottom up problem solving and VOM enables
top-down problem solving [39, 40] depicted in Fig. 4.9.

The presented description suggests that mixing both a process expression
and implementation components (service providers) within a single computing
platform and with the same programming language for both introduces inefficien-
cies and complexity of large transdisciplinary computing systems beyond human
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Fig. 4.9 Managing transdisciplinary complexity with convergence of top-down service-oriented
modeling and bottom-up service-oriented programming (right exertions in models as exertion
evaluators and models as service providers in exertions)
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comprehension. The proposed solution is to use the DCM and MCM architectures
for implementation of transdisciplinary systems with the service-object oriented
platform for coherent management of various heterogeneous component computing
platforms.

Complex adaptive designs involve hundreds of low-level designs and simula-
tions with thousands of programs written already in software languages (languages
to create executable codes that are dislocated around the globe and have to be
integrated into meta-applications written in DSL expressing problem to be solved
by humans for human beings.

DSLs are for humans, intended to express specific complex problems, related
processes, and corresponding solutions. In SORCER two basic programming lan-
guages for transdisciplinary computing are EOL and VML. These languages are
interpreted by the SOS shell as service-oriented commands. The concept of the
evaluator/getter/setter triplet in modeling provides the uniform service-orientation
for all computing and meta-computing needs with various engineering applications,
tools, and utilities.

The SORCER platform with three layers of converged programming: exertion-
oriented (for service collaborations), and VOM (multidisciplinary var-oriented
models with multi-fidelity compositions) has been successfully deployed and tested
for the SO space exploration and parametric and optimization mogramming in
recent application at AFRL/WPAFB [46, 47, 49, 51–53].
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Chapter 5
Requirements Engineering

Stefan Wiesner, Margherita Peruzzini, Jannicke Baalsrud Hauge
and Klaus-Dieter Thoben

Abstract Requirements engineering (RE) is the key to success or failure of every
product, service or system development project, understanding the development
results as the implementation of the specific set of requirements. A good require-
ments definition is thus the prerequisite for high-quality solutions and reduces the
cost of change, both of prototypes and production tools, and ultimately the warranty
costs. However, RE for system development is more and more challenged by two
interrelated trends: the increasing complexity of systems and the responsibility of
the provider for the whole system life cycle. Thus, from a systems engineering point
of view, RE has to define requirements for a rising amount of tangible and intan-
gible components from a growing number of different stakeholders. Additionally,
RE has to take into account requirements from every stage of the system life cycle
and feed the results back to the development process. Many organizations are still
missing effective practices and a documented RE process to tackle the upcoming
challenges in systems engineering. This chapter aims at giving an overview on the
RE context and challenges for systems engineering and subsequently describes the
state-of-the-art for structuring and processing requirements. Furthermore, two case
studies illustrate the current situation and methods for resolution in industry and

S. Wiesner (&) � J.B. Hauge � K.-D. Thoben
BIBA - Bremer Institut für Produktion und Logistik GmbH at the University
of Bremen, Hochschulring 20, 28359 Bremen, Germany
e-mail: wie@biba.uni-bremen.de

J.B. Hauge
e-mail: baa@biba.uni-bremen.de

K.-D. Thoben
e-mail: tho@biba.uni-bremen.de

M. Peruzzini
Indesit Company S.p.A, Viale A. Merloni 47, 60044 Fabriano AN, Italy
e-mail: margherita.peruzzini@consultants.indesit.com; m.peruzzini@univpm.it

M. Peruzzini
Department of Industrial Engineering and Mathematical Sciences,
Università Politecnica delle Marche, via Brecce Bianche 12, 60131 Ancona, Italy

© Springer International Publishing Switzerland 2015
J. Stjepandić et al. (eds.), Concurrent Engineering in the 21st Century,
DOI 10.1007/978-3-319-13776-6_5

103



show how the identified challenges can be met by IT support. Finally, future trends
and needs for RE research and its further integration with concurrent engineering
and life cycle management approaches are outlined.

Keywords Requirements engineering � Systems engineering � Life cycle
management

5.1 Introduction

Nowadays, the field of systems engineering is influenced by rapid technological
change and ever growing competition. In order to be the first to react on market
trends, methodologies like concurrent engineering (CE) have been introduced to
shorten development cycles and reduce “time to market” [1, 2]. However, just being
fast is not sufficient; additionally the system has to be both appropriate and cost
effective [3]. Customers demand integrated solutions and services, covering the
whole system life cycle, from ideation to decommission. The required competencies
for system development and support in other life cycle phases are included through
collaboration with partners from different domains [4]. This increases both the
number of stakeholders involved in systems engineering and the complexity of the
system itself. Consequently, understanding what the customer and the other affected
stakeholders expect from the system, i.e. their underlying needs, and linking
information from all phases of the life cycle to the development process is a
prerequisite for successful systems engineering [5–7].

Requirements define the needs of organizations, groups or people along with
their surroundings and describe what a solution must offer in order to satisfy those
needs. Their formulation, documentation and maintenance are the main objectives
of requirements engineering (RE). It describes “a process, in which the needs of one
or many stakeholders and their environment are determined to find the solution for
a specific problem” [8]. Inadequate RE is one of the main sources for the failure of
development projects and culminates in exceeding budgets, missing functionalities
or even the abortion of the project [9]. However, the importance of RE is often
underrated, leading to errors in the requirements specification. Requirements on
requirements, like completeness, consistency, verifiability etc., are disregarded.
Errors in requirements specification are regularly only discovered in later devel-
opment phases. The later they are discovered, the higher the costs of correcting the
errors [10].

This chapter aims at giving an overview of the current state-of-the-art in RE
research and application in industry, as well as providing an outlook on future
research perspectives in connection with concurrent systems engineering and life
cycle management. Therefore, Sect. 5.2 describes the systems engineering context
in which RE is applied and identifies challenges related to the growing complexity
of systems and life cycle responsibility. Different levels in systems engineering use
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different types of requirements, for which Sect. 5.3 presents a generic structure
along with detailed definitions. Section 5.4 shows how the different types of
requirements are identified, specified and validated during the RE process, while
supporting IT tools for RE are discussed in Sect. 5.5. Two case studies illustrating
the current application of RE methodologies and tools in different industries are
presented in Sect. 5.6. Based on the findings from theory and practice, Sect. 5.7
finally summarizes the results and gives an outlook on future RE perspectives with
regards to the identified gaps and challenges.

5.2 Context and Challenges of Requirements Engineering

This section outlines the background of RE as a discipline and highlights its
growing importance and interrelationships with systems engineering and the system
life cycle. Furthermore, it discusses the current challenges for RE and relates it to
other relevant research topics.

Every development project is based on requirements that define what the tar-
geted beneficiaries expect as a result. They are needed for planning the development
process, assessing the impact of changes and testing the acceptance of the outcomes
[11]. Consequently, the RE process starts at the beginning of each development
project. Traditional development approaches that originate from the manufacturing
domain often see RE as a discrete development phase with the objective of creating
the requirements specification. With the emergence of software development, this
sequential approach was adapted as the only available formalized methodology, e.g.
as being described in the waterfall model [12]. The requirements elicited for the
project are documented in a requirements specification. This document serves as
reference for the subsequent development activities, as shown in Fig. 5.1.

However, the traditional view of RE as a discrete phase in the beginning of a
development project incorporates a number of substantial disadvantages. If RE is
only conducted for a limited period of time, change requests occurring during later
development phases are not considered in the requirements specification, leading to
an unclear documentation of which parts of the original specification are really
implemented at the end. The requirements are engineered for each development
project separately. Consequently, they cannot be re-used in other projects, even if
the same at the end, which is costly and time consuming [13]. In addition, since the
requirements specification might not be congruent with the final implementation, it
is difficult to reuse it for change management and testing. This has, among other
things, an effect on the development time. First approaches to quantify the stability
of requirements based on Function Point Modeling and regression analysis have
been developed and applied in practice [14, 15]. Furthermore, focusing only on the
current development can lead to ignoring information that is not relevant for this
project. However, the information ignored can be important for other development
projects. Thus, conducting RE as a discrete phase, like in the waterfall model, is
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only suitable for stable development projects with unchanging requirements, such
as simple products, where risks and problems can be anticipated.

In contrast, systems engineering deals with the development of complex solu-
tions, consisting of a large number of components whose interactions shall produce
a desired result [16]. Accordingly, RE for systems is facing a number of additional
challenges, which cannot be addressed in a single development phase. In traditional
RE scenarios for simple products, the stakeholders are generally aware of their
needs. Often, a specific functionality is requested and the product is developed on
the basis of formalized requirements by a single enterprise. However, a system is
often expected to solve a particular customer problem without prescribing a specific
functionality. Cross-linking with other systems and integration into the environment
increases the complexity of the system development. In addition, innovative
properties of a system are nowadays predominantly realized or even only possible
through the integration of software and services. This leads to the situation that
stakeholders do not really know what is needed to solve their problem. Sometimes
the problem itself cannot even be described in detail [17].

Another challenge is the temporary collaboration of different stakeholders in
systems engineering. Besides the customer and user of the system, actors like the
project manager, product designers, software developers, service engineers, mar-
keting experts, suppliers, quality assurance and many more have to be involved.
This induces a change in RE from a quasi-stable and simple environment to a more
complex and dynamic variation. The stakeholder milieu grows in size as well as in
complexity, leading to various factors to be considered [18]. Not all stakeholders
will be based in the same location; it is possible that some of the stakeholders are
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Fig. 5.1 Requirements engineering in the waterfall model
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globally distributed. This makes collaboration during RE much more difficult, as
personal meetings are much harder to arrange. Conflicts and interdependencies have
to be assessed for a larger number of requirements. Information exchange between
the stakeholders is the key success factor. However, without pre-defined structures,
formats and interfaces communication might be chaotic and lead to information loss
and delays [19].

Competition also demands for faster implementation of customer wishes and to
have innovative solutions more quickly available on the market. Thus, development
times have to be reduced in spite of increasing system complexity, while falling
prices lead to cost pressure. Demands on system quality and its availability are
constantly growing. The system has to fulfill all agreed requirements, notwith-
standing shorter development times and high cost pressure. The challenges described
above, in combination with the growing amount of requirements for complex
systems favour errors in the RE phase, leading to risks for the development process.
A weak definition of requirements can slow down system development and induce
unnecessary costs for design changes (see Fig. 5.2). If incorrect requirements are
identified, an unsuitable system architecture and implementation can result and the
system may have missing or wrong functionalities.

The correction of errors in requirements specification discovered during system
design can be 20 times more expensive than during RE. Errors discovered during
testing can be even 100 times as costly to correct [10]. It is therefore important to
discover and correct erroneous requirements as early as possible in the development
process.

Consequently, systems engineering has to involve RE more and more as an
independent activity not restricted to a specific development phase or project. This
would enable a systematic learning process for involved stakeholders as well as the
exchange of requirements along the development process and with similar projects.
Feedback from the single development projects might constantly be integrated into
a knowledge and requirements base that can be used for future development pro-
jects as well. Requirements for a new system could be compiled from the currently
known requirements, avoiding repeating requirements analyses and thus decreasing

Costs for Changing 
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Design Decisions

[%]

Requirements
Engineering

t

System Design System 
Implementation

System 
Testing

System 
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Fig. 5.2 Cost for changing requirements versus freedom for design decisions
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the time needed for the development of a system and also improve the quality of the
requirement analysis [9]. However, continuous RE requires the establishment of an
RE team, being responsible for the development, management and update of the
requirements. The team has to have a clear responsibility and all stakeholders
require defined contact points for all RE activities. Thus there would be increased
need for coordination between the development activities and possibly higher costs
for RE [20].

Therefore, in concordance with the principles of CE, RE continues along the
development process of a system and secures a consistent and traceable elicitation
and management of requirements. There is an ongoing interaction between RE and
the development phases in systems engineering, as can be shown with the V-Model
in Fig. 5.3.

The term “V-Model” describes a family of models used to illustrate the software
or system development process and its main steps [21]. Figure 5.3 shows the
activities performed during the individual phases of system development in separate
layers. On the left side of the “V”, stakeholder requirements are collected and
decomposed into system requirements, from which the architectural design of the
system is derived. After system implementation, the development results have to be
tested against the original specification, which is done during the activities on the
right side of the “V”. Integration testing qualifies the correctness of the architectural
design, while the system test verifies the compliance of the whole system to the
technical specification. Finally, an acceptance test validates that the system really
meets the needs of the stakeholders [11]. All these activities are related to RE and
the following section explains the role of the different types of requirements in the
layers of the V-Model in more detail.
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Fig. 5.3 Requirements engineering in the V-Model, according to [11]
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5.3 Requirements

In general, a requirement is a need for a physical attribute or functionality of a
solution [20]. It describes the capabilities or characteristics a product or service has
to provide in order to deal with a specific problem. Based on this fundamental
description, a prominent definition of a requirement in literature is presented below.

5.3.1 Definition

The Institute of Electrical and Electronics Engineers (IEEE) gives an elaborated
definition for requirements [22]:

1. A condition or capability needed by a user (person or system) to solve a
problem or achieve a goal

2. A condition or capability, which has to be provided by a system or part of a
system, to fulfill a contract, a standard, a specification or any other formal
documents

3. A documented representation of a condition or capability, as in 1 or 2
referenced

Following the IEEE definition above, requirements only describe the conditions
or capabilities of the solution (the what), but not the approach how they will be
provided (the how). Thus, the requirement and the form of the solution should be
considered separated although obviously interlinked. Furthermore, there is a dif-
ferentiation between requirement and documented requirement. In addition to the
capturing, the documentation of requirements is one of the main challenges of RE,
giving this differentiation a high importance [23].

5.3.2 Types and Structure

As indicated by the definition above, requirements can be related to capabilities
needed by certain stakeholders, or capabilities that have to be provided by a system.
Therefore, requirements in the system development process can be assigned to two
distinguished areas: the problem domain and the solution domain, as shown in
Fig. 5.4. The problem domain includes the needs and business goals for system
development and their formulation into stakeholder requirements, without pres-
electing any specific solution characteristics. The solution domain contains the
system requirements describing the targeted functionalities of the solution and
subsequently the architectural design, which specifies how the solution will meet
the system requirements [11].
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Thus, requirements are transformed into different types and structured into dif-
ferent groups along the development process. Depending on the specific viewpoint,
different layers of requirements can be distinguished. A widely accepted classifi-
cation is given in Fig. 5.4. Prominent distinctions, which can be found both in
literature and practical usage, are business requirements and stakeholder require-
ments for the problem domain and high-level/low-level system, constraint and
architectural requirements for the solution domain [24, 25].

5.3.2.1 Business Requirements

Every development project has to be aligned with the business context in which the
resulting system will be implemented. This context and the constraints imposed by
it are described by business requirements. They are derived from the business goals
or objectives of the organization, which interpret the underlying business vision.
Methods for documentation of business requirements can be business process
model and notation (BPMN) or data flow diagrams, showing the difference between
“as-is” and “to-be” business processes [26]. The extent to which a system supports
the business requirements and facilitates an organization in achieving its goals is a
key success factor. Therefore it is important to also identify all stakeholders con-
nected to the system and document their requirements [27].
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Fig. 5.4 Types of requirements
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5.3.2.2 Stakeholder Requirements

After having identified the general business requirements for system development,
it is essential to determine the expectations that people or organizations have
towards the abilities of the intended system. These expectations are formalized in
stakeholder requirements. Stakeholders are all persons and institutions involved in
the development, construction and the use of the system. Pohl states [20]:

A Stakeholder of a system is a person or organization, who has a potential interest on the
future system and therefore normally makes demands on the system. In doing so, one
person can represent the interest of several persons or organizations, that means one person
can assume more than one role.

Stakeholder involvement can be direct, like from the users of the intended system,
or indirect, like from the investors financing the development.

An important and difficult step in system development is determining what the
stakeholders actually expect from the system. It is a challenge for RE to identify and
document previously unknown requirements for system development. This is often
because stakeholders cannot communicate the entirety of their needs. In addition,
the information they provide may also be incomplete, inaccurate and self-con-
flicting. The responsibility of completely understanding the stakeholder needs thus
falls on system developers. However, considering the complexity of modern sys-
tems and the volatile environment they often operate in, some requirements are not
only unknown, but possibly unknowable due to rapid changes or limited access to
information [28]. Some requirements become only apparent when the system
evolves and must be incorporated later. In general, stakeholder requirements are
derived from the statements of need, using various methods like use scenarios, and
are often stated in non-technical terms normally not adequate for design purposes.
However, they do provide the measures of effectiveness by which delivered end
products will be judged by that stakeholder. Thus, stakeholders are “the actual
information providers for aims, requirements and boundary conditions, whose
management is a factor of success for the satisfaction of the customer needs” [24].
Stakeholder requirements conclude the description of the problem domain towards
what the system is expected to do and need to be translated into technical
requirements appropriate for system development [29].

5.3.2.3 System Requirements

Once the problem domain has been described, it is necessary to state how the to-be
system will address the stakeholder requirements, without limiting the development
to any specific design at the beginning. Therefore, the first step in the solution
domain is to describe the targeted system behavior in terms of conditions or
capabilities of the envisaged solution. This can be done through developing system
models describing functionality and then documenting system requirements that
capture the vision of the customer in technical terms, enable the definition of the
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scope of the system and allow estimating the cost and schedule required to build the
system. The typical number of requirements for a large system is in the order of
50–200 system-level requirements [30]. These requirements are used to verify the
system after development and can be grouped into functional and non-functional
requirements.

Functional Requirements

The functionalities that are expected from a solution, i.e. the useful capabilities
provided by the system, are described by functional requirements. They specify:
(1) the necessary task, action, or activity that must be accomplished, or (2) what the
system or one of its components must do [30]. Functional requirements are
sometimes called behavioral or operational requirements, because they describe the
inputs (stimuli) to the system, the outputs (responses) from the system, as well as
the behavioral relationships between them [31]. The document used to communi-
cate the requirements to customers, system, and software engineers is referred to as
a functional specification.

Non-functional Requirements

Non-functional requirements define how well the functional requirements must
perform by describing the characteristics of the system independently of its func-
tional goals. Thus, they are also called quality attributes, and comprise aspects like
usability, likability, performance, reliability or safety; e.g. the time required to
execute a function can be a non-functional requirement [32]. During RE, non-
functional requirements will be interactively developed across all identified func-
tions based on system’s life cycle factors; and characterized in terms of the degree
of certainty in their estimate, the degree of criticality to system success, and their
relationship to other requirements [30].

Derived Requirements

The nature of a system is the composition of elements on different levels that work
together to produce a desired result. The system is the highest level and can be
divided into subsystems that provide distinct functionalities. The subsystems are
made up of tangible and intangible components. Therefore, the requirements on
system level have to be refined to derive lower level requirements describing the
functionality for subsystems and components of the system [11]. For subsystems,
this includes the necessary interfaces to the system level, while components can be
seen as an implementation of subsystem’s requirements.

A derived requirement is thus either a requirement that is further refined from a
higher-level derived requirement or a requirement that results from choosing a
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specific implementation for a system element [33]. If the system architecture is
roughly known in advance, low-level requirements can sometimes be directly
derived from stakeholder requirements.

5.3.2.4 Architectural Design

The second layer in the solution domain is the description of the architectural
design of a system. It identifies the different system elements and shows how they
work together through their relationships to meet the system requirements [34]. In
the case of complex systems, this can be the interaction between product and
services, or between software and hardware. Thus, a difficult challenge in system
development is finding and defining interface requirements. Interface requirements
analysis identifies physical and functional relationships among system elements and
between system elements and the system environment.

5.3.2.5 Constraints

Constraints do not directly describe required functionalities of a system, but state
conditions for their implementation. They can address the system design, realization
and application and have to be analyzed for cost, benefit and impact. Constraints
expressed by stakeholders should already be addressed in the system requirements.
Design constraints limit the alternative architectures, which can be envisaged to
satisfy the system requirements. The system will have to comply with constraints
such as the use of a specific platform (hardware/software) or development cost and
time [5]. Constraints originating from the setting in which the system will be used
includes regulations and standards or labeling requirements and requires proof of
compliance—for example, through conformity assessment, including certification.
However, if the number of constraints is too high, it can make the development of a
system impossible [30].

5.4 Requirements Processing

As explained in Sect. 5.2 and illustrated in the V-Model (see Fig. 5.3), RE cannot
be seen as an activity that is conducted prior to system development. Especially
when using approaches like CE, incremental development or prototyping,
requirements can change during the whole development process and even in later
life cycle phases [35]. Thus, in every stage of the development process, the inter-
mediate results have to be tested against the original requirements, finally validating
the system itself. The general RE process can be divided into sequential require-
ments development activities and cross-sectional requirements management tasks,
as illustrated in Fig. 5.5.
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The following sections will describe the activities involved in discovering,
documenting and maintaining a set of requirements for the development of a system
in the RE process.

5.4.1 Requirements Development

Requirements development has the purpose to elicit, analyze, and establish stake-
holder and system requirements. It includes the identification of requirements for a
system, checking the requirements expression and conflicts, documenting the
requirements in a specification and validating the documented requirements with
the stakeholders [36]. The underlying steps of elicitation, analysis, specification and
validation are explained below.

5.4.1.1 Requirements Elicitation

The goal of requirements elicitation is to determine the relevant requirements for a
development project. They should enable the creation of a system that brings the
highest possible benefit for the goals of the stakeholders. Thus, it has to be ensured
that everyone who may be affected by a system is consulted during requirements
elicitation. It is not easy to identify all stakeholders of a system and many of the
requirements can vary or even be opposite and contradictory. After identification of
the stakeholders, various techniques can be used to capture the requirements from
the different groups involved, including scenario exploration, interviews, ques-
tionnaires and many more [17]. The nature of the requirements to be elicited may
vary from small changes to an already existing solution to unclear ideas about
solving a totally new problem. Therefore, the focus of requirements elicitation is the
improvement of precision, accuracy and variety of requirements.
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5.4.1.2 Requirements Analysis

Requirements analysis is used to evaluate and improve the quality of the elicited
requirements. A good requirement describes something that is “necessary, verifiable
and reachable” [37]. Regarding to this definition, a requirement is necessary, if the
disappearance of this requirements challenges the fulfillment of a contract or the
functionality of the solution. A requirement is verifiable, if it is clear how to test and
approve it by reading the specification. And a requirement is reachable, if it is reliable,
not in contradiction with another requirement and compatible with all restrictions.
Thus, the discovery of hidden/latent interrelations between requirements or missing
assumptions during analysis helps to remove obstacles to requirements satisfaction.
Furthermore, conformity towards characteristics like ambiguity, inconsistency or
incompleteness is assessed. Misunderstandings or questions appearing during the
analysis could become the foundation for a second round of elicitation.

5.4.1.3 Requirements Specification

Without an adequate structure in the documentation of requirements, it is not
possible to provide the developers with the information they need for creating a
complex system. A requirements specification provides a complete description of
the functionality of the system to be developed. It also includes non-functional
requirements describing constraints. The documentation will typically be structured
in a hierarchical way, providing sections and subsections for different levels of
requirements [9]. The hierarchy can be based on a modeling approach used for the
system development, e.g. usage scenarios or data flow diagrams.

5.4.1.4 Requirements Validation

In systems engineering, validation confirms that the requirements specification meets
the needs of the customer and other identified stakeholders. Requirements validation
is used to confirm the completeness and correctness of the determined requirements,
in order to ensure that the documented requirements accurately express the stake-
holder’s needs [11]. Therefore, the requirements have to consider all stated business
objectives and must be expressed clear and understandable to be able to identify any
missing requirements. Requirements validation evaluates the specification against
informally described or undocumented requirements. Therefore, the stakeholders
have to be involved in the review of the requirements during validation.

5.4.2 Requirements Management

Requirements are used to control the system development and validate the final
product, consequently RE has also a strong interdependency with management
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issues. Requirements management has the purpose to manage requirements of the
development project and system components and to ensure alignment between
those requirements and the project plan and work results. Typical cross-sectional
activities are tracing requirements along the different levels of systems engineering,
the planning, monitoring and controlling of changes and qualification of the
development results against the requirements input [36].

5.4.2.1 Requirements Traceability

During RE, it is important to understand how the different types of requirements
and the system design are connected and transformed into each other. Requirements
traceability links lower-level requirements with the higher-level requirements they
originate from, so that RE can trace each single requirement to its information
source [38]. This enables both assessing the effect of changes to upper layer
requirements (e.g. stakeholder requirements) to system development as well as to
check if every system element, subsystem or component is linked to a specific
stakeholder requirement, or if it can be removed. Finally, the link of all require-
ments to lower layers and qualification test can be analyzed. Thus, it is possible to
assure that all stakeholder requirements are met by the system and will be tested, as
well as to examine the progress of system development. Without requirements
traceability, neither the progress of RE, the impact of changing requirements or the
cost-benefit of certain requirements can be analyzed.

5.4.2.2 Change Management

It is hardly possible to avoid changing requirements when developing complex
systems. Due to an alternating environment or varying stakeholders, changes may
happen anywhere along the system life cycle and have an impact on systems
engineering [35]. Change management ensures that the modified requirements are
fed back into the development process, so that the system can further fulfill its
intended purpose [39]. The requirements specification for a system contains both
stable and volatile requirements. The volatile requirements can further be classified
into mutable requirements that will follow changes in the system environment and
emergent requirements, which emerge from a system when it is designed and
implemented [40]. In general, technological and non-functional constraints are
more volatile than high-level and functional requirements [41].

5.4.2.3 Requirements Qualification

Qualification, also termed verification in systems engineering, is the evaluation of
whether a system complies with the specified requirements or not [42]. Require-
ments qualification is conducted to confirm that the design, components and final
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system fully satisfy the documented requirements. Thus, it is a strategic procedure
along the system development process. According to the different objects targeted
by qualification, also the activities applied differ from requirement reviews, design
inspections, component tests and trials etc., to allow defects in the system to be
detected or prevented, where a defect is a departure from requirements. Qualifi-
cation has to start early, in order to avoid late design changes and rebuilds [11].

5.5 IT Support

As described above, RE aims at developing a precise and effective specification of
stakeholder and system requirements. In order to carry out the process as efficient as
possible, dedicated software tools have been developed to support requirements
development and management. These tools aim at supporting different parts of the
RE process, e.g. carried out in spatial distributed environment for complex systems.
Many of the tools are designed for a specific purpose, being proprietary and ori-
ented toward a specific environment. In a survey, Carillo et al. [43] assess and
compare the usability of various RE tools for different use cases according to the
ISO /IEC TR 24766:2009 report.

The analysis accordingly divided the tools into the following categories:
(1) elicitation, (2) analysis, (3) specification, (4) modeling, (5) verification and
validation, (6) management, (7) traceability, (8) other tool capabilities, and (9)
price. The main outcome of this survey is that only a few of the tools really support
interoperability by allowing sharing, communicating and cross-collaboration across
the tools, and also only a few supports data federation, which helps to reduce
multiple data storage and the need of transferring data from one system to another.
In the following, the concept of a requirements library, the coverage of the whole
system life cycle and the usage of a standard format for exchanging requirements
are presented as key issues for systems engineering. The functionality of IBM
DOORS is described as a current tool in the area of requirements management.

5.5.1 Library Concept

The development of complex systems relies on a large number of requirements,
which need considerable effort for elicitation and documentation. Reusing
requirements can thus save time and resources, as well as help to increase quality in
RE [44]. The associated improvement in efficiency can contribute to reduced time
to market and better system quality. In order to reuse requirements between
different development projects, a consistent structure is needed to control and
manage the requirements. Activities like finding, selecting and maintaining
requirements require high-level grouping and classification to organize the docu-
mented requirements. A requirements repository implemented in an IT tool should
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therefore feature a defined structure in the sense of a library. By grouping the
requirements in a hierarchical way, a tree structure can help to decompose system
requirements to subsystem and component requirements. This also supports to
identify missing requirements, conflicts and inconsistencies, as well as to create
testable sub-requirements [9].

5.5.2 Life Cycle Requirements

Requirements and constraints can originate from all phases in the life cycle of a
system, such as design, production and usage. However, they are often not actively
documented and thus reduce the quality of the system along its life cycle. A holistic
view is needed in order to collect all relevant requirements from each life cycle
phase. While the early phases of system development are supported by dedicated
tools for systems and RE, product data management tools support a more general
handling of the workflow and processes. CAD systems are used to visualize and
exchange geometrical data with manufacturing and assembly. However, these
systems are usually not well integrated and not interoperable [7]. Therefore, IT tools
should help to address each life cycle phase individually and make requirements
from different sources available to the developers to improve system quality and
reduce cost. For gathering and documenting life cycle requirements, the relevant
stakeholders in each life cycle phase have to be involved here.

5.5.3 ReqIF—A Standard for Requirements Exchange

In order to exchange requirements between the different stakeholders and tools in
systems engineering, a standardized format is needed. The requirements inter-
change format (ReqIF) provides an XML schema for the exchange of requirements,
along with their associated metadata and status. The ReqIF XML file has the root
element “REQ-IF”, containing information about the file itself and the enclosed
data types and requirements, e.g. in relation to a specific development project. The
requirements are stored in containers with user-defined attributes, called specifi-
cation objects (SpecObject). The data type of an attribute can e.g. be an integer
number (as used to specify the requirement ID) or a text string (as used to name the
author of the requirement), while formatted text or embedded objects like images
needed to define the requirement are included in XHMTL. The relationships
between these objects are described as “SpecRelations” with additional attributes.
Using the defined relationships, a structured representation of SpecObjects is cre-
ated in hierarchical “Specification” trees, which allow multiple references on the
same SpecObject.

ReqIF has its roots in the generic requirements interchange format RIF, defined
in 2004 by HIS, a consortium of German automotive manufacturers. In 2008, this
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format was transferred to ProSTEP iViP e.V. and further developed by a project
group responsible for international standardization. The revised version was handed
over to the Object Management Group (OMG) in 2010 as Request for Comment,
where the acronym was changed to ReqIF. The format was recognized as a standard
by OMG in 2011 and revised in 2013 to the current version 1.1 [45].

5.5.4 IBM DOORS—A Requirements Tool

A common tool for requirements management is IBM Rational dynamic object ori-
ented requirements system (DOORS). It is an object oriented requirement system
developed by Telelogic, but currently provided by IBM.DOORS supports optimizing
requirements communication, collaboration and verification [46]. It is designed as a
requirements management application applicable both within a company as well as
within the supply chain. Themain industrial areas of application are in automotive and
space and aviation.

DOORS is based on a proprietary database, is scalable and allows generation of
UML models. It supports team collaboration by providing a requirements man-
agement system with a centralized location. Requirements related to design items,
test plans, test cases and other requirements are linked to each other, and thus the
tool offers a high degree of traceability. It also offers a test environment in which
the user can manually test the requirements to different cases and finally, it also
helps to manage changes to requirements with either a simple pre-defined change
proposal system or a more thorough, customizable change control workflow with
Rational change management solutions [47].

The DOORS Next Generation also supports better collaboration and team work
in spatial distributed environments [46]. According to the assessment carried out in
the survey of Carillo de Gea et al., DOORS is also supporting the elicitation,
analysis as well as modeling sub-process of the RE, but is mainly designed for the
specification [40]. The use of a proprietary DB reduces the possibility to combine it
with the use of other tools, but on the other hand side the support of deriving UML
models supports an efficient development process.

5.6 Case Studies

This section presents two case studies demonstrating typical usage of the described
RE methodologies and tools in different domains and applications. Based upon the
cases from Indesit Company and Volkswagen [48], the requirement life cycle is
explained and it is shown how RE tools are integrated into the systems engineering
concept.
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5.6.1 Indesit Company Home Automation Case

Indesit Company is a world leader in design and production of household appli-
ances and homecare devices and it represents a traditional manufacturing firm.
Indeed, it founded its business on products so far, addressing traditional home
areas, from cooking, to washing and drying, dish care, and cooling. Indesit Com-
pany is currently organized in a traditional hierarchical structure and adopts a
product-oriented development process. Collaboration with other organizations is
focused mainly on the design and development of innovative components for new
products, such as co-design with the design and supply-chain and collaboration
with supplier to reduce production time and cost [49].

Recently Indesit Company has started looking at Product-Service concepts to
innovate its solution portfolio, create new business opportunities and enhance
sustainability [50]. It means introducing a new service-oriented approach and the
shift from product lifecycle management (PLM) to service lifecycle management
(SLM) [51]. It means to manage not simply the product but also services and the
necessary infrastructure along the value chain.

The case study focuses on the application of RE techniques to support such
innovation process within the company. Indeed, at the beginning Indesit Company
didn’t know how to move from a product-centred to a service-centred view implied
in shifting from production, management and sales of washing machines (WM) or
fridges towards a set of services connected with product use. In order to face such a
challenge, Indesit Company applied a structured methodology combining some RE
techniques with functional analysis to explicate the requirements of creating new
service-product solutions. In particular, the business use case (BUC) analysis was
adopted to provide clear and easy-to-read models to conceive the new service offer,
formalize the TO-BE scenario and elicit the requirements to shift from PLM to
SLM. In particular, the case study focused on a flagship product for Indesit
Company: WM. This product has been analysed in the current use and its process
was projected into the new service-oriented perspective. Table 5.1 describes the
Indesit Company case comparing the current and desired situations; the last row
contains the actors involved and future actors are indicated in parenthesis.

5.6.1.1 The Adopted Methodology

Indesit Company was supported in moving towards product-service management
by a structured methodology consisting of 5 main steps:

Step 1. Investigation of the AS-IS business scenario by adopting Participatory
Design techniques and considering both the design process and the service
use. Participatory Design directly involved the business end-users as well
as the customers to depict the actual situation that is strongly product-
oriented. It aimed to understand how the actual product is designed, how
the product is considered by the market and valued by the customers, and
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how the design and supply-chain intervene. The dual viewpoint (business-
driven and market-driven) assured a wider investigation with regard to the
design process and the service level of use;

Step 2. Definition of the AS-IS use cases and formalization by combining func-
tional analysis and BUC analysis. Functional analysis allowed obtaining a
schematic representation of the product-service architecture and a simpli-
fication of the real world, which fully represent both product and service
modules and made the analysts choose the desired level of detail from time
to time. Subsequently, BUC analysis allowed identifying the involved
actors, their roles and their main activities;

Step 3. Definition of the TO-BE process and formalization of the TO-BE business
scenario. Functional analysis supported also the definition of the new
service-based module in a graphical way and the connections between new
and old modules. After that, functional diagrams were shifted into BUC
diagrams and new tools and systems were identified;

Step 4. Elicitation of the business requirements to shift from PLM to SLM. It was
done on the basis of the TO-BE BUC diagrams that allowed the main
differences between AS-IS and TO-BE processes to be easily identified
and the new technological tools and system infrastructures required by the
new service-oriented scenario quickly defined;

Step 5. Requirements weighting according to the specific context of use. It
adopted Participatory Design to involve the ecosystem actors (within and
outside the company) to express a weight for each identified requirement
according to the relative importance according to their specific role in the
ecosystem. Indeed, the product manufacturer like Indesit Company is
usually neither a service provider nor a service market operator, so it needs
several partners to carry out some specific activities. In this way,

Table 5.1 Indesit company case description

Business use
case

“Washing machine use at home”

Current
functionality

1. Washing clothes: inserting soap, inserting clothes, selecting washing
program, washing clothes, extracting clothes, drying clothes

Desired
functionality

1. Support to current functionalities: automatic soap loading, automatic
selection of the best washing cycle, etc.

2. Improvement of the washing safety and quality: control of washing
results, damage and risks, noise reduction, etc.

3. Provision of new controls of the WM functioning:

(a) Analysis, provisioning and optimization of energy consumption,
water consumption, soap consumption, etc.

(b) Monitoring the users’ habits

(c) Provision of new services oriented to the home ecosystem

Stakeholders/
systems

Consumer, home (Indesit Marketing Staff, Indesit Service Centre,
Emergency Centre)
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requirements were weighted according to the needs of each network
partner; in the case study this approach was extended to the complete
industrial chain.

5.6.1.2 Implementation

The AS-IS scenario was analysed by focus groups and interviews involving directly
the Indesit Company staff. According to step 1 of the adopted methodology,
information was formalized by functional analysis and BUC analysis (black-boxes,
functional diagrams, BUC diagrams) to clearly and simply define the main actors
involved, the basic flow of actions and the system or tools adopted to do that.
Trigger events, assumptions and business rules were also defined according to a
structure template. The analysis of the “WM use at home” case considered both the
customer’s actions and the home actions, which are automatically carried out by the
customer’s home and/or the WM. The main goal of the case described is obviously
washing dirty clothes in a correct, efficient and proper way. The goal can be
considered the same for both customer and company viewpoints. Figure 5.6 shows
the functional analysis (A) and the BUC diagram at the higher level of detail (B).
Each action has been further investigated.

The analysis revealed that the product is conceived and designed always before
the related service and almost independently: it means that services are added to an
existing product only later on, usually by minor changes, and they are managed as
product add-ons by adding new HW-SW elements to the initial product.

The TO-BE scenario focused on the idea of selling services instead of products:
Indesit continues to sell products but in a more complex Product + Service per-
spective. As a consequence, the TO-BE scenario no longer includes a specific home
function (washing clothes, washing dishes, cooking, cooling, etc.) but a set of
functions creating a home-based system, which is characterized by two emerging
trends: energy efficiency and Ambient Assisted Living. These trends are external
and completely out of the Indesit control. This means adding to the traditional
washing action a list of new functions involving the entire home items. They will be
related to efficient energy management, smart and remote maintenance, control of
home safety and users’ safety at home, mobile information services, household
functioning planning and remote scheduling, and new solutions to improve current
performances (fast drying, assistive load-unload tools, water reuse system, etc.). In
the TO-BE BUC diagrams functions in round boxes represent a different service
offered. Each function was than detailed (level 2, level 3 and more). The final result
is the design of a home-based system, controlled, monitored and connected to the
Internet to be accessible from the web by the customers as well as the companies’
operators. The TO-BE ecosystem will be constituted by a company ecosystem:
Indesit Company as the WM producer and by some business partners providing the
additional services or infrastructures. Figure 5.7 shows an example related to the
remote maintenance service.
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Requirement elicitation involved directly the key personnel (i.e. managers of the
interested areas) from Indesit Company and other three partners, according to their
own skill and expertise. In particular, the case study involved the Indesit Innovation
Manager, Marketing Manager, Service Manager, IT Manager and the Washing
R&D Manager; a set of technical companies providing on-site maintenance, a
company providing health and safety services, and a software house developing and
delivering mobile applications. Obviously there can be more that one company for
addressing large areas (e.g. USA, North Europe, East Europe, etc.). Elicitation was
carried out by brainstorming and questionnaires; requirements are collected and
then properly weighted according to a 5-point Likert scale. Table 5.2 shows the main
results. Three classes of requirements were investigated, related to the product, the
software and the SW and the infrastructure. The most relevant requirements were
considered as the basis to implement the desired product-service idea (in bold).
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Fig. 5.6 Indesit company AS-IS scenario (examples of diagrams). a Indesit company AS-IS
functional analysis; b Indesit company AS-IS BUC diagram
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The implementation of the proposed methodology for requirement elicitation in
Indesit Company and its ecosystem allowed easily defining the requirements for the
new Product-Service solution definition and paved the way to the solution design.
Indeed, at the beginning the internal business units of Indesit Company as well as
the involved suppliers had a lot of difficulties in modelling the final solution,
planning the activities to be carried out, identifying clearly the partners’ roles and
assigning a priority. The above-mentioned case study provides an example of the
practical effects of adopting an RE approach in a big manufacturing company
(Indesit Company) and in 3 of its suppliers. For Indesit Company it is demonstrated
how a big firm, where processes are strongly structured and introducing new
processes is extremely difficult, can benefit from RE in supporting new process
definition and planning organization also involving external partners. For its sup-
pliers, the example proved how they are supported in process definition and
interaction with the leader company is more organized and balanced according to
their own skill and expertise.

5.6.2 Automotive Mechanical Case [48]

The trend towards higher system complexity is also influencing the automotive
industry. In addition to the rising share of functionality that is realized by elec-
tronics and software, the variability of mechanical components necessary to cus-
tomize cars is drastically increasing. This is a challenge for the OEM’s development
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Table 5.2 Indesit company case requirement and weights

Indesit C. Partner 1 Partner 2 Partner 3 Global
weight

Product requirements

Cleaner soap provisioning 4 1 1 1 1.75

Friendly user interface 5 1 4 5 3.75

Water control 4 3 1 1 2.25

Human actions control 5 4 4 3 4.00

Electric power control 5 4 3 1 3.25

Heating system control 4 2 3 1 2.50

Product movement system
control

4 3 1 1 2.25

SW requirements

Household consumption
control

4 5 4 4 4.25

Simulating household
functioning

3 5 3 4 3.75

Simulating energy
consumption

3 5 3 4 3.75

Risk management 2 5 5 5 4.25

Generating alarm message 3 4 5 5 4.25

Scheduling on-site actions 2 5 4 4 3.75

Detecting user actions 2 4 5 4 3.75

Automatic user action
classification

2 2 5 2 2.75

Data analysis and elaboration 5 4 5 2 4.00

General service management 2 5 5 2 3.50

Connection with a home auto-
mation system

2 4 5 5 4.00

Infrastructure requirements

GUI (centralized) 5 5 4 1 3.75

Local display 5 2 2 1 2.50

Energy meter 2 5 5 2 3.50

Home concentration data sys-
tem (local)

2 5 4 1 3.00

Home area network (HAN) 2 5 5 5 4.25

Memory card (embedded) 4 5 5 4 4.50

Sensor home network 5 3 5 4 4.25

Indesit company DB
(centralized)

5 5 3 1 3.50

Energy supplier DB (energy
consumption)

3 5 5 1 3.50

Home risk DB 3 4 5 1 3.25

Personal account 1 3 3 5 3.00

Web services 1 5 4 5 3.75

5 Requirements Engineering 125



departments, which have to coordinate the design and manufacturing of these
components on a global scale. A key success factor in the automotive industry is
therefore an efficient and effective handling of mechanical component requirements.
Volkswagen aims to cope with the underlying complexity by introducing a new
product line based requirements management methodology.

Requirements are the basis for the design and manufacturing of every car
component. In order to reduce costs and prevent failures, a systematic requirements
management approach is necessary. However, many requirements are not compo-
nent specific, but apply to every assembly. In the case of Volkswagen, these
requirements are collected in so called template requirements documents, which are
enriched with component specific requirements. In order to improve the reuse of
component requirements and to consider lessons learnt, Volkswagen introduced a
new requirements management methodology called master requirements document
(MRD).

Commonalities and varieties of a component or an assembly within a product
line can be specified within a MRD. Requirements documents for every variant can
be created using filter mechanisms. Thus, only a single master document has to be
maintained, which increases quality and decreases costs. The idea of a central
specification document is illustrated in Fig. 5.8, where the MRD represents
numerous variants of a component or an assembly. Typically, different file formats
are used for the existing requirements documents and different suppliers. Therefore,
the MRD methodology for Volkswagen should enable the export of the necessary
formats for component requirements.
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5.6.2.1 Master Requirements Documents (MRD)

Common and variable aspects of a product line can be specified in so called feature
models [20]. In this sense, the MRD can be seen as a feature model, integrating
component requirements documents (CRD) for all variants of a component or an
assembly. Volkswagen distinguishes common and variable parts of a MRD based
on three types of requirements, differing by their scope as illustrated in Fig. 5.8.

Comprehensive system and assembly requirements (upper sector in Fig. 5.8) are
valid for all components and assemblies of a department, such as the power train
development at Volkswagen. As an example, they can provide rules for the veri-
fication of every CRD. General assembly requirements (middle sector in Fig. 5.8)
specify the corresponding component or assembly. They are valid for all variants of
the component and thus included in every requirements document of the assembly
as common requirements. Specific assembly requirements (lower sector in Fig. 5.8)
specify certain variants of a component or an assembly.

5.6.2.2 The MRD Methodology

In order to manage requirements and create requirements documents, the MRD
methodology uses a process with four distinctive steps: (1) generation of the
MRD’s and their storage in a central database, (2) derivation of CRD’s from the
existing MRD’s, (3) inspection of the derived CRD’s and (4) integration of lessons
learned and new requirements into the MRD’s in a coordinated change process.
According to this process, each CRD has to be connected to an associated MRD.
Thus, for the generation of MRD’s, the existing requirements documents and
templates for components and assemblies in a department have to be migrated into
the MRD. Similar requirements for the different variants of a component have to be
removed and the quality of the requirements has to be checked. The remaining
requirements are grouped into the three different types defined in the previous
section and complemented with attributes for the different variants, in order to
enable the generation of single CRD’s. It is possible to access the different groups
of requirements through filtered views of the MRD, with the possibility for the
designers of creating additional personalized views.

When a designer wants to create a CRD, he can select the MRD for the type of
component he would like to specify and generate a personalized view based on
attributes for the three requirements groups. Specific assembly requirements can be
modified, added and removed to create the final CRD. This CRD can be commu-
nicated to the component supplier and is reviewed by editorial staff, which assesses
the impact of the changed requirements on the MRD. For instance, changed
requirements can be moved to system or assembly requirements, requirements
template can be updated or requirements can be added or removed. Changes and
adjustments based on CRD reviews are coordinated by the editorial staff. All
stakeholders, such as designers and domain experts affected, are instantly informed
of the changes.
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5.6.2.3 Implementation

Volkswagen documents the MRD methodology in a tool independent handbook.
However the actual implementation is based on the IBM Rational DOORS
requirements management tool (see Sect. 5.5.4). Access of all requirements docu-
ments for the mechanical development departments is enabled by a central data
repository, which features simultaneous connections and collaborative work on
MRD’s in the Volkswagen Group. Role management, filters for different views,
versioning and interfaces for other tools are provided by DOORS, supporting the
MRD methodology. A user manual helps the end users by explaining the appli-
cation of the methodology and a support team can be contacted by the designers for
the realization of the MRD methodology.

Volkswagen has successfully implemented the MRD methodology to manage
requirements and create requirements documents for both simple and complex
assemblies. The MRD’s help to reuse requirements and consider lessons learned that
increases the overall quality of requirements documents. The underlying effort could
also be reduced by 33 % according to first rollout experiences. While the effort for
identification and usage of known requirement documents could be reduced by 3 %,
the effort for adaption and editing is 20 % less. Effort for review and supplier
coordination could be shortened by 5 %, respectively 10 %. In contrast, effort for
MRD management has only increased by 5 % Furthermore, communication between
stakeholders from different domains, such as the designers of Diesel and Otto
engines, and from different brands, such as VW and Audi, could be improved.

5.6.3 Results and Discussion

The two case studies show how requirements are developed and managed in industry
and what RE concepts and tools are applied. While the Indesit Company case is more
focused on the life cycle responsibility and the integration of PLM and SLM, the
Volkswagen case concentrates more on managing the rising complexity of systems.

The case of Indesit Company illustrates that the shift from system design and
realization only, towards supporting additional life cycle phases (in this case the
usage phase) leads to a drastic change in business requirements, which in turn affect
stakeholders and system requirements. Furthermore, the system is extended by life
cycle services that bring new stakeholders into the RE process. Thus it is necessary to
involve more partners deeper for RE than before. Instead of designing the system first
and then the services, an integrated development of system and services is necessary.
Indesit Company has addressed this challenge by formulating the new business
requirements through analysing business scenarios and use cases in collaboration
with key partners and the customer. However, the identification of the relevant
stakeholders and their involvement in later development phases is not discussed.

In the Volkswagen case, the rising complexity of systems is exemplified by
describing the growing number of component and assembly variants caused by the
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customization of cars. These variants lead on the one hand to a drastically
increasing overall number of requirements, of which on the other hand many are
redundant or maybe contradictory. This causes a challenge for requirements man-
agement to support the alignment and reuse of requirements on different levels and
between stakeholders. The MRD methodology addresses the standardization and
integration of requirements documents between the component and assembly
variants by providing a central repository and filtering mechanisms based on IBM
Rational DOORS. However, the approach is momentarily limited to mechanical
components only.

5.7 Conclusion and Future Perspectives

The theoretical discussion and the case studies show that the scale and complexity
of the objects targeted by systems engineering is constantly growing. Fast tech-
nological changes and reduced life cycles demand for an even faster development
of systems. Current methods and tools for system development, in particular for
RE, do not provide full support for these new challenges. In traditional RE sce-
narios for conventional systems, the stakeholders are generally aware of their needs.
Often, a specific functionality is requested and the system is developed on the basis
of formalized requirements by a single enterprise. However, the identification of
requirements for the specification of innovative and complex systems poses addi-
tional challenges. Complex systems are more innovative and are individually
configured for a customer’s problem as a one of a kind solution. This makes it
harder for the stakeholders to generate the necessary creativity to define their needs
towards the solution. Sometimes the problem itself cannot even be described in
detail and the requirements are not stable.

Additionally, it has been shown that the realization of complex systems usually
requires the temporary collaboration of a multitude of stakeholders from different
domains, such as hardware, software and services. Besides the customer/user and
the system integrator, there are stakeholder groups for the system components, life
cycle services and system environment, each with their own objectives and context.
The stakeholder environment grows in size as well as in complexity, leading to
various factors to be considered. Stakeholders for the system as a whole may have
limited knowledge of the needs and constraints for the individual components, and
vice versa. This induces a change in the stakeholder environment from quasi stable
and simple socio-technical systems to a more complex and instable dynamic var-
iation. Current RE approaches are not able to handle the large number of different
and conflicting requirements without exponentially increasing time and cost, as
contradictions and interdependencies have to be assessed for a large number of
requirements in various domains [52].

Systems engineering is evolving from a centralized development process for
individual systems and components towards the orchestration of distributed soft-
ware, hardware and business processes for a common purpose. This requires the
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identification of new interoperability requirements, which describe organizational,
technical and management prerequisites for the system realization. New RE con-
cepts and techniques will have to support two main aspects:

1. Collaboration and interoperability between stakeholders and system components
from different domains, especially hardware, software and services.

2. Management of unstable and unknowable requirements, taking into account
information from all system life cycle phases.

The integration of system components from different domains leads to collab-
oration and competition between previously separated branches like automotive and
IT. The stakeholders from different domains needed for the realization of complex
systems typically have their own specific development methodology, standards and
even “language”. RE needs to support the “translation” of requirements between the
domains to enable a common understanding of the desired system. Furthermore, the
value chains have to be configured so that the system can be adapted to changing
requirements through life time services, even in the usage phase.

New methodologies need to be developed to support interoperability between
system components from different domains and describe the emergent system
behavior. They need to be able to identify conflicting, unstable and unknowable
requirements fragmented across the different domains for complex systems. Instead
of static and approved specifications, methods and tools are needed that can
anticipate and represent requirements, which are changing dynamically over the
system life cycle and its environment. Within the methodology, a model to describe
interdependencies between the tangible and intangible components as well as
between the stakeholders should be implemented. This would help to compre-
hensively identify the emergent system behaviour and provide information about
which stakeholder needs what information during system development.
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Chapter 6
Resolving Interoperability in Concurrent
Engineering

Nicolas Figay, Catarina Ferreira da Silva, Parisa Ghodous
and Ricardo Jardim-Goncalves

Abstract To face an increasingly competitive environment within a globalization
context, and to focus on core high-added value business activities, enterprises have
to establish partnerships with other companies specialized in complementary
domains. Such an approach, primarily based on optimization of the value chain, is
called virtualization of the Enterprise. Enterprises relying on virtualization, sub-
contracting and outsourcing have to coordinate activities of all the partners, to
integrate the results of their activities, to manage federated information coming
from the different implied information systems and to re-package them as a product
for the clients. The adopted organization, which is considering as well as the
internal and external resources, is called “Extended Enterprise”. Nevertheless, in
such complex emerging networked organizations, it is more and more challenging
to be able to interchange, to share and to manage internal and external resources
such as digital information, digital services and computer-enacted processes. In
addition, digital artifacts produced by enterprise activities are more and more het-
erogeneous and complex. After characterizing expected interoperability for col-
laborative platform systems and highlighting interoperability issues and brakes not
yet addressed, this chapter describes an innovative approach to build interopera-
bility based on a Federated Framework of legacy eBusiness standards of a given
ecosystem. It implies facing important issues related to semantic preservation along
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the lifecycle of the artifacts and infrastructures required to define and exploit an
application. We present two use case studies that apply interoperability strategies.

Keywords Interoperability � Enterprise standard � Organization network �
Extended enterprise � Enterprise virtualization � Federation � Servitization

6.1 Introduction

In the advent of a global networked economy, organizations are being confronted
with new opportunities and challenges in the workspace and marketplace, trying
constantly to shift the boundaries of their operations and collaborations to com-
petitive exploitation of new business models and markets.

To achieve that, one of the difficulties enterprises have to address is the lack of
interoperability of software applications to manage and progress in their business.
Interoperability is the ability of systems to provide services to and accept services from
other systems and to use the services exchanged in this way to enable them to operate
effectively together. Although several definitions exist, in short, a service is an infor-
mation technology (IT) representation of self-contained business functionality.

According to Ford et al. [1], 64 types of interoperability are mentioned in
research papers, demonstrating the richness of the interoperability field. Is it needed
to agree on a single and precise definition? As stated by Morris et al. [2], “We may
never have any agreement on a precise definition due to differing expectations that
are constantly changing. New capabilities and functions … continue to offer new
opportunities for interactions between systems.”

Organizations are looking for new business relationships, and the exchange of
information and documents with new partners is often incapable of being executed
automatically and in electronic format. This is principally due to problems of
incompatibility with the information representation adopted by the software
applications they are working with.

A typical situation found in companies interested in joining virtualized envi-
ronments was identified to be directly related with the companies’ previous
investments in equipment and software. Usually focused to solve local and par-
ticular problems, such acquisitions cause information segmentation and make
impracticable the functional integration with third parties, due to the incompatibility
in data access and data format representation.

Even inside the same company, very often when it gets a new software appli-
cation, this cannot be integrated with the other applications already running. This
means that although the company achieves new informatics capabilities, the data
flow is not automatic and paperless, maintaining a high rate of errors in data
exchange due to human intervention. Moreover, while most of the legacy infor-
mation resources are simple replacements of paper-based documents and databases,
new artifacts are no longer simple substitutes of paper-based information by
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electronic media. They are formalized within a business context, according to
complex business rules and holistic system engineering processes in order to
support automated operations and exploitation, such as querying, validation, rea-
soning, simulation, knowledge management, etc.

Therefore, the interoperability problem makes major decisions of IT managers
difficult when looking for a new application, where the criteria for choice must be
balanced between (1) an application that completely fulfills their needs; and (2) an
application for electronic data exchange already compatible and ready to be inte-
grated with the existent computational environment. Yet, even when conformance
in data format and access is achieved and verified reliable interoperability of
information semantics generally is not.

This chapter is structured as follows: Sect. 6.2 addresses data and semantic
models as well as existing standards. Sections 6.3 and 6.4 cover methods to support
interoperability and frameworks for resolving interoperability, respectively. In
Sect. 6.5 two major case studies are presented, one in the aerospace industry and the
other in the building and construction (B&C) domain. Finally, conclusions and
outlook close this chapter.

6.2 Data, Standards and Semantics

Today, many proposals are available to represent data models and services for the
main business and manufacturing activities. Some are released with International
Standards (e.g., International Standardization Organisation—ISO), others are
developed at regional or national level (e.g., Association Française pour la NOR-
malisation—AFNOR), or by independent project teams and groups (e.g., Object
Management Group—OMG). Most of the available standard-based models have
been developed in close contact with industry, following an established method-
ology. They use optimized software architectures, conferring configurable mecha-
nisms focused on the concepts of extensibility and easy reuse.

Data modeling, sharing and exchange, reuse of models, automatic code gener-
ators, software libraries and conformance testing, together with the possibility to
incorporate expertise and knowledge representation, are some of the many chal-
lenges to face when working in environments supported by heterogeneous plat-
forms and concepts.

Hence, the use of effective and de facto standards to represent data, knowledge
and services has shown to be fundamental in helping interoperability between
systems. Some examples of these standards are: (1) the OMG standard, defining
interfaces for services of a product data management (PDM) system in a distributed
and object-oriented environment; (2) the STEP standard, defining the representation
of product data to be managed by the PDM system, or; (3) XML, for structured data
exchange using internet.

Thus, the integration and mix of different standards and de facto standards have
become the basis to implement a complete and harmonized environment. However,
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each standard’s aims, scope, suitability for the purpose of and the possibilities for
integration with others has to be clearly understood by those aiming to adopt them
to avoid misuse, e.g., in terms of data representation in UN/EDIFACT, STEP and
XML: how they can interact, their benefits, advantage and drawback.

One possibility to solve this problem is to develop and propose a global and
unique data model covering all requirements from all users in all sectors and give
adequate technical training to industry, but this is not a realistic solution. The huge
number of different applications and the divergent interests in the software market
will immediately crush this possibility. Even if achieved, all applications would be
obliged to adopt it, and none is able to impose that.

For instance, ISO10303—STEP is offering a steady methodology with a set of
Application Protocols (APs), which are such unique data models, for product data
representation for many of the major industrial sectors [3].

6.2.1 ISO10303 STEP: STandard for the Exchange
of Product Model Data

STEP—STandard for the Exchange of Product model data, is an ISO (International
Standardization Organisation)/TC 184 (Technical Committee: Industrial automation
systems and integration)/SC4 (Subcommittee: Industrial data) International Stan-
dard (IS) officially identified as ISO10303, for the computer-interpretable repre-
sentation of product information and for the exchange of product data. The
objective of STEP is to provide a neutral mechanism capable of describing products
throughout their life cycle.

STEP publishes a proposal for a methodology for development, implementation
and validation of an open architecture for exchange and sharing of product data,
together with a set of public data models identified as APs.

During the last years the ISO TC184/SC4 community has been working on
several definitions of APs for some of main recognized production system areas,
such as the automotive, aircraft, electrical/electronics, shipbuilding, oil and gas, and
B&C. Nowadays, there are more than 40 APs registered in ISO.

This standard mainly contributes with worldwide open systems adopting neutral
networking communication for product data exchange between heterogeneous
systems, both in-house and with third parties. Also, it assists in implementation of
system-independent architectures, flexible migration policies, contributing to long-
term archiving in paperless and life-cycle maintenance support.

At this moment, the creation of a global model to support large-scale company
requirements, i.e. for all the phases of product lifecycle, within all the supply chain
and for a whole domain business ecosystem, is one challenge to be addressed by the
international scientific community. STEP has been presented as a viable alternative
to the current state of multiple, incomplete, overlapped and proprietary data for-
mats, seeking solid and reliable data exchange between partners using heteroge-
neous systems [4].
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STEP mainly contributes to worldwide open systems networking communica-
tion of product data for neutral data exchange between heterogeneous systems, both
in-house and with third parties, long-term archiving, system-independent archi-
tecture, flexible migration policies. It also contributes to paperless and life-cycle
maintenance support.

On the electronic business side, there are also valuable proposals to represent
documents and business data for most of the areas of electronic activity [5]. Perhaps
the most relevant at this moment is the ebXML framework [6]. Also, the Unified
Modeling Language (UML) developed by the OMG for specifying, visualizing,
constructing, and documenting software system has been proven successful in the
modeling of large and complex systems. UML provides users with a modeling
language to develop and exchange models with mechanisms to extend the core
concepts, independent of particular programming languages and development
processes.

However, even if project partners use the same standard language to represent
and exchange product data, its semantics, (i.e. its meaning—c.f. ontology definition
in the next section) can be misunderstood when not well captured.

In order to collaborate on a distributed project, remote engineers and designers
need active help to coordinate their efforts. This coordination involves translation of
terminology among disciplines, locating/providing generic analysis services, pro-
totyping services, and product management [7]. With applications in fields such as
knowledge management, information retrieval, natural language processing,
e-Commerce, information integration or the emerging Semantic Web, ontologies
are part of an approach for building intelligent information systems: they are
intended to provide knowledge engineers with reusable pieces of declarative
knowledge (i.e. providing set of true facts and rules).

The developed technologies for ontologies on the Web, based on RDF-XML and
combined with emerging RESTFull technologies, are providing the ground for
Linked Data, with ability for application to publish their data in a way they can be
linked and queried as distributed semantic graphs on the Web. Such technologies
are associated with STEP through OASIS PLCS Data EXchange sets (DEXs)
Reference Data Libraries (RDL). It allows giving a controlled access to specific
classifications, for a given discipline, a given organization or a given application, to
be used for interpretation of STEP data within a specific context, being organiza-
tional or discipline.

The next section presents some semantic-oriented languages. These languages
focus on services and can also be applied to the product lifecycle, as the latter
currently has a higher service component than in previous decades. This trend is
known as servitization of products, i.e. focus on services around data more than on
data structure. A service is a logical grouping operations, for which are distinguish
the service provider and the service consumer. Languages addressed in the fol-
lowing section are summarized in Fig. 6.1.
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6.2.2 Semantic-Oriented Service Languages

Traditionally, services are described using XML language [8], for instance with the
Web Services Description Language, WSDL [9], or its second version, WSDL 2.0
[10]. This language specifies a format to define service interfaces, i.e., the technical
aspects of calling web services. It encompasses two different aspects of a service
that are its signature, particularly service name and service parameters, and its
binding and deployments details, such as protocol and location. Although WSDL
2.0 provides the ability to extend WSDL files, the underlying XML language does
not enable to convey precise and unambiguous semantics, i.e. meaning of opera-
tions, their typed output or parameters. This means a WSDL file is not enough to
manage the whole service contract.

According to Haller et al. [11] determining the semantics for services interfaces
means to define the concepts as well as the relationships between them through
ontologies. According to Gruber [12] an ontology is a formal explicit specification
of a shared conceptualization. Thus, it defines a common agreement on terminology
by providing a set of concepts and relationships among those concepts. In order to
capture semantic properties of relations and concepts, an ontology generally also
provides a set of axioms, which are expressions in a logical language.

Representational techniques being developed for the Semantic Web, an initiative
for the web of the future with more intelligence relying on distributed ontologies
and intelligent agents, can be used to capture and process semantics. Some of these
techniques are grounded on the XML language, bringing complementary language
constructs. From the W3C, the Semantic Web Activity group recommends specific
languages such as the Resource Description Framework (RDF) [13], RDF Schema
[RDF(S)] [14] and Web Ontology Language (OWL) [15, 16]. Particularly, OWL

Semantic-oriented Service Languages

SAWSDL: Semantic Annotations for WSDL and XML Schema 

WSML: Web Service Modelling Language 

OWL-S: Semantic Markup for Webservices 

ISO standard

ISO10303 STEP: Standard for the Exchange of Product Model Data 

Business-oriented and Semantic-oriented Language

Linked USDL: Linked Unified Service Description Language 

Fig. 6.1 Languages for interoperability
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includes three sublanguages: OWL-lite, OWL-DL, and OWL full. The first two, but
not the third, correspond to decidable description logics [17]. Decidability implies
that fundamental questions about an ontology are guaranteed to be answerable, such
as the question of subsumption. A specific class A subsumes another class B when it
is a superclass of this class B.

In the domain of Semantic Web Services, the research community has proposed
several structured service description languages. Examples of these are Semantic
Markup for Web Services, OWL-S [18, 19] and Web Service Modeling Language,
WSML [20], which have formal logic semantics groundings. Another outcome in
this domain is the Semantic Annotations for WSDL and XML Schema, SAWSDL
[21], a W3C 2007s recommendation, which does not have any formal semantics. It
is not widely used yet by the PLM community, and remains a challenge for the
future.

6.2.2.1 Semantic Annotations for WSDL and XML Schema

The SAWSDL approach [21] proposes a set of extension attributes for the WSDL
and XML Schema definition languages that allows description of additional
semantics of services described with WSDL language. The SAWSDL specification
defines how semantic annotation is accomplished using references to semantic
models, such as ontologies. It provides mechanisms by which concepts from these
semantic models, typically defined outside the WSDL document, can be referenced
from within WSDL and XML Schema components using annotations. For this
SAWSDL defines the three extensibility attributes to WSDL 2.0 elements for their
semantic annotation, that are a modelReference extension attribute (enabling to
specify the association between a WSDL or XML Schema component and a con-
cept in some semantic model) and liftingSchemaMapping and loweringSchema-
Mapping extension attributes (to transforms XML data into instances of a semantic
model and vice versa).

Hereafter, we discuss some limitations and advantages of this approach. Quoting
from the example section [22] of the SAWSDL recommendation: “Practice has
shown that it is a very hard task to create XSLT or XQuery transformations that
take arbitrary RDF/XML as input.” As so, to lower schema mappings, they use
XML technologies combined with an RDF query language like SPARQL to pre-
process the RDF data. Thus, using SAWSDL implies the need to rely on outside
software to solve semantic heterogeneities. In real applications, this task is probably
assigned to external mediators.

As some OWL sublanguages bring more constraints and expression than RDF, a
reference model defined in OWL has to be pre-processed with OWL specific tools
as well. Regarding lowering schema mapping, transformations from OWL to XML
can cause information loss, since XML is a less expressive language. Nevertheless,
SAWSDL is less complex than other service languages such as OWL-S (Semantic
Markup for Web Services) or Web Service Modelling Language (WSML) in the
sense it only adds three basic constructs to connect XML WSDL representations to
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outside metadata information. As so, SAWSDL is convenient for applications and
domain reference models that do not need the complexity or expressivity of OWL-S
or WSML languages. To support SAWSDL, some software was developed, such as
Lumina [23] and Radiant [24], both part of the METEOR-S project [25, 26].

6.2.2.2 Web Service Modelling Language

The WSML [27] is a formal language for the semantic markup of web services. It is
used to describe a semantic web service in terms of its functionality (service
capability), imported ontologies, and interface to enable access. WSML syntax
mainly derives from F-logic. It also has a normative human-readable syntax, an
XML and RDF syntax. WSML comes in five variants that are WSML-Core,
WSML-DL, WSML-Flight, WSML-Rule and WSML-Full.

According to Klusch [28], “A WSML service capability describes the state-
based functionality of a service in terms of its precondition (conditions over the
information space), postcondition (result of service execution delivered to the user),
assumption (conditions over the world state to meet before service execution), and
effect (how does the execution change the world state). Roughly speaking, a
WSML service capability consists of references to logical expressions in a WSML
variant that are named by the scope (precondition, postcondition, assumption,
effect, capability) they intend to describe.” A specific Service Oriented Architecture
(SOA) is proposed in [29] that applies Web Service Modeling Ontology (WSMO)
framework and uses a specific execution environment, called Web Service Exe-
cution Environment, WSMX [30]. In this environment, they need specific adapters
to transform external messages into the WSML compliant format understood by
WSMX, and mediators that perform tasks such as translation between ontologies.
To support WSML some other software was developed, such as the WSML service
editor associated with the WSMO studio [31], WSML-DL and WSML-Rule rea-
soner and the WSML validator. For instance, the SUPER [32] project uses WSMO
as the underlying ontology.

A major criticism of WSML concerns the lack of formal semantics of its service
interface and the lack of principled guidelines for developing the proposed types of
WSMO mediators for services and goals in concrete terms [33].

6.2.2.3 Semantic Markup for Web Services

Based on OWL, Martin et al. [18, 19] propose OWL-S (Semantic Markup for Web
Services) also known as OWL for Services. OWL-S superseded DAML-S [34].
OWL-S intends to add precise semantics to service description. In order to link
OWL-S to WSDL some attributes are added to WSDL extensions so that to connect
both languages and the generated files. Thus, maps were specified between OWL-S
parameters and WSDL message parts.
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OWL-S consists in three parts: the service profile, the process model (captured
by the ServiceModel class) and the grounding (through the property supports
referring to the ServiceGrounding class). The service profile sets out what a service
does and is used to advertise the service. The process model aims at describing how
the service is used, i.e., gives a detailed description of a service’s operation. The
grounding provides details on how to interact with a service, via messages. The
service profile intends to allow service providers to advertise their service and
service requesters, also known as service consumers, to specify what capabilities
they expect from the service they need. In OWL-S 1.0, a service profile includes
functional parameters that are hasInput, hasOutput, Precondition and Effect (known
colloquially as IOPEs), as well as non-functional parameters such as serviceName,
serviceCategory, qualityRating, textDescription, and meta-data about the service
provider. Input and output parameters specify the data transformation produced by
processes. Here, a process means a specification of the ways a client may interact
with a service. Therefore a process can generate and return new information based
on information it is given and the world state. Information production is described
by the inputs and outputs of the process. A process can produce a change in the
world and the preconditions and effects of the process describe this transition.
Preconditions specify facts required prior to the execution of the service. Effects are
the expected result from the successful execution of the service.

The semantics of each input and output parameter are defined as an OWL
concept formally specified in a given ontology, while preconditions and effects are
represented as logical formulas that can be expressed in any appropriate logic (rule)
language such as KIF, PDDL, SWRL or SPIN [35].

OWL-S benefits from a large support from the community. Several software and
applications were developed and are being developed for this language and
ontology of semantic service descriptions, such as the OWL-S editor [36], the
OWL-S API [37] and OWL-S service matchmakers, like OWLS-UDDI [38],
OWLSM [39] and OWLS-MX [40], to name a few. Moreover, OWL-S grounds its
success on existing W3C Web standards such as WSDL and semantic web lan-
guages like OWL.

According to Klusch and Fries [41], neither OWL-S nor WSML provide any
agreed formal standard workflow-based semantics of the service process model
(orchestration or choreography). Alternatively, for abstract service descriptions
grounded in WSDL, the process model can be intuitively mapped to BPEL
orchestrations with certain formal semantics. In the EU project SUPER, an ontol-
ogy and extensions for BPEL, named sBPEL, were proposed which allow a process
to interact with Semantic Web services [42].

6.2.2.4 Linked Unified Service Description Language

Other service description languages are appearing, such as the Unified Service
Description Language (USDL) [43] that also represents the business perspective
and its related items (service quality, service level, economic and legal aspects).
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USDL aims to model service concepts and properties such as service level, pricing,
legal aspects, participants, marketing material, distribution channels, bundling,
operations, interfaces, resources, etc., with the ultimate purpose of providing a
comprehensive view on services. Linked USDL, the USDL semantic version, is a
new approach in service descriptions, and is inspired in the Linked-Services con-
cept [44], which are described as Linked Data. These service descriptions whereby
their inputs and outputs, their functionality, and their nonfunctional properties are
described in terms of (reused) light weight RDFS vocabularies and exposed fol-
lowing Linked Data principles. The term Linked USDL presents the connection it
has to linked data and linked services, and is an evolution of the USDL. The use of
Linked USDL, and its usage of linked data principles can facilitate service dis-
covery and further improve service composition. The core elements of Linked
USDL are represented in Fig. 6.2.

6.3 Methods to Support Interoperability

By nature, all large systems are heterogeneous, i.e., they lack uniformity. Their
components were initially developed to address various purposes and evolved
towards accretions of different platforms, programming languages, and even mid-
dleware. The SOA paradigm enables dealing with such heterogeneous systems in a
decentralized way as much as possible. Decentralization helps to obtain loose
coupling, one of SOA’s key technical concepts along with services and interoper-
ability. We briefly describe these three concepts below.
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Loose coupling minimizes dependencies and thus helps scalability, flexibility
and fault tolerance. When dependencies are reduced, modifications have minimized
effects and the systems still run when some of them are down. When problems
occur, it is important to decrease their effects and consequences. Josuttis [46]
elaborates on several strategies to apply loose coupling.

The ISO terminology recommendation [47] describes interoperability as the
capability to communicate, execute programs, or transfer data among various
functional units in a manner that requires the user to have little or no knowledge of
the unique characteristics of those units. Thus, interoperability enables systems to
communicate, understand each other and exchange information. Syntactic and
structural interoperability is already set up with transformations, for instance, using
standards like XML and XML Schema and associated tools. Syntactic and struc-
tural transformations are used to convert schema representations into a target for-
mat. However, approaches that target at enhancing interoperability based on
structure and on syntax can only produce improvements when a certain conceptual
homogeneity exists between graphs to compare. Solving mismatches on the
semantic level, i.e. to achieve semantic interoperability, is a complex accomplish-
ment as indicated in the previous section.

Particularly, semantic interoperability is the ability to exchange information and
use it, ensuring that the precise meaning of the information is understood by any
other application that was not initially developed for this purpose [48]. Semantic
interoperability enables systems to process the information produced by other
applications, i.e. use it isolated or combined with their own information, in a
meaningful way. Therefore, semantic interoperability is an important requirement
for improving communication and productivity.

Many SOA definitions mention Web Services, and, although this technology is
just one possible implementation strategy to realize the infrastructure [49], it is the
de facto standard for current SOA implementations. However, web services related
technologies deal with almost exclusively syntactic and structural aspects of
information and lack of semantics considerations.

Haller et al. [11] state that the usage of semantic web services and semantic SOA
can help overcome the limitations of traditional SOA. This can be done by facili-
tating the matching of semantically similar operations in different systems, by
supporting service mediation through ontology adaptation. This is true for both,
process mediation and data mediation, according to the definitions of Fensel and
Bussler [49], and by providing the standard Web Services communication mech-
anisms for system and process-independent communication. To support these tasks
and increase the automation in Enterprise Application Integration (EAI), Bouras
et al. [50] proposed ENIO, an ontology that permits shared understanding of data,
services and processes within B2B integration scenarios, while Izza et al. [51]
proposed OSDOI, a framework for EAI evolution using semantic Web Services.
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6.3.1 Semantic Mediation

Independently of specific SOA infrastructure or public registries of services, at
some moment in the SOA lifecycle it is necessary to match service request
descriptions with available service descriptions, in order to verify if the latter
corresponds to service consumer needs. This kind of task is common in inter-EAI
where it is assumed that a market for services exists and to find the service best
suited to the required task is needed, but it can also be present in intra-EAI situ-
ations where a company comprises sub-units that evolve individual solutions (even
if service-enabled) in partial isolation. To automate this task as much as possible,
both consumer and provider service descriptions have to be precisely described,
such as within ontologies of services.

Loose coupling usually leads to a situation where only a few fundamental and
stable concepts, attributes and data types are defined as a common data model or
ontology. However, there will always be ontologies for the same domain created by
different communities around the world. Thus, services are described in different
ontologies. Therefore, it is necessary to provide the means of finding semantic
similarities between them, i.e. by aligning the service ontologies. Mediators can do
this task, for instance within an Enterprise Service Bus (ESB), that can help a
service call performed by a consumer to find the service provider that can process
this request. Josuttis [46] details functionalities of ESB.

Aligning ontologies means discovering a collection of mappings between con-
cepts of these ontologies [52, 53]. Keeping ontology consumer services separated
from ontology provider services serves loose coupling.

If we try harmonizing the different ontologies by introducing a common
ontology inside the ESB, for instance by merging the input ontologies instead of
aligning them, we will easily disable the effect of loose coupling. Moreover, since
in dynamic runtime environments the partners, i.e. service consumers and service
providers, are not known beforehand, to build a merged ontology during design
time does not seem feasible or worthy.

Some approaches try to bring about automation in order to help the complex and
tedious mapping task, especially when reference models, such as ontologies, are
huge. For instance, CtxMatch-2.1 [54] incorporates a DL-based reasoner to find
mappings and to align ontologies. Klusch [28] classifies semantic matchmaking
techniques, and their associated tools, as logic-based, non-logic-based and hybrid:

• Non-logic-based matching applies techniques such as graph matching, data
mining, linguistics, or content-based information retrieval to exploit semantics
that are either commonly shared (in XML namespaces) or implicit in patterns or
relative frequencies of terms in service descriptions;

• Logic-based semantic matching of services like those written in the service
description languages OWL-S and WSML exploit standard logic inferences;

• Hybrid matching refers to the combined use of both previous types of matching.
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Klusch and Fries [41] states hybrid matchmakers, based on syntactic matching
techniques, produce better results than only logic-based matchmakers (under non
specified conditions), as a result of the first experimental evaluation of the per-
formance of hybrid semantic service matchmakers OWLS-MX [55] and iMatcher2
[56]. From our perspective, however, the choice of the matchmaker depends on the
context, particularly on the ontologies and service descriptions at hand. For
instance, if only logic-based semantic service descriptions are available, then it
seems inappropriate to apply non-logic-based or hybrid matching.

Each of the implemented Semantic Web Service matchmakers supports only one
of the many existing Semantic Web Service description formats [28]. Very few
matchmakers ignore the structured Semantic Web Service description formats,
using monolithic descriptions of services in terms of a single service concept
written in a given DL. In such case, semantic matching directly uses DL inference,
such as performed by Pellet [57] and Racer [58]. The iSeM matchmaker [59]
performs adaptive hybrid semantic IOPE-based selection of OWL-S services and
approximated logical reasoning used for evidential coherence-based pruning of
multi-dimensional matching feature space.

Currently, Semantic Web service matchmakers (particularly those participating
in the S3 competition [60]) perform service profile matching rather than service
process model matching. Service profile matching determines the semantic corre-
spondence between services based on the description of their profiles. Semantic
matching of service process models, in general, is very uncommon. Naeem et al.
[61] propose a kind of partial mapping, based on isomorphism of contracts for
workflow and automatic service composition. Unfortunately, the authors do not
provide an implementation of their approach.

6.4 Federation of Frameworks for Resolving
Interoperability

In this section we describe a federated framework that is composed of the ISO
STEP standard, the ATHENA Interoperability Framework and the System of
Systems Interoperability. Nowadays, some of the major industrial companies in the
world are using STEP to help in the interoperability problem of its manufacturing
systems. The ISO STEP standard was described in Sect. 6.2 already. Before pre-
senting the federated framework, the ATHENA Interoperability Framework and the
System of Systems Interoperability are described.

6.4.1 ATHENA Interoperability Framework

The operational ability to collaborate is a key success factor for networked enter-
prises. Interoperability is a necessity for the enterprises involved in collaborations.
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The ATHENA Interoperability Framework [62] provides a framework and asso-
ciated reference architecture for capturing the solutions to interoperability issues
that address the problem in a holistic way.

The goal is to reach real, meaningful interoperation between enterprises.
ATHENA builds upon the FP5 thematic network IDEAS (Interoperability Devel-
opment for Enterprise Applications and Software, IST-2001-37368). This network
identified the need for a structured approach to collect, identify and represent the
current state of the art, vision statements, and research challenges. It defined a
framework for capturing and inter-relating this information from many perspec-
tives, including the business, knowledge and ICT layers, plus the cross cutting
semantic dimension which captures and represents the actual meaning of concepts
and thus promoting understanding. Achieving meaningful interoperability between
enterprises implies to deal with all the layers:

• Interoperability at business level is the organizational and operational ability of
an enterprise to factually cooperate with other external organizations;

• Interoperability at knowledge level is the compatibility of the skills, compe-
tencies, and knowledge assets of an enterprise with those of other, external
organizations;

• Interoperability at ICT systems level is the ability of an enterprise’s Information
System used technologies to be interconnected with those of other external
organizations.

The actors involved at each layer, being human or automate, cannot commu-
nicate with ensuring that semantics are exchangeable and based on a common
understanding to be indeed a means to enhance interoperability. This is reflected by
Fig. 6.3.

The ATHENA project adopted an original approach based on a multidisciplinary
approach merging several areas supporting the development of interoperability of
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enterprise applications and software: Enterprise Modeling, SOA, Ontology on the
Web and Model Driven Architecture.

The aeronautic Industry was involved within ATHENA through business sce-
narios related to the Networked Collaborative Product development within the
supply chain. The objective was to provide experience coming from Product Data
Exchange, trying to achieve inclusion of Manufacturing Standards for Product Data
Exchange, Sharing and Long Term Archiving—STEP—and associated standardi-
zation specifications for PLM services or processes of reference (e.g. VDA Change
Management Process).

The integration of the different solutions proposed by ATHENA was difficult
and highlighted numerous issues still to be resolved for achieving pragmatic
interoperability at an acceptable price to support collaboration in the Manufacturing
area [63].

6.4.2 System of Systems Interoperability

The System of Systems Interoperability (SOSI) model, defined in [2], is based on
the observation that interoperability in operations cannot be achieved without:

• Activities related to acquisition of a system (program management);
• Activities creating and sustaining interoperability with focus on architecture,

standards and Commercial Off-The-Shelves;
• Activities related to operation, based on interactions between systems and with

users, including operational support.

Figure 6.4 shows the three sorts of activities that must be further aligned for
effective interoperability. The SOSI model defines three type of interoperability:
programmatic, constructive, and operational.

Programmatic Interoperability is related to the required cooperation between
programs or projects building interoperating systems. Reaching some agreement on
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requirements regarding the interoperation, the formats of information to be
exchanged or shared, and the quality if service expectations and the control of
versions of the systems are different ways to achieve it. It is important to share
information between people in programs in order to achieve mutually beneficial
results and good agreements. The focus is on strategy, because the agreement on
requirements regarding the interoperations is political first, then technical, and
implies the partners sharing the same long-term vision.

Constructive Interoperability is related to engineering processes, standards,
and specific technical agreements to be put in place in order to achieve interoper-
ability. Thus, constructive interoperability is aligned with how interoperable sys-
tems are built. Currently available sets of standards are nevertheless not sufficient
today, as they are not covering all the required aspects, as for example data quality.
Recommended practices and certification for conformance are most of the time to
be defined in order to ensure that data produced by a provider are those expected by
the consumer.

Operational Interoperability is related to the ability of interoperating systems
to contribute to achievement of a greater human goal in the operational environ-
ment. It implies delivering the right information at the right time and in the right
format, but also consistently delivering it without undue effort on the part of
humans, including after system upgrades. Operational interoperability is thus
always the ultimate goal, and involves (for example) common methodologies and
operational procedures as well as collaborating systems.

6.4.3 Federated Framework

The federated framework combines the three previously mentioned frameworks,
and aims to resolve interoperability issues for Networked Collaborative Product
Development in the extended enterprise. It aims to achieve pragmatic interopera-
bility at an acceptable price, by federating the usage of interoperability enablers and
ensuring to achieve identified brakes for interoperability. Both interoperability
enablers and brakes are managed evolving lists capturing experience on the domain
of interoperability. The goal is to be able to build an evolutionary framework,
keeping advantage of results developed over years, and to put the focus on issues
never addressed or resolved appropriately by research community. In addition, the
federated framework gives a more precise focus on the systems considered for
which interoperability is to be achieved: the organizations with processes supported
by enterprise applications, which are realized by Information and Communication
Technologies (ICT). Enterprise application is the cornerstone of the framework,
which results of deployment and operation of instances of software products in
operational organization and operational ICT infrastructures. Finally, federated
framework extends the approach defined by ATHENA by providing a focus on:
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• Importance of the Interoperability Maturity Level of an eBusiness community
willing to achieve interoperability;

• Importance of addressing data loss coming from usage of different paradigms
and technologies;

• Importance of relying on open standards and open source technologies for
preparing the interoperability;

• Importance of Model Driven Architecture for building fast interoperability.

Today the federated interoperability framework usage is restricted to a com-
munity of experts, and different operational projects and research projects have
been contributing to its robustness and applicability to support strategy of European
aeronautic and space in terms of PLM standards (c.f. ASD SSG later in the case
study section).

6.5 Case Studies

This section exposes two use cases, one in the aerospace industry and the other in
the B&C domain. Both domains apply interoperability strategies: the one in the
aerospace industry implements the federated framework exposed in the previous
section and the second use case commits with domain standards.

6.5.1 In the Scope of European Aerospace and Defence

European Aerospace and Defence identified importance of standards in order to
implement PLM approach for development of their products in the supply chain. It
is illustrated by the activities of the ASD Strategic Standardization Group (SSG).

The SSG was set up in October 2008 by a group of European manufacturers,
A&D associations and military governmental agency in order to share efforts of
development of common A&D e-Business standards and associated harmonized
European policies for operational use.

Both are understood today as two strategic levers of competitiveness for all the
A&D manufactures and their supply chains (New role of the Original Equipment
Manufacturer as System Integrator, and product and process Information Integrator).

The ASD SSG does not aim to create new eBusiness standards but to support
effective governance at European level of International and European standards:

• Identifying a set of standards to use or to develop in order to cover the full
spectrum of needs for eBusiness;

• Proposing and applying governance tools at strategic and technical level (e.g.
radar screen, interoperability framework, assessment process);

• Developing a network of experts;
• Developing liaisons with all relevant standardization organizations.
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Figure 6.5 shows the Radar screen of ASD SSG with tracked, candidate and
adopted standards of the European Aerospace and Defence. Considered standards
are ASD external standards (e.g. adopted STEP AP214 “Core data for automotive
mechanical design processes”), standards for which ASD SSG monitor the devel-
opment (e.g. JT), external standards for which ASD SSG participate to the devel-
opment (e.g. STEP AP242) and standards ASD develops (e.g. TDP Message).

Principles of ASD SSG illustrate the concept of Interoperability Maturity Level
of eBusiness Community, defined in the federated framework. This community is
building a referential, which will allow preparing interoperability, as defined by
ISO. The standards identified include ISO STEP standards. Various working groups
of the ASD SSG are addressing important topics such as: PLM interoperability,
Integrated Logistic Support, Hub collaboration, Supply Chain Interoperability, Data
quality, Through Life Cycle interoperability. Figure 6.6 is the scope addressed by
one sub topic of the PLM interoperability working group, the CAD 3D composite
interoperability.

The topics are defined according to the priorities collected from the involved
industrial companies and current challenges. Operational results have been
achieved through PLM policies of some companies, Operational PLM Hubs
(BoostAerospace, c.f. Fig. 6.7) or involvement for establishment of implementers’
forums, which is the current sensible topic for fast deployment, and usage of elected
standards. At this stage, European Aerospace and Defence progressed well these
last five years for reaching a good interoperability maturity level.
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But the target remains challenging, and requires relying on research in order to
improve flexibility for creation of Dynamic Manufacturing Networks. It is
addressed for example by the IMAGINE project (c.f. [64]) for which an Aeronautic
Living Lab extends the Federated Framework and provide an infrastructure which
will then be able to support activities of the ASD SSG and the standardization
community.

The Aerospace and Defense Living Lab objective is to support eBusiness col-
laboration for Networked Collaborative Product Development. Aerospace and
Defense Living Lab demonstration is one of the five demonstrations of the
IMAGINE results. For the considered Business Cases and scenarios, many enter-
prises working on the different parts of an aircraft are organized as a dynamic
manufacturing network (c.f. Fig. 6.8), each member having a set of capabilities
related to Computer Aided Engineering, Computer Aided Manufacturing and
Computer Aided Collaboration. The DMN methodology will be used on top of one
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implementation of the i_platform, which is a collaborative platform developed
during IMAGINE project and aiming at dynamic definition, monitoring and
adaptation of efficient end-to-end processes, combining cross organizational pro-
cesses and private System Engineering and PLM processes. A strong focus will be
on the “digital product” usage and secured interchange of product and process data
within the extended enterprise, and between the technical enterprise applications or
authoring tools supporting the processes.

Technical enterprise applications may be PDM systems, Enterprise Resource
Planning System, Maintenance, Repair and Operations systems, Virtual Product
Manager systems, etc.

Authoring tools may be Computer Aided Design tools or Simulation tools for a
set of different disciplines and fields which are important for the considered sys-
tems, such as powerplant, aerodynamic, acoustic, etc.

Currently, the new trends are leading to a full reconfiguration of the Supply
Chains within European Aeronautic and Defense, for various families of products.
New projects are reaching a high level of subcontracting (e.g. 60 % for Airbus’
A380) and are targeting even higher level of subcontracting for future programs
(e.g. future long-range Aircrafts programs are targeting 80 %). In addition, it is
targeted to reduce the number of tier-one sub-contractors, but as these are also
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sub-contracting a lot, there is a global increase of the number of sub-contractors for
the whole supply chain from level one to the other levels. This trend can be referred
as “Virtualization of the enterprise”. In addition, another trend is the systematic
usage of Computer and Modelling for a growing set of engineering disciplines and
for collaboration, leading to systematic usage of Model-Based engineering for
System Engineering or Product Life Cycle Management. This trend can be referred
as “Virtualization of the Product”. The combination of the both trends is leading to
border effects in terms of interoperability for collaboration within extended enter-
prise implying interchange and sharing of digital model of the product. In order to
respond to such needs, emerging eBusiness PLM Hubs within large groups (EADS
PHC PHUSION) and for the European Aerospace and Defense are being setups,
with on the one hand the systematic usage of COTS as components of the col-
laborative infrastructure and digital engineering chains, and on the other hand the
identification of strategic importance of eBusiness PLM standards, as promoted by
SSG such as ASD Strategic Standardization Group or EADS Strategic Standardi-
zation Committee.

In such a context, some issues exist with the expected qualities of a cross
organizational collaborative platform:

• Interoperability, flexibility, robustness, security or other qualities of the plat-
forms are to be adaptive in order to support a continuously changing Supply
Chain without endangering the programs. Current platforms don’t yet support it.

• On boarding process, i.e. the process for an enterprise to enter the collaborative
network and connecting his processes and applications, is facing heterogeneous
maturity of the members of the Supply Chain when dealing with digital col-
laboration, making it difficult to constitute Dynamic Manufacturing Networks;

• The appropriate methodologies for setting-up effective and adaptive end-to-end
processes combining internal private processes and cross-organizational col-
laborative processes through such a platform don’t exist yet;

• Organizational impacts of the strategy adopted by the Hub initiatives in terms of
Architecture, Security and PDM are not always well assessed by involved
organizations and stakeholders because of the complexity of these new envi-
ronments and because of the lack of experience in deploying proposed
approaches at this scale;

• PLM strategic organizations are facing some difficulties for making a Design
Office, Production, Customer support and Supply Chain Management commu-
nities working together and combining their effort for end-to-end processes
along all phases of the product life cycle.

The Aerospace and Defense IMAGINE Living Lab is an experimental envi-
ronment with an applicative infrastructure, dedicated to the different addressed
business cases, based on open standards and enacted on the Cloud (i.e. made
available as services on the web and hosted outside of enterprise). It includes:
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• An implementation of the i_platform based on Open Source Components;
• A set of applications simulating actual enterprise applications that will be

connected to the i_platform in order to constitute the network of applications
required for the support of the Dynamic Manufacturing Network. Figure 6.9
gives an example with PDM systems of DMN members, and PLM collaborative
platform constituting a PLM Hub (cPLM);

• A physical machines infrastructure allowing to simulate interconnected intranets
and extranets;

• A set of complementary services and components required to ensure interchange
of data between partners, processes and applications (e.g. cPLM Data integra-
tion component and cPLM transformation component in Fig. 6.9);

• A set of complementary components for ensuring appropriate service compo-
sition and quality of service for the applicative infrastructure (e.g. cPLM
Workflow and cPLM Service Composition in Fig. 6.9).

The IMAGINE Living Lab is an experimental environment implementing a set
of standardized business processes based on open standards, which are:

• The ISO 10303 standards for manufacturing data exchange, sharing and long
term archiving;

• The ISO 15288 standards for system engineering, providing a process frame-
work for development of a manufactured system and associated supporting
systems, such as design or production capabilities;

• The ISA95 standard, for Business Production integration;
• The Supply Chain standards such as SCOR or BoostAero.
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The IMAGINE relies on associated recommended practices for setting up and
operate a Networked Collaborative Product Development platform, including the
DMN methodology adapted to the Aeronautic Living Lab context. The Network
Collaborative Product Development environment processes comprise the following
parts:

• P1—Set up of the platform (Design, development, deployment and enactment);
• P2—Interconnection between Information system of a company and the col-

laborative platform;
• P3—Collaborating (several instances of collaboration processes);
• P4—Leaving the community (disconnection from the Collaborating platform).

The Aeronautic Living Lab architecture has been designed to solve the existing
problems identified previously. An architecture framework based on open standards
is used for ensuring interoperability, flexibility and security. Recommended prac-
tices and DMN methodology aim to increase Manufacturing community’s maturity
for practices based on new solutions developed by IMAGINE. The Aeronautic LL
Business Cases will combine the standards of Production as well as the ones for
Design, Supply Chain Management, Integrated Logistic and Support and System
Engineering.

Doing so, experts in charge of defining strategic governance of eBusiness PLM
standards have new means that should make it possible to implement usage of
standards in Dynamic Manufacturing Networks.

6.5.2 In the Scope of Building and Construction

The B&C domain is one of the biggest industries in the world. Nevertheless, the
organization of this industrial sector is very complex and fragmented, where over
95 % of the companies are small and medium-sized enterprises, nationally or
geographically oriented.

In today’s global and collaborative society, the success of business relies on the
ability to collaborate. Better information and communication between all parties
involved allows a reduction of the time required to develop a new product. Products
can be delivered earlier and more professionally, thus permitting earlier and better
returns on investment.

In spite of the emergence of ICT and their successful application by various
manufacturing industries, communication in B&C has a low success rate, due to its
fragmented sector. Although B&C has dynamic partnerships between various
experts from different organizations, the reality is that each partner uses isolated
systems that are mostly not interoperable and that cannot support data interface
standards. Manual transfer of data is still largely the way to pass information. Tasks
are therefore undertaken as isolated notes of a large network, in which communi-
cation procedures are primitive, slow and expensive. Interoperability is a prime
factor for better control of quality and time and for cost reduction.
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The B&C industry involves a long process directed at the satisfaction of the
needs of clients and customers through the provision of quality products that fulfill
their purpose at reasonable cost. It comprises complex activities that involve the
combined efforts of several specialists from different disciplines.

Contrary to what is seen in other manufacturing industries, the B&Cs artifact is
almost always a one-off product. This main difference between the creation of a
single item and mass production has led to the adoption of a conservative tech-
nological attitude, while progress has not been as fast as in other industries. The life
cycle of an artifact is long and normally it involves a large number of participants
with different experience and knowledge, often located in different geographic
areas.

In B&C the design and development of a product is basically a sequential
process comprising various stages in which the following stage does not begin
before the previous one is concluded. Nevertheless, large projects allow concur-
rency between the different stages. For example, construction begins before the
design and planning stage is complete, allowing a reduction of the overall project
time, while phased occupation begins before final project completion, providing an
earlier return on investment. The major obstacles identified to block such an
approach are caused by two main facts: (1) engineering data is not interoperable; (2)
interaction between different participants is neither represented nor correlated.

The need of a unified and interoperable model that integrates all information and
knowledge related to the different stages and that allows participants to access all
information is a requirement. In this scenario, the end user can directly access the
system’s data or do it through the project manager, controlled by the system’s
managing applications and rules (Fig. 6.10).

The main benefit is to have all information interoperable using a neutral,
accessible and exchangeable format, which is faster and much less prone to error.
This avoids re-entering of information that is already in one of the components of
the system and stimulates reuse and the share of information, since, once introduced
in any of the components of the system, will be kept and available in the global
system.

Nowadays, several standards are already available and other models are in
advanced stages of development. It is expected that further proposals for the
development of new models will come out due to the continuous need for the
applications to extend their industrial scope.

The development of standard-based product and process data models to support
the life cycle activities for the B&C industry has been addressed intensively during
the last decade. In Europe, for example, several projects have worked on this issue,
proposing and developing frameworks to assist in the establishment of interoper-
able open environments for the B&C industry.

Examples of major projects of the early 90s that were the first to research and
develop standard-based methodologies and integrated platforms for data exchange,
sharing and achieving in B&C domains, can be listed as follows: (1) the COMBINE
project (European JOULE program), developed a computer-based integrated
building design system and demonstrated the feasibility of technology proposed by
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STEP to integrate applications within the building field through a common inte-
grated data model; (2) the ATLAS project (European ESPRIT III program), defined
a methodological framework and software tools conforming to STEP to enable the
integration of large scale engineering applications;

During the second half of the 90s, the VEGA project (ESPRIT IV program)
presented a proposal to bridge the gap between four standards (STEP, SGML,
CORBA, EDI) developing the COrba Access to STep models (COAST) platform
and services for distributing CAD applications.

Also, the project “C-ECOM: Cluster for Electronic Commerce” was an active
concerted network sustaining a group of projects working on standardization
activities in the frame of research and technological development in the area of
“New methods of work and e-Commerce”. C-ECOM is showing that standards are
necessary to enable organizations to trade e-globally.

Regarding the utilization of state-of-the-art IT in the building industry, adher-
ence is still very poor. Most established developments are concentrated on the
Computer-Aided Design (CAD), drafting, scheduling control of tasks, and auto-
mation of certain pre-fabrication processes. Each application very often runs alone,
without the capability to exchange the necessary data automatically. This situation
has driven companies to reach proprietary dependent departmental solutions,
without a complete integration of product, process and business data.
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For instance, nowadays there is still little attention given to the automated data
flow of planning and control information, or promoting the business need to the
seamless flow of scheduling, resource, materials, and cost information between
firms. For practitioners in these industrial environments, time and material planning
is very often done in a manual process at the construction site on a stand-alone
basis, mostly assisted by data received by phone calls or on paper.

The application of a Computer Integrated Environment including design, plan-
ning, production, business and control to an outdoor building site can then be seen
as a top stage of IT integration into the construction industry.

The adoption of effective exchange of information regarding planning and
control activities (schedules, resources, materials, cost, cash flow) between the
different parties involved in B&C projects is a critical success factor. It may avoid
projects’ time and costs overrun and assure better quality.

The main interest of future work lies in the development and elaboration of a
generic architecture for standard-based integrated indoor and outdoor construction
sites. Therefore, further work should also be concentrated on the automation of
specific heavy-duty machines in order to obtain a manpower-reduced building site,
with computer-integrated time scheduling and material-planning possibilities.
Integration with commercial aspects related with the B&C business should also be
considered when aiming for a complete and automated data flow among internal
(construction) and external (business) actors performing in this industrial sector.

The adoption of standards in modeling using a specific data protocol to support
the integration and flow of information using a unique data exchange format, to be
adopted by the various activities in B&C environments is a key factor for proposals
now coming out. Examples are the work being developed by STEP within ISO
TC184/SC4 B&C Working Group, by International Alliance for Interoperability
throughout its Industrial Foundation Classes (IAI/IFC), and UN/EDIFACT (United
Nations Electronic Data Interchange for Administration, Commerce and Transport)
and its related adaptations.

6.5.2.1 Industry Foundation Classes Model Architecture

The Industry Foundation Classes (IFC) model architecture has been developed
using a set of principles governing its organization and structure. These principles
focus on basic requirements and provide a structure for the model together with a
framework for sharing information between different disciplines within the AEC/
FM industry.

This architecture provides a structure identified as the ‘model schemata’, and it
has four conceptual layers within the architecture, which use a strict referencing
principle. Within each conceptual layer a set of model schemata are defined.

The first conceptual layer is the resource layer. It provides resource classes used
by classes in the higher levels. The second conceptual layer, i.e., the core layer,
provides a core project model. This core contains the kernel and several core
extensions. The interoperability layer is the third conceptual layer. It provides a set
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of modules defining common concepts and objects across multiple application types
and AEC industry domains. Finally, the fourth and highest layer is the domain
layer. It provides a set of modules tailored for specific AEC industry domain or
application type. There are three possible ways to share data using IFCs. These are:

• By creating a physical file of information that may be shared across a network,
by email or on a physical medium such a floppy disk. The EXPRESS language
specification view of the IFC Object Model determines the structure of the file
and the syntax of the file is determined by ISO 10303 part 21, or more recently
in XML;

• By placing information in a database that has an interface defined according to
the ISO 10303 part 22 (Standard Data Access Interface) for putting in and
getting out data. The EXPRESS language specification view of the IFC Object
Model determines the structure of the information sent to or received from the
database. Presently, a number of software applications work using shared dat-
abases (also known as project model servers);

• By using software interfaces that can expose the information content of defined
groups of attributes within an object. Software interfaces allow for direct
communication between applications without the need for an intermediate file or
database.

6.6 Conclusions and Outlook

In this chapter we have presented standard languages, data models, methods to
support interoperability, a federation of frameworks for resolving interoperability
and two case studies showing that interoperability is achieved or can be achieved
through standardization.

In the future, servitization of manufacturing industries, i.e. the innovation of
organization’s capabilities and processes to shift from selling products to selling
integrated products and services that deliver added value, will lead. This has already
started, as illustrated by initiatives such as BoostAerospace, or role of Cloud
solutions for setting up infrastructure of IMAGINE project or Standard Interoper-
ability PLM. Indeed, servitization provides means for companies to move up the
value chain and exploit higher value business activities. A service-led competitive
strategy sees everything-as-a-service where Cloud Computing is seen as a major
trend. In the Cloud paradigm, interoperability is achieved by the standard specifi-
cation of Application Programming Interfaces for business services enabling a
service to interact with others [65, 66]. These drives the current efforts of the ASD
SSG for pushing merging AP203 and AP214 into AP242 in order to ensure
common standardized interfaces will be adopted by automotive and aerospace
communities, but also other industrial sectors relying on ISO 10303 STEP stan-
dards, like building or furniture. It is expected it will address previous failures in
attempting to defined standardized PDM or PLM services, by initiatives such as

6 Resolving Interoperability in Concurrent Engineering 159



OMG PDM Enablers [67], PDT.net [68], OMG PLM services [69] or OASIS PLCS
Web Services [70].

Services will be ubiquitously available, which enhances Extended Enterprise
collaboration. Servitization opens routes for new challenges such as product-as-a-
service design, where semantics will be taken into account from the start with
Linked Services and Linked USDL approaches.

Another trend is the use of agile design and development, where fast proto-
typing, test-driven, model-driven and behavior-driven development methodologies
allow focusing on business cases and semantic interoperability issues.

Finally, being able to test at the earlier stage standards and their implementation,
being software tools or business processes, will required new approaches in order to
establish interoperability at an acceptable price [71].

Establishment is required of an implementer forum hosted by neutral organi-
zation, and based on new methods and approaches for testing cross-organizational
collaborative processes within the extended enterprise, and all along the supply
chain.

The tests to be performed will not concern one single standard, but a consistent
configured set of complementary standards, dealing with data interchange as
well with security or flexibility.

Industrialization practices will have to be qualified and continuously improved in
order to achieve sustainable and continuous interoperability, despite continuous
evolution of the ICT which is imposed by providers. What will be the next ICT
trends after Cloud computing, Linked Services and Big Data and HTML5?
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Chapter 7
Collaborative Engineering

Milton Borsato and Margherita Peruzzini

Abstract Collaborative Engineering is the practical application of collaboration
sciences to the engineering domain. Its aim is to enable engineers and engineering
companies to work more effectively with all stakeholders in achieving rational
agreements and performing collaborative actions across various cultural, disci-
plinary, geographic and temporal boundaries. It has been widely applied to product
design, manufacturing, construction, enterprise-level collaboration and supply chain
management. The present chapter clarifies the main concepts around Collaborative
Engineering, as well as the various forms of collaborative ventures, such as virtual
enterprises. It underlies the crucial impact of Collaborative Engineering in the
context of global distributed engineering. The most applied forms of technology for
collaboration are presented, such as Computer Supported Collaborative Design
(CSCD) and web-based design, which are mature fields of study in constant
improvement, as collaborative tools and cloud-based systems become more per-
vasive. The application of Collaborative Engineering in the context of product
lifecycle is also discussed, and different needs for collaboration are evidenced along
successive steppingstones of product development. Two case studies are provided
to illustrate successful application of the concepts hereby provided.
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7.1 Introduction

One of the most significant characteristics of humankind is that we are predisposed
to associate with peers to create groups. We are a social species, from the Latin
word socii meaning allies [1]. These alliances are formed from the need of a social
life. Thus, every human “…needs others to satisfy his own needs… and he [sic]
improves himself (becomes ‘more human’, exercises and develops his capacities) in
his relationships with others” [2].

Nowadays, in spite of this social bias, in many ideologies of the world people
have a strong tendency towards individualistic behaviours that seek to accumulate
resources and power for personal gain. Competing and selfish individualistic mental
models reinforce a mutual process by which individuals tend to shape the culture of
the group to which they belong. The result of such loop is that human greed and
thirst for money and power may yield a perceived maximum gain for the individual,
at least in the short-term, but it results in sub-optimal gains in the short- and long-
term for the group [3].

In a long-term perspective, human collaboration is required. Collaboration,
derived from the Latin word collaborare meaning to work together, is the process
of multiple people working together interdependently to achieve a greater goal that
is impossible for any individual to accomplish alone [4]. In a fully connected
society, collaboration is ubiquitous in all professional activities, ranging from
technical projects for business pursuits to international efforts, such as space
exploration and combating global warming.

Collaborative Engineering is the practical application of collaboration sciences
to the engineering domain [5]. The aim of this emerging human-centred discipline
is to enable engineers and engineering companies to work more effectively with all
stakeholders in achieving rational agreements and performing collaborative actions
across various cultural, disciplinary, geographic, and temporal boundaries. Because
products have become more complex, competitiveness has harnessed efforts in
companies worldwide, and sustainability issues have raised concerns in society,
collaboration is increasingly needed from inception throughout the disposal of a
product. According to Shen et al. [6], Collaborative Engineering is a “concept of
optimizing engineering processes with objectives for better product quality, shorter
lead-time, more competitive cost and higher customer satisfaction”. It has been
widely applied to product design, manufacturing, construction, enterprise-level
collaboration and supply chain management.

Recently such an approach is particularly emerging due to the modern challenges
in engineering and design: market globalisation, short delivery times, rapid evolu-
tion of customer requirements, and complex industrial chain creation. As a conse-
quence, new flexible organizations arise to satisfy the design and manufacturing
needs and face the novel industrial scenario. Indeed, working groups must be
organised in a new way to cooperatively act in distributed teams and allow a
dynamic team configuration according to the specific objectives. At the same time,
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traditional tools may not properly support such collaborative teamwork in distributed
spaces and new technologies must be adopted.

The present chapter aims to present the basic concepts behind Collaborative
Engineering in the context of Product Development, for helping one reason whether
the benefits of collaboration may overweight burdens such as lack of control and
other inherent risks. The following sections categorize collaboration ventures, such
as virtual enterprises and extended enterprises, which have been attracting attention
since the 90’s. Furthermore, current developments in technology to support col-
laboration are explored, as well as future trends.

7.2 Fundamental Concepts

In this section, the fundamental concepts of Collaborative Engineering are covered.
Firstly, the distinctions between similar terms such as coordination, cooperation and
collaboration are presented. Then, the types of collaborative ventures, such as
virtual enterprises and crowdsourcing, are defined.

7.2.1 Coordination, Cooperation and Collaboration
in Engineering

Gaver [7] proposes four major landmarks within the spectrum on how collaboration
may take place. It is a pervasive experience, one of simply knowing who is around
and something about what people are doing: that people are busy or free, meeting or
alone, receptive to communication or not. Above it, there is a general awareness,
which is necessary for all collaborative work, but the degree to which its focus is
shared varies. An intense sharing of awareness characterizes focussed collabora-
tion, when people work closely together towards a shared goal. Less is needed for
division of labour, that common work practice in which a shared goal is divided and
component tasks addressed separately. Finally, more casual awareness can lead to
serendipitous communication, in which people realize the potential for productive
work through chance encounters.

There are differences between three frequently misinterpreted terms: coordina-
tion, cooperation and collaboration. According to Lozano, coordination refers to
activities performed by different individuals in order to make them compatible with
a common purpose or result; cooperation refers to engaging in work on monitoring
and evaluation, learning from each other and sharing experiences; and collabora-
tion refers to using information to create something new, seeking divergent insights
and spontaneity, jointly developing proposals, sharing information, planning joint
workshops, and raising funds together among other activities. In other words,
collaboration thrives on differences and dissent [3].
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On the other hand, Mattessich et al. [8] define cooperation as “characterized by
informal relationships that exist without a commonly defined mission, structure or
effort. Information is shared as needed and authority is retained by each organi-
zation so there is virtually no risk. Resources are separate as are rewards”.
Coordination would be “characterized by more formal relationships and under-
standing of compatible missions. Some planning and division of roles are required,
and communication channels are established. Authority still rests with the indi-
vidual organization, but there is some increased risk to all participants. Resources
are available to participants and rewards are mutually acknowledged”. And col-
laboration “connotes a more durable and pervasive relationship; (…) a full com-
mitment to a common mission (…); Authority is determined by the collaborative
structure. Risk is much greater. (…)”. The underlying mechanisms for coordination,
as discussed by Grandori [9], varying from formal to highly informal mechanisms,
are in not in the scope of this text.

In the context of this chapter, coordination is assumed to create a structured and
shared information exchange by communication, information exchange, and
adjustments of activities. Cooperation extends coordination and considers also
resource sharing for achieving compatible goals. Finally collaboration is under-
stood as a more demanding process in which entities share information, resources
and responsibilities to jointly plan, implement, and evaluate a program of activities
to achieve a common goal and therefore jointly generating value.

Similarly, Camarinha-Matos et al. [10] extend the list of similar terms, including
networking and coordinated networking. In their view, networking basically
involves communication and information exchange for mutual benefit, while
coordinated networking involves aligning/altering activities so that more efficient
results are achieved, in addition to communication and information exchange.

When collaboration addresses engineering topics, we deal with Collaborative
Engineering. In particular, Concurrent Engineering is one specific approach to
collaboration, which typically takes place between divisions within a single com-
pany [11]. For its intrinsic nature, geographically distributed teams whose members
are spread across a country, continent or globally, it may also accomplish Con-
current Engineering, by creating coordinated networking.

Some misunderstanding can rise between Concurrent Engineering and Collab-
orative Engineering. Lu et al. [12] try to clarify this point by advocating that, while
Concurrent Engineering addresses the sequencing issues of interacting separate
decisions, Collaborative Engineering requires stakeholders to negotiate a single
joint agreement, based on multiple decisions made by participating individuals.
Concurrent Engineering is based on fundamentals such as multidisciplinary teams
(people), tools and processes, just like the socio-technical model proposed by
Toyota [13]. However it is Collaborative Engineering that emphasizes the search
for consensus, the need for sharing responsibilities and the achievement of com-
plicity in results.
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7.2.2 Collaborative Ventures

The smallest element in societies is the individual, who, by allying and interacting
with other individuals, creates or becomes part of groups, which, in turn, are part of
or create organizations [3]. One way of classifying groups is by their maturity: (1)
already established ones, or old groups, and (2) groups that will be created or new
groups. Such classification is important since old groups have, to a large degree,
established their interactions, routines and behaviours, while new groups in many
cases are in a transition state where the interactions, routines and behaviour are
being established. Whereas in an old group the members know each other’s fashion
of working and personal differences, in a new group the members need to spend
time adjusting to one another. In many cases, manageable conflicts appear from
personal differences. Once these have been resolved and each of the members
knows how to deal with the others, the group is in its road to becoming an old
group.

As globalization, technological innovation and market turbulence challenge
traditional business logic, firms are experimenting with new organizational models
[14]. Among these new models, the virtual enterprise or virtual organization is
one of the most popular. Galbraith defines a virtual corporation as “the exact
opposite of the vertically integrated corporation”. Instead of covering all the
activities a business comprises (i.e. from raw materials to the ultimate consumer)
the virtual corporation contracts out for all activities except those in which it is
superior [15]. As a result, a network of independent companies (i.e. each does what
it does best) acts together as if it were virtually a single corporation.

There are three types of virtual enterprises (VEs): Short-term VE, Extended
Enterprise and Consortium VE [16]. Short-term VEs would be set up for
responding to specific market needs. A project would be split into several linked
modules, to be addressed by each partner. Extended enterprises comprise supply
networks, which are engaged in several projects over a more sustained period of
time. Consortium VEs combine core competences to obtain work.

Thompson proposes a practical taxonomy of collaborative endeavours [17]. For
him, Virtual Business Networks (or VBN) are companies coming together to co-
operate to achieve some shared business goal by forming networks enabled by
various forms of web-based technology. VBNs appear in many guises and names
such as Collaborative Networks, Virtual Clusters, Virtual Enterprise Networks,
Collaborative Supply Chains, Networked Enterprises and Star Alliances.

Thompson’s classification yet suggests eight different kinds of VBN: Collabo-
rative Supply Chain (CSC), Collaborative Supplier Network (CSN), Collaborative
Product Development Network (CPDN), Enhanced Trade Association (ETA),
Incubation and Acceleration Network (IAN), Subcontracting and Partnership
Exchange (SPX), Technology-Led Ecosystem (TLE), and Virtual Enterprise Net-
work (VEN).

Given the large diversity of manifestations of collaborative ventures,
Camarinha-Matos et al. [10] propose another taxonomy of the various
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organizational forms, resulting in eleven categories. As far as product development
is concerned, the most important categories are collaborative network, supply chain,
virtual enterprise, virtual organization, extended enterprise and virtual team.

The first category, named collaborative network, is “a network consisting of a
variety of entities (e.g. organizations and people) that are largely autonomous,
geographically distributed, and heterogeneous in terms of their operating envi-
ronment, culture, social capital and goals, but that collaborate to better achieve
common or compatible goals, thus jointly generating value, and whose interactions
are supported by computer network”. The second category, named supply chain, is
“a stable long-term network of enterprises each having clear roles in the manu-
facturing value chain, covering all steps from initial product design and the pro-
curement of raw materials, through production, shipping, distribution, and
warehousing until a finished product is delivered to a customer”. The third cate-
gory, named virtual enterprise, is “a temporary alliance of enterprises that come
together to share skills or core competencies and resources in order to better
respond to business opportunities, and whose cooperation is supported by com-
puter networks”. The fourth category, named virtual organization, is “a concept
similar to a virtual enterprise, comprising a set of (legally) independent organi-
zations that share resources and skills to achieve its mission/goal, but that is not
limited to an alliance of for profit enterprises”. The fifth category, named extended
enterprise, is “a concept typically applied to an organization in which a dominant
enterprise ‘ex-tends’ its boundaries to all or some of its suppliers”. The sixth
category, named virtual team, is “similar to a virtual enterprise but formed by
humans, not organizations”.

The paradigm of Mass Collaborative Product Development (MCPD) has gained
popularity in the software domain with the creation of software like Linux and
Apache. This model is now gaining popularity in the physical product and services
domain in two forms: crowdsourcing and mass collaboration [12]. Crowdsourcing
takes place when design and development are carried out in response to an open
challenge with a reward, like InnoCentive, Quirky, Local Motors and Darpa’s
Vehicleforge program. In mass collaboration, a product emerges as a result of
people with similar interests working together on an idea. Examples include the
ArduinoTM Controller and the Open Source Car (OScar). Products with a modular
architecture are more suitable for the largely decentralized development and deci-
sion-making that is prevalent in the MCPD model [18].

7.3 Technology for Collaboration

In this section, the main technology trends behind Collaborative Engineering are
presented. Computer Supported Collaborative Design is an area that enables mul-
tidisciplinary design to take place. Moreover, web-based design is emphasized as
the pervasive means to share data in a connected world.
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7.3.1 Computer Supported Collaborative Design (CSCD)

The application of Collaborative Engineering to product design is usually called
Computer Supported Collaborative Design (CSCD) or Computer Supported Col-
laborative Work in Design (CSCW-D). CSCD is carried out not only among
multidisciplinary product development teams within the same company, but also
across the boundaries of companies and time zones, with increased numbers of
customers and suppliers involved in the process [6].

CSCD is also referred as Cooperative Design, Concurrent Design, or Interdis-
ciplinary Design. It encompasses the process of designing a product through col-
laboration among multidisciplinary product developers associated with the entire
product lifecycle. This area of knowledge covers various lifecycle phases such as
preliminary design, detailed design, manufacturing, assembly, testing, quality
control, and product service as well as those from suppliers and customers.

Weiseth presents a typology of collaboration tools using a wheel metaphor,
referred to as the Wheel of Collaboration Tools (WCT) [19]. Collaborative
Working Environments (CWEs) should include, among others, these
functionalities:

• a service-oriented approach to support interoperability and the capacity of
composing services, giving as a result new composite services;

• an activity-oriented approach to support the automation of tasks that co-workers
have to perform in order to fulfil certain activities in their work; and

• context-based collaboration and personalized and adapted interfaces, which
enable co-workers to determine how the system should react, thus providing
self-organization, self-adaptation and self-deployment.

CSCD has been profoundly related to other research fields, including Computer
Supported Cooperative Work (CSCW) and Human–Computer Interaction (HCI).
The term CSCW was first used by to describe the topic of an interdisciplinary
workshop that was organized on how to support people in their work arrangements
with computers [20]. The CSCW field emerged with the objective of studying the
creation and impact of collaborative applications [21]. CSCW tools enhance the
sharing experience of product data, bringing the full potential of real-time collab-
oration to all product design stakeholders, and numerous technologies or standard
formats have come to maturity, such as PHP and XML for dynamic processing of
web data, VRML or Java3D for 3D viewing within web applications, and STEP or
JT for product information exchanges [22] (see Chap. 6).

Many people simply refer to CSCW by the term of Groupware, though others
consider this to be too narrow. Generally speaking, the term Groupware is widely
used in commercial software products, while CSCW is used more in the research
community [6]. The most widely used CSCW techniques in collaborative design
systems include groupware techniques for facilitating communication among
design team members and context awareness techniques for enhancing coordination
among team members.
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HCI, on the other hand, had its initial R&D focus on interaction between one
user and one computer. It was then extended to human–human interaction via
networked computers, which is the essence of CSCD. Blackboard architecture [23],
Distributed Artificial Intelligence (DAI) [24] and software agent technologies [25]
have provided the foundation for developing collaborative design systems [26].

The Distributed and Integrated Collaborative Engineering Design (DICE) pro-
ject, started in 1986 at MIT, made several novel contributions to collaborative
design, with the introduction of synchronous and asynchronous communication
tools, integration of qualitative and quantitative geometric reasoning, knowledge-
based design, use of asynchronous teams for solving both symbolic and numeric
constraints, design rationale capture, and collaborative negotiation. Agent-based
design systems use a communicative and intelligent coupled network of problem
solvers. A key requirement of these tools is the representation of knowledge in an
appropriate form, based on the designers’ needs, the context in which it is being
used, and the nature of the information being conveyed [27].

With the globalization of the manufacturing industry, CSCD is required to
support distributed design. Members on a collaborative team often work in parallel
and independently using different engineering tools distributed at separate loca-
tions, even across enterprise boundaries and across various time zones around the
world. The resulting design process is then called Distributed Collaborative De-
sign. The objective of a design team has multiple facets, for example, optimizing
the mechanical function of the product, minimizing the production or assembly
costs, or ensuring that the product can be easily and economically serviced and
maintained.

A successful implementation of CSCD requires new approaches, such as
including an efficient communication strategy for a multidisciplinary group of
people from the design and manufacturing departments to share and exchange ideas
and comments; an integration strategy to link heterogeneous software tools in
product design, analysis, simulation and manufacturing optimization to realize
obstacle-free engineering information exchange and sharing; and, an interopera-
bility strategy to manipulate downstream manufacturing applications as services to
enable designers to evaluate manufacturability or assembleability as early as pos-
sible [28].

7.3.2 Web-Based Design

Support groups originally developed the Web for information sharing within
internationally dispersed teams and the dissemination of information. It has initially
become a convenient media to publish and share information relevant to the design
process, from concept generation and prototyping to virtual manufacturing and
product realization. Therefore, it has been adopted as the most popular imple-
mentation architecture of a collaborative product development (including design
and manufacturing) tool.
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Wikis, introduced in 1995 for writing documents collectively and further
developed into the Wikipedia project in 2001, are databases of interactive web
pages that allow members of a user group to collectively edit the same material
from any computer with a web connection. A wiki is unique in that it closely
emulates a real verbal discussion with the added feature of being persistent. Studies
of wikis in the light of collaborative design show that wikis can support the activity,
although the state of use and technology inhibit more efficient use. Wikis therefore
provide a flexible and self-organizing platform that is especially useful from the
point of view of early design, when the information and knowledge is unstructured,
and from the point of view of collaborative design, where all communication is
persistently recorded and loosely organized through user-defined tags [27].

Developments in information technology and the Web created fundamental
shifts in the way engineering was done by enabling the use of many new tools for
human interaction and collaboration. Dynamic business needs coupled with glob-
alization required the product development teams (like design, manufacturing, sales
and management) to do real-time sharing of product data in a concurrent manner
(see Chap. 18).

Many researchers and working groups have been working hard to improve the
current Web infrastructure and supporting tools. Web-based infrastructure has been
used in a number of collaborative product design systems. In most cases, the Web is
primarily used by multidisciplinary team members as a medium to share design
data/information/knowledge; while in some cases, it is integrated with other related
technologies and is used for product data management and project management.

However, web technology alone is not a complete solution to collaborative
design systems, although it makes communication physically viable through a
common network. In order to collaborate on a distributed design project, remote
engineers and designers need active supports to coordinate their efforts. This
coordination involves the translation of terminology among disciplines, locating/
providing engineering analysis services, virtual prototyping services, and project
management. Servers should not only be a repository of information but also
provide intelligent services to help users to solve design problems [6].

In recent years, more and more collaborative design systems have been devel-
oped using Web Services as well as Semantic Web and Grid Computing techniques,
showing evident evolution from the use of agent-based technology and active web
servers.

As with many other systems initially developed for the desktop or closed net-
work environments, CSCD is also currently moving towards the cloud. In other
words, applying cloud computing in the context of collaborative design has pro-
duced the concept of product collaborative cloud design. It promises to make it
possible to share enterprises’ design resources through collaborative design sys-
tems, reuse design knowledge, by registering in a system where product design
professionals can start collaborative design between different departments or dif-
ferent enterprises without building up their own collaborative design infrastructure
to avoid repeated construction and investment [29, 30].
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7.4 Collaboration for Product Lifecycle

In this section, Collaborative Engineering is presented in the context of the Product
Lifecycle. Knowledge Formalisation is introduced, for depicting the different
shapes of knowledge that are generated and converted along the path towards
product realisation. The nature of each activity performed in the process requires
different collaboration styles, which are presented next. Product models, which
encapsulate knowledge in subsequent phases of the lifecycle, are then explored.
Information management is thus depicted, as the flow of information and its control
is crucial for successful product development projects.

7.4.1 Knowledge Formalisation

Product design is goal-oriented process generating a new product description,
through a repeated cycle of reformulating the problem, synthesising a potential
solution, evaluating it, and reformulating the problem again [31]. “It integrates
several specific domains and involves multi-disciplinary competences, each of
which is performing their own task to converge on the same goal. (…) The process
complexity usually requires managing team structure and roles, data evolution,
decision-making activities, integration of different software solutions and knowl-
edge formalization to pre-serve all generated information” [32].

As single components can be individually developed, both individual and col-
laborative activities are carried out alternatively and require an intense information
exchange. Consequently, design collaboration can be modelled as a continuous
shift from individual to team dimensions, when human interaction is fundamental
and data elaborated during individual work are shared, discussed and analysed [33].
Norman proposes a cognitive model of interaction to represent collaboration in the
team dimension [34]. It consists of seven stages of action and involves the explicit
modelling of exploratory and reactive behaviours. Such a model does not depend
on the features of the collaborative environment but only on human interactive and
cognitive processes.

In order to manage such complexity, design methods are elaborated. Among
them, product design methods may be applied to all sorts of artifacts (and related
services), ranging from simple component design to complex engineering systems
(CES). CES comprises a number of components and processes with interdepen-
dencies during development. Their development involves decomposition followed
by integration of the system. Typically, this would encompass system architecture
development, then component development, and finally system integration [35].

Manufacturing CES demands a strong level of interaction and collaboration
between design, marketing, planning, and an integrated supply chain to meet
program cost, quality, and timing objectives. Thus, CES is the variety of product
that can best benefit from the most recent advances in collaboration tools and
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methods. In the context of the present chapter, therefore, the phrase product design
is to be associated with the design of CES.

A product’s lifecycle comprises the time frame “spanning from concept to end-of-
life of a product” [36]. It may be characterised by the following three phases:
beginning-of-life (BOL) including design and production; middle-of-life (MOL)
including use, service and maintenance; and end-of-life (EOL) featuring various
scenarios such as reuse of the product with refurbishing, reuse of components with
disassembly and refurbishing, material reclamation without disassembly, material
reclamation with disassembly and, finally, disposal with or without incineration [37].

All phases in the lifecycle of a product are well suited for collaboration; how-
ever, due to its intrinsic nature of intensive exchange of knowledge and informa-
tion, product development (or design) deserves closer attention. A product
development campaign can be viewed as a technical activity with a human purpose
(e.g. to achieve market success). Therefore, when a group of engineers, with
competing lifecycle concerns, come together in a team to develop a new product, it
becomes a complex socio-technical activity. Product design demands a wide variety
of knowledge sources (i.e. heuristic, qualitative, quantitative, and so on). The
design problem is then solved in a multi-stage, iterative, and collaborative process,
with extensive communication and coordination among teams of experts in various
disciplines [27].

It is challenging to manage the effective communication of product knowl-
edge and appropriately represent it among different groups. More recently,
Chandrasegaran et al. [27] propose a design process view of knowledge, which is
concerned with the knowledge that is generated and used at various stages of the
product development process. Figure 7.1 shows this interpretation of knowledge
representation during a product lifecycle.
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In the early stages of design, knowledge representation is predominantly lin-
guistic and pictorial in nature. The other representations such as symbolic, virtual,
and algorithmic appear in the embodiment design onwards, when much of the
design is already committed. More information is accumulated as design reaches
the embodiment and detailed design phases, and the challenge is to reuse or re-
inject this knowledge into the earlier phases of design using an appropriate
representation.

7.4.2 Collaborative Dimensions

Design collaboration assumes different characteristics according to the specific
context, but there are some common features that can be identified in product
design. Firstly, an important feature of collaboration in design is the need to inte-
grate single pieces of work that are individually developed and must be integrated
(i.e., tasks, decisions, analysis, product parts and subassemblies). Successful
product design projects strongly rely on both the ability of the project leader to
coordinate team participants and the mutual understanding of design viewpoints
and decision sharing. Design process control is based on the knowledge of existing
design situations, critical evaluation, and decision-making, according to the design
objectives. It is generally undertaken during design review activities, where design
outcomes are evaluated and decisions made to keep the project moving forward.
Evaluation is the collaborative moment when team members elaborate a judgment
by comparing the achieved solution with the design requirements and formulate
possible changes.

Collaboration takes place along the lifecycle but assumes different characteris-
tics. Germani et al. [38] recognize three main collaborative dimensions, differing in
communication needs, tasks and interaction styles:

a. Conceptual design collaboration that anticipates the industrial design phase
and aims at achieving the final product concept. It involves stylists and designers
as industrial partners and project leaders and product managers as company’s
resources;

b. Advanced design collaboration that refers to product design phase and mainly
consists of co-modelling activities. It engages engineers from technical
department and quality department as well as the design and supply chain for
assessing technical feasibility and economic convenience of every developed
solution, engineering the validated product shape, developing manufacturing
equipment and realizing all technical schedule for production.

c. Interplay collaboration that refers to data sharing and distribution and takes
place in different moments along the product development process.

Such dimensions address the needs of different lifecycle phases; in a typical
industrial design process they can be represented as in Fig. 7.2. It outlines a general
product lifecycle focusing on the design stage and the main activities (in squared
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Fig. 7.2 Collaborative dimensions identified in a typical industrial design process [38]
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blocks) and decisional points (in diamond-shaped blocks), and, for each of them,
the main collaborative activities and the actors involved. It also highlights the
different collaborative dimensions and elicits how they take place during the design
lifecycle. In particular, crucial moments for collaboration are the so-called design
review meetings (DRs), which occur during the entire process as highly collabo-
rative moments when multidisciplinary team discuss, evaluate and decide to support
the product design [31]. The number and occurrence, undertaken activities, repre-
sentation modalities, supporting tools and team member skills vary according to the
design stage to which they belong.

Thus, different DR forms can be recognized according to the process stage,
design goals and outcomes, competencies involved, and exploited product repre-
sentations: conceptual design collaboration and engineering design collaboration.
During conceptual design collaboration the main conceptual aspects are simulta-
neously evaluated (e.g., aesthetics, function, ergonomics, cost, and product feasi-
bility) and the competencies involved vary from decision-making staff to marketing
operators, stylists, and technical managers. Usually, different product representa-
tions are used, both intuitive and technical (e.g. sketches, renders, rough physical
prototypes, 2D drawings, functional schemes, 3D models, and digital mock-ups).
Conceptual collaboration usually uses shared visualizations characterized by on-
demand model sections, additional model views and mark-ups.

Another relevant common aspect is represented by the spatial-temporal charac-
terization of collaboration. Indeed, different styles can be defined according to dif-
ferent time and space combinations: different timing and location can characterize
groupware activities. Timing depends on whether participants act at the same or
different times, i.e. synchronous or asynchronous collaboration. Location depends
on where the participants are geographically, whether in the same place (co-located
collaboration) or at different sites (remote collaboration) [39]. In product design four
collaboration styles can be identified and separately analysed [40]:

• Synchronous and co-located (e.g. face-to-face meetings);
• Synchronous and remote (e.g. remote meetings between different sites);
• Asynchronous and co-located (e.g. routine design activity of a team inside the

same company);
• Asynchronous and remote (e.g. routine design activity of a team involving

multiple companies at different geographical locations).

Those styles are general and can be applied to the different dimensions of design
collaboration. For instance, during conceptual design collaboration numerous
human-to-human interaction events take place, as collaboration tends to be syn-
chronous (co-located or remote).

The spatial dimension of collaboration introduces another crucial aspect: the
distributed virtual collaboration within a “temporary network of independent
companies which cooperate in order to exploit the fast evolving business oppor-
tunity with the assistance of information technology to share expenses, skills and
access to global market” [41]. Indeed, when people are located in different sites and
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create the “virtual teamwork”, further issues emerge. Byrne et al. point out three
crucial aspects:

• the importance of knowledge sharing integrating different independent organi-
zational structures;

• the role of distributed information management to support inter-actions among
conflicting competences and goals;

• the concept of temporary structures that should be reconfigurable according to
different project tasks, product development stages and team members.

7.4.3 Product Models

In a collaborative design process, product models need to be disseminated in a
broad scope. As they are the most important assets of product development com-
panies, so companies are usually reluctant to share these models directly to avoid
the leakage of the commercial secrets to competitors. This concern makes it difficult
to realize the full potential and benefits of collaboration (see Chap. 18).

Cross-functional teams, which are the essence of collaborative networks, demand
an intensive knowledge exchange process. Thus, Collaborative Engineering requires
the support of computational frameworks that handle product models, from pictorial,
symbolic and linguistic in the early stages, to virtual and algorithmic in the last
stages [27]. Computational support for the generation and use of shared represen-
tations in Collaborative Engineering needs to include functional abstraction, geo-
metric representation, constraints, and generation of multiple functional views
through the product lifecycle. CAD systems, meanwhile, are moving beyond the
representation of purely geometric entities, to integrating knowledge from the design
and manufacturing domains into the CAD models as well [42] (see Chap. 10).

On the other hand, a product model is proprietary to a CAD system. To address
these concerns, research efforts have been made to develop new representation
schemes of product models based on open formats and neutral features (e.g. STEP,
JT, eXtensible 3D, Web 3D, Universal 3D, Java 3D and OpenHSF). These rep-
resentation schemes retain the essential visualization information of proprietary
product models to support display-based manipulations, such as rotation and
zooming, annotation, and mark-up. Major applications of these schemes for col-
laboration include customer surveys of product concepts and initial models, high-
level project reviews among management, development and service departments,
sales promotion, e-documents (e.g. Acrobat 3D), sharing catalogues, and visuali-
zation functions in Product Data Management (PDM) systems. Since only the
visualization information is included in these schemes, crucial design information is
protected (see Chap. 18).

There is an increasing interest for the use of 3D content due to the continuous
development of visualization technologies. A real-time collaborative 3D virtual
environment for multidisciplinary design is another growing research area where
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the scope of a problem is determined by exploring a range of alternative solutions to
a brief or set of requirements in the conceptual design phase. Relevant challenges in
this area are different decomposition schema of the model among the collaborators;
relationships within and across the different schema; multiple representations and
versioning of elements; ownership and access to elements and properties of ele-
ments and shared visual representation in a 3D virtual world (see Chap. 16). Chu
et al. have described a scheme for collaborative 3D design using product models at
various levels of details (LODs) [43]. Design features are selectively hidden at each
level from certain participants, depending on their actual needs and individual
accessibility in the collaboration. Therefore, the individual design know-how of the
participating companies can be protected (see Chap. 18) [44].

7.4.4 Information Management

The need to incorporate more product lifecycle concerns imposes a stronger
knowledge coupling of product development teams with diverse expertise [11].
Knowledge is generated by interaction between designers, teams, or organizations
during the course of a product design, as well as the knowledge concerned with the
objectives, processes, and results of disintegrating a product into two or more
complex systems during the design processes, and re-integrating these systems to
form the product. This requires not only the strategic predisposition to collaborate,
but also the means to exchange of product data across different enterprises. So
information sharing and semantic interoperability are vital keys for successful inter-
enterprise collaborative design chains [44, 45].

The scenario is more complex when small and medium sized enterprises (SMEs)
are part of the product development team, which is becoming increasingly frequent
in industry. Indeed, in the development chain a lot of SMEs usually collaborate
with the leader company to act on the same stages of design and production, from
technical feasibility to assembly, from styling definition to maintenance [46]. Their
involvement is particularly valuable as it allows big companies to lean their inner
processes and to reduce personnel and costs. This fact contributes to a higher level
of complexity when SMEs are involved in the design chain, given that: (i) they
usually team up with other companies to support product design and manufactur-
ing; (ii) they support more than one Large Manufacturing Enterprise (LME) at the
same time; (iii) they are involved in different design stages; (iv) they should adopt
specific and customized solutions; and (v) they usually use different software tools
and representation modalities in order to perform specific tasks. Furthermore, the
formalized in-house knowledge in SMEs is limited as well as human and financial
resources respectively dedicated [38].

One of the most significant opportunities presented by collaboration is that of
reconfiguration, which is the ability to reconfigure the overall capability, size and
expertise of a business through strategic alliances with other complementary part-
ners [10]. Reconfiguration can provide agility to help meet changing demands or
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respond to external environment events. SMEs can specifically become agile by
forming dynamic partnerships to develop products that none of the individual
partners could produce alone [47, 48].

Another important issue concerns with the management of the distributed
knowledge across the design cycle, among teamwork members, inside different
organizations involved in new product development. Indeed, proper distributed
information management requires the creation of inter-enterprises business col-
laboration while keeping autonomy of participating enterprises [49].

Some attempts have been focused on the adoption of a workflow view approach
to drive cross-organizational workflow interoperability. The aim is to efficiently
manage dynamic and distributed design processes, comprehending all phases from
marketing analysis, to conceptual design, to engineering, until validation and
product release [50, 51]. These systems focus more on managing internal and
external processes instead of investigating how the distributed knowledge can be
formalized through the flow of activities or which are the best mechanisms for
collective problem solving. They do not provide a shared environment where
participants act to carry out different tasks according to the well-defined workflow
model steps. In addition to problems of limiting companies to organize themselves
to predefined structures, all available Workflow Management Systems (WfMSs) are
unable to provide adequate answers to exceptions or deviations that can occur
during the design process and that differ from the implemented process. In the last
years, several researches have been oriented to the management of dynamic
workflows by developing advanced frameworks to support exception handling and
facilitate regaining model control after the exception has been resolved [52–54].

There are systems, on the other hand, that adopt a PLM-oriented perspective.
They provide large-scale knowledge management tools, are strongly document-
oriented, have a structured and not much customizable data model and suffer from
inter-enterprise integration difficulties, inappropriate contextual reuse and frag-
mentation of knowledge [42, 55, 56]. They imply much effort to represent specific
company’s requirements and processes, to structure adequate knowledge-based
databases and to integrate all existing digital technologies. Multi-agent systems
have been introduced to support content management in product-process-design
projects [57]. In recent years, attempts have been made to adopt web-based and
cloud-based tools for tasks coordination, controlled knowledge sharing and infor-
mation management [40, 58]. Nonetheless, confidentiality and security issues are
inevitably present when it comes to cross-enterprise sensitive information sharing.

7.5 Selection of Collaboration Tools

The previous paragraphs described the main characteristics of design collaboration
and the main technological solutions for collaborative work. However, despite the
long research in this field, design collaboration is still poorly supported in industrial
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context. Indeed, such a process is complex and unstructured, and the collaboration
needs variety according to the specific context of use and people involved.

In this context, selecting the most appropriate tools for enhancing collaboration
in the specific design team and evaluating the achieved performance as well as their
impact on industrial processes and human collaboration are fundamental [59]. The
main challenge is the identification of the specific collaboration requirements and
the definition of those characteristics that should be encompassed successfully by a
specific CSCD tool when it is used in a collaborative venture that usually involves
both SMEs and LMEs. The crucial point is the correlation between collaborative
activities and tool functionalities by mapping functional and technical design fea-
tures. A valid technique for correlation is Quality Function Deployment (QFD)
[60], which has been proved to be successful for PLM systems benchmarking [61]
and virtual reality technologies benchmarking [40].

In another work, Germani et al. [62] defines a structured method to specifically
correlate collaborative design (co-design) activities with existing CSCD tools in
order to select the most suitable technology for the specific context of application.
In particular, it adopts a set of houses of quality (HoQ) to progressively associate
collaborative activities with tool functionalities (at functional level) and with
available software tool for their implementation (at technical level). Each HoQ is
related to a specific aspect and its fulfilment allows populating the next HoQ; the
process starts from collaboration needs, moves ahead with the mapping of co-
design needs and tool functionalities, and ends with the weighting of the tools
according to the specific needs.

The method can be outlined in five steps. Each one of them contributes to fulfil a
HoQ and links to the next one:

1. Analysis of the product design process and recognition of the main interactions:
the different collaborative dimensions are identified and the most critical stages
are recognized and deepened;

2. Definition of a set of collaboration metrics to analyse collaboration performance
and teamwork efficiency. For each metric, an evaluation weight is set according
to the interaction mechanisms characterizing the specific collaborative
dimension;

3. Correlation between the collaboration metrics and the co-design functionalities
to define the technical requirements. The metrics express the collaboration needs
to be satisfied during co-design processes whereas the functionalities represent
the capabilities of different co-design technologies;

4. Classification of co-design tools according to the tasks achievement and the co-
design functionalities;

5. Identification of the optimal tools to support the specific co-design process with
respect to the related collaborative dimension (Fig. 7.3).

Such a method can be applied for both tool selection and performance evalua-
tion. In the first case, the direct application of the proposed method (from step 1 to
step 5) allows selecting a set of tools to create a suitable co-design platform
maximizing both technical and functional performances; finally step 5 allows
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benchmarking the technical performance of different commercial software solutions
in accord with the identified functional requirements. In the second case, the
method allows comparing the performances obtained with different tools to support
the same co-design activity for a certain collaborative dimension; step 2 defines the
evaluation metrics, step 5 maps the analysed tools functionalities and finally step 3
evaluates the tools’ performance.

7.5.1 Metrics for Collaboration Performance and Teamwork
Efficiency

In order to quantify the quality of collaboration that can be reached by adopting a
certain CSCD tool during product design activities, a set of metrics is defined; they
are grouped in three categories that point out three distinct aspects characterizing
collaboration performances: task completion, team working and cognitive under-
standing. Table 7.1 provides a short description of the considered metrics and the
categorization adopted.

Especially for benchmarking purposes, in order to have a reliable set of values
for each dimension of collaboration, metrics are measured by collecting data from a
large number of real processes and identifying five ranges of values that will be
related to a five-point scale evaluation weights. Each cell of the correlation matrix
(step 1, matrix 1) is represented by the average value expressed by (7.1):
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with i є [1, 171], j є [1, 3], and k = number of sample analysed processes. In order to
relate nth metric value to the 5-point scale, it is necessary to calculate the average
value mij and compare nth value with the five intervals defined by mij. It implies that
nij value is proportional to Aij score and high nij and σij values have great impor-
tance. The whole process is summarized in step 1 and detailed in Fig. 7.4. When the

Table 7.1 Evaluation metrics to assess collaboration design performance in teamwork [40]

Topics Collaborative
tasks

Descriptions Metrics

Task
performance

Task control Control of the project
activities

Project errors or delays
(nr)

Workload Organization ability and
working time optimization

Fraction of time team is
idle (%)

Flexibility Team ability to correctly
plan resources and adjust
activities when needed

Fraction of time schedule
is adjusted—Supplemen-
tary DRs (%—nr)

Synchronization Team ability to work in
synchronous and efficient
way

Imperfect synchroniza-
tion events (nr)

Team
performance

Information
acquisition

Team effort at collecting
and acquiring project
information

Fraction of time team is
asked for information (%)

Information
provision

Team effort at providing
necessary information

Fraction of time private
information is provided
to the group (%)

Transfer of
meaning

Team effort at efficiently
communicating information
to the group

Fraction of time infor-
mation is provided (%)

Brainstorming Team ability to evaluate
numerous alternative
solutions

Decision alternatives
considered (1/nr)

Negotiating Team ability to stimulate
discussions and
comparisons

Conflicting actions inside
the team (nr)

Critiquing Team ability to stimulate
comments and positive
critiques

Comments and critiques
on products (1/nr)

Discovering
differences

Team ability to identify
differences and elaborate
alternative solutions

Differences in under-
standing and elaborating
identified (1/nr)

Distributing Team composition
adequacy

People receiving infor-
mation who should
receive it (%)

Cognitive
performance

Workload
identifying

Accuracy of estimating
workloads

Incorrect answers (%)

1 Number of collaboration metrics.
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sample enterprises are heterogeneous enough in tools exploitation, metric weights
assume a general validity.

The following sections provide industrial case studies demonstrating how col-
laboration tools can be selected and applied in different design contexts.

7.6 Case Studies

The main challenge in collaborative design and engineering is still the performance
evaluation for the specific context of use as well as requirements’ satisfaction by the
adopted supporting technologies. The crucial point is how to correlate collaborative
activities with the features of the supporting tools and map functional and technical
features. The research challenge is to identify which technology better answers to
the specific needs of collaboration according to the lifecycle and actors involved
(both SMEs and LMEs in virtual enterprises or collaborative networks).

7.6.1 The CO-ENV Co-design Platform to Support Industrial
Chains

The CO-ENV case study refers to the definition of an innovative collaborative
design platform for distributed industrial chains. In particular, it applied the above-
mentioned methodology to benchmark the most suitable CSCD technologies to
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satisfy the needs of the CO-ENV project [63], which involved three of the main
sectors of Italian industry. It engaged 21 Italian companies (5 LMEs and 16 SMEs),
associated in a consortium and organized into three vertical industrial chains
according to the product design goals: woodworking machines, household appli-
ances and wellness products. Chain structures are quite similar and well represent a
common linear model centred on one leader company [48]. This leader company
conceives, realizes and commercializes the final product, while its partners provide
professional services and supply components by intervening at different moments
of the product development [64].

The case study focused on defining a web-based platform to support inter- and
intra-chain collaboration for the three chains. The study lasted 1 year and involved
two experts in product design process and two experts in CSCD systems coming
from both industry and Academia to elicit the exchanged knowledge, to define the
metrics’ weights and to fill out HoQ matrices. Almost 30 projects have been ana-
lysed during the case study: they differ from product typology (bathtubs, shower
trays, kitchen ovens, fridges, washing machines, dishwashing machines, etc.),
activity goals (concept design of a new product, restyling of an existing product,
design of a new family line, ideation of a new product for an existing line, usability
optimization, manufacturing follow-up, etc.), collaborative dimensions (conceptual
design, advanced design, interplay), actors involved (designers, stylists, technicians,
marketing staff, technical engineers, industrial engineers, quality dept. staff, con-
sultants from research institution, scientific partners, assembler subcontractors,
moulding subcontractors, etc.). Teamwork monitoring allows defining the evalua-
tion weights for each collaborative dimension considered by the method (step 1)
and assessing the metrics importance for each co-design functions (step 2). Because
of the complexity of the investigated processes, also completion times and com-
panies’ requirements have been considered, so that metrics’ weights and importance
have been defined by correlating the obtained performances with the expected ones
in terms of time and results. In order to do this, collaborative tasks have been
evaluated in a set of sub-activities, belonging to the product development process,
with respect to the specific collaborative dimensions, as described in Table 7.2.

The CO-ENV case study allowed collecting a huge quantity of data about the
development of collaborative industrial processes. In particular, attention has been
focused on advanced design that was prominent dimension for the chains analysed.
As a consequence, a set of weights for the collaborative metrics was defined for the
CO-ENV companies. After that, the tools selection was carried out according to
step 3 of the proposed method. In particular, it correlates collaboration needs with
technical co-design functionalities and co-design tools’ characteristics. For the CO-
ENV purposes, functionalities have been grouped into seven categories: visuali-
zation, project management, workflow management, annotation and analysis, data
sharing, human collaboration, data control.

The study highlighted that one functionality class was not enough to satisfy the
CO-ENV needs. For example, data sharing capabilities must be related to simul-
taneously viewing and sharing of general documents and CAD files; data control
tools are useful to list and track mark-ups and comments, to create a data repository
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and to search data and documents; workflow management facilities are important in
supporting activity notification and handling unexpected events; visualization
facilities are welcome to open and view different types of documents; finally,
human collaboration capabilities required audio-video conferencing.

After having defined the technical requirements, the tools selection was carried
out by considering the different tools commercially available and mapping their
functionalities with the required ones. For this purpose, the most common CSCD
tools were grouped in five functional categories: collaborative CAD systems (e.g.
Oracle Autovue™, PTC Co-Create One Space Live!™, etc.), collaborative portal
servers (e.g. Microsoft Sharepoint™, Mindquerry™, Cyn.in™, Plone™, etc.),
collaborative PLM suites (e.g. cPLM™ solutions by PTC, Siemens, IBM, etc.),
digital note software (e.g. Microsoft OneNote™, Post-it Digital Notes™, etc.) and
communication tools (e.g. Skype™, Elluminate™, Messenger™, etc.). For each
category, experts and managers from CO-ENV companies expressed their own
opinions for the evaluated tools.

The case study highlighted that a single application was not enough to efficiently
support complex collaborative scenarios, especially for industrial applications. It
means that different types of co-design tools need to be adopted and single appli-
cations require to be integrated in a common environment.

In this context, the proposed method allows identifying the main co-design
modules that should be considered and properly integrated. On the basis of the
experimental results, a preliminary platform was defined.

The platform architecture adopted a client-server approach for reaching better
performance during collaboration and having a common vault as shared data
repository. The architecture consisted of three main components dedicated to dif-
ferent functions:

• Oracle Autovue™ as collaborative CAD tool for responding to visualization,
annotation and data sharing priorities;

• Microsoft Sharepoint™ 2007 as collaborative portal server for managing pro-
jects and workflows data and information control;

• Skype™ as communication tool for supporting human collaboration.

By adopting such a collaborative platform, users could instantly access any
supported document type from any desktop via the web regardless of their desktop
configuration and without any client installation. Furthermore, they could simul-
taneously review and mark-up documents, even technical ones such as CAD files,
assign action items and resolve design issues in real-time. In particular, three areas
were created:

• Project Area: the operative collaboration interface for any actor participating to
almost one of the CO-ENV projects. It is supported by the collaborative portal
server and a common vault. The portal server can easily manage server appli-
cations, so users can contemporarily and independently access to the server and
enter different areas properly organized. All projects have their own area where
similar and customized functionalities are implemented;
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• Co-design Area: allows collaborating on shared product models and calls back
external applications (Oracle Autovue™ and Skype™). It can be entered
directly on server through the collaboration area in the corresponding project
space. Users are able to exploit the specific software applications and recover
data and documents from the common vault at the same time. The vault also
stores all co-design session reports and data indexing. As a result a bi-directional
information flow is created between the two environments;

• Administrative Area: the operative administration interface used by the CO-
ENV companies. It is supported by the portal server and it recovers data from
the common vault as well as the project area.

7.6.2 The DesigNET Collaborative Platform for Contract
Design

This case study adopted a similar methodology of the previous case study, but the
final purpose was completely different since it aims to create a collaborative plat-
form to support design activities for contract design, which is characterized by
different actors, organization, scopes and constraints.

The methodology has been applied to support a cluster of companies operating
in the contract furniture sector within the DesigNET project [65]. DesigNET
focuses on hospitality and retail contract design and aims to promote Made in Italy
innovation and lifestyle by creating a multi-disciplinary organization and offering
co-designed integrated solutions. The project started in 2011, involved 17 Italian
companies (from product manufactures, to suppliers, architects and design studios)
that vary in size, organization and core business, and was funded the Italian
Ministry of Economic Development. The goal was to realize a collaborative net-
work thanks to an innovative technological platform able:

• to showcase the DesigNET companies innovations and competencies,
• to configure the designed space as a whole and the single products in details to

meet commitment expectations and companies’ capabilities,
• to design custom products, personalized variants or new integrated solutions in

an effective collaborative way.

Also in this case, the tool selection was carried out according to the correlation
matrices. However, since contract design is a novel and almost unexplored field in
design, the study also analysed the AS-IS process to identify the requirements of
collaboration. So the method was derived from the general one but was enhanced
with process investigation and consisted of the following steps:

1. Analysis of the AS-IS contract design process by questionnaires and direct
interviews: it allows modelling the actual process by mind maps and highlighting
the main criticalities. Analysis concerns the process activities development and
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tasks, the collaboration issues, input and output data typology and management,
design offer features and variability. All feedbacks are collected and the most
frequent responses are considered;

2. Elicitation of collaborative requirements: a set of expected requirements are
elicited from the previous analyses and each requirement is provided by a
weight (5-point scale) expressing its relevance according to both experts and
process actors feedback;

3. Benchmarking of the supporting technologies: carried out according to the
general methodology and aims to identify the most suitable technologies.
Benchmarking exploits a set of HoQs to correlate collaboration requirements
and system capabilities.

The AS-IS process analysis outlined the main characteristics of the contract
furniture process and the research challenges. Also in this case investigation is
carried out by questionnaires and interviews and is guided by experts from Aca-
demia and industry. After that, the DesigNET companies have been involved both
in requirements elicitation and weights assessment. For each company, two man-
gers from R&D department and from the marketing department are asked to express
the importance that each requirement has for the company but also for the architects
and designers he/she collaborates with in contract furniture. In addition, five
external designers, that usually works in hospitality and retail, and two general
contractors are involved in this assessment. Weights data are averaged on 40 total
judges. A list of requirements has been defined.

A preliminary review of potential supporting software tools for furniture design
has led to the following classification:

• CAD-based configuration systems: they refer to commercial systems or open-
source platforms dedicated to the furniture sector, e.g. Metron™ (http://
tesysoftware.net), 3CAD evolution™ (http://www.3cadevolution.it), Mobilia™
(http://mobiliasoft.com). They are client-based and allow handling CAD models
and configuring them and generating the complete BOM. They adopt a single
company perspective, so they cannot support co-design within an extended
network;

• General-purpose 3D modelling systems: they are 3D modelling tools mainly
adopted for architectural design, e.g. Google Sketch-up™ and Sketch-up
PRO™ (http://www.sketchup.com/intl/en). They are general-purpose and easy-
to-use, so they can be easily adopted to create an environment and populate it
with product models. They are client-based, but some of them support model
sharing through the web. However, rendering quality is low and most design
tasks are not fully supported;

• Web-based 3D configuration systems: they are free or open-source platforms for
interior design that allow creating a 2D-3D environment where furniture items
can be positioned and rendered, e.g. Sweethome3D™ (http://www.
sweethome3d.com), DomusPlanner™ (http://www.domusplanner.com). They
are intuitive, low cost, and allow data sharing through the web. However, they
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do not support technical product configuration so that they are not suitable for
architects and/or manufacturers;

• Web-based visualization tools: they afford to visualize 3D models in a shared
modality by multiple users, navigate the space also by walkthrough, mark-up
file, chat and comment during designing, e.g. Oracle Autovue™ (http://www.
oracle.com/us/products/applications/autoVue), Actify SpinFire™ (http://www.
actify.com/products/spinfire-cad-solution-system), Autodesk Streamline™
(http://www.autodesk.it/streamline). They are low-cost and multi-systems, but
image quality is low and real time modelling is not usually supported;

• CAD-based plug-in for configuration management: they are plug-in applications
developed for specific CAD commercial systems (i.e. SolidEdge™, Solid-
Works™, PRO/ENGINEER™, CATIA™) to manage product variables and
assembly configuration, create relationships among product features and
dimensions, and handle modular assemblies. They fully support design tasks,
but rendering quality is poor and data sharing is not available. They are not easy
to use for non-expert users.

Beyond these tools, there are several IT development frameworks and platforms
that allow realizing specific applications for high-quality rendering or data man-
agement purposes, e.g. .NET (http://www.microsoft.com/net), X3D (http://www.
web3d.org/x3d), OpenGL (http://www.opengl.org), and JReality (http://www3.
math.tu-berlin.de/jreality).

The benchmarking involved two experts, one from Academia and one from the
largest company of the partnership evaluate each tool (j) assigning 0–3–9 values
(Bi) for each user requirements (i). For each tool values are weighted according to
the requirements’ relevance (Ai) and then summed according to Eq. (7.1) to obtain a
total evaluation.

The selected technologies were properly integrated to realize a unique system
accessible by different user interfaces supporting diverse viewpoints and levels of
abstraction. Indeed, as the stakeholders differ for their personal background (e.g.
engineering, architectural, economics), purposes (e.g. technical, economical,
product-centred, holistic, etc.) and needs (e.g. the interior architect has to configure
the space, the designer to shape a new customized product, the contractor/buyer to
find out the cheapest solution and have a global overview of the furniture offer and
the manufacturer to create an offer based on user requests) it is imperative to
provide at least four user interfaces with different functionalities and levels of
usability. The platform architecture is structured in two main modules whose access
is provided by the different user interfaces. Main input and output data are defined
and then organized into a unique system platform, which has four main interfaces:

a. Virtual Catalogue: it is a web-based marketplace where the user can view a rich
catalogue of products and integrated solutions proposed by manufacturing
companies and evaluate all product variables by a high-quality 3D rendering,
refreshing once a parameter changes (e.g. colour, finishing, dimensions,
accessories, performance). Each item is correlated with its technical documen-
tation (e.g. 3D models, 2D drawings, manuals, data sheet). Such interface is
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barrier-free since it is on the web and has a public access throughout the most
common Internet browsers;

b. Interior Design Configurator: it is the configuration engine and allows the user
to create a personal project, importing a 2D or 3D space model (e.g. hotel room,
store space) and populate the empty space by selecting the catalogue items. It
supports product configuration and positioning into the space by following the
manufacturer’s guidelines (e.g. a bookcase that requires to be attached to the
wall) and respecting some technical constraints (e.g. the minimum empty sur-
face of the wall and its minimum resistance) by exploiting a knowledge-based
set of rules which explicit the relationships among products and the
environment;

c. Data Manager: it is a technical product configurator that allows the manufac-
turer to upload and define their own products, all feasible variables and the
possible ranges of parameters’ modification (see Chap. 14). For each item the
company has to provide a 3D model, indicate the product existing or custom-
izable characteristics (e.g. materials, surface finishing), specify the optional
accessories (e.g. handles typology), define the customizable features and their
allowed range of variation (e.g. max-min length), add the installation constraints
to be respected (e.g. maximum distance to the power socket of 30 cm) or the
suggested configuration constraints (e.g. wall contact is required). Additional
data can be further attached such as user manuals or product renderings;

d. Co-Designer: it supports the technical configuration and co-creation of cus-
tomized products or integrated design solutions by a web-based collaborative
space. Such a tool is fundamental when the existing products cannot satisfy a
certain demand and a customized product is required or when the architect has
to create a special solution for the configured space.

7.7 Conclusions and Outlook

Effective collaboration can help resolve conflicts early in the design stage and
reduce product development lead-time and manufacturing costs [5, 66]. However,
what will organizations benefit, if embarking in a collaborative network? Will the
benefits compensate for the extra overhead, losing some control, and even taking
the risks that collaboration implies? These are main questions that many small and
medium enterprise (SME) managers ask when the issue of collaboration is brought
up [9, 46].

Collaboration involves considerable preparation costs/time, in addition to the
operational overheads and risks, which represent barriers to the rapid formation of
dynamic coalitions in response to business opportunities [48]. As a basic rule, in
order to support rapid formation of collaborative networks, it is necessary that
potential partners are ready in advance and prepared to participate in such collab-
oration. This preparedness includes compliance with a common interoperable
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infrastructure, adoption of common operating rules, and common collaboration
agreement, among others [67]. Any collaboration also requires a base level of trust
among the organizations [68].

The industrial cases overviewed in this chapter indicate that by planning a
collaborative platform (i.e., with complementary software applications), users can
best benefit from the most recent technology developments for establishing
meaningful and timely collaboration with minimum technological hindrances and
steep learning curves.

With the globalization of the manufacturing industry and the development of
worldwide production consortia, cultural problems have attracted much attention
[6]. Collaborative design systems still need to integrate results from human sciences
in order to address the cultural differences, not only between designers and product
users, but also among other stakeholders [68, 69]. The socio-technical environment
of product design and realization is yet to be fully understood and modelled, to give
way to computer-based systems that can mimic and facilitate this, which is one of
the most valuable human behaviours: collaboration (see Chap. 6).
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Chapter 8
Design of Complex Programs
as Sociotechnical Systems

Bryan R. Moser and Ralph T. Wood

Abstract Following the introduction of systems thinking concepts in Chap. 3, we
demonstrate here the treatment of complex engineering projects as sociotechnical
systems in practical engineering practice. This approach, called Project Design,
enables concurrent engineering (CE) teams to foresee the influence of project
architecture, behaviors, dependencies, and complexity on emergent performance,
thereby reducing the occurrence of unpleasant surprises. We have seen in multiple
industrial cases this method as a source of new thinking and practices relevant to
CE, with supporting tools and processes. Past assumptions about standard work
practices may be tested, including such factors as degree of concurrency, phasing,
roles, technology decomposition, system interfaces, and risk and its reduction. If
embedded behaviors, in interplay with the total project architecture, lead to sur-
prising negative or positive performance, the design of the engineering project as a
sociotechnical system begins with un-learning, then awareness, and then learning of
the project approaches more likely to produce positive results. The design of
concurrency is specific to the nature of the social and technical elements of the
system and its architecture.
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8.1 Introduction

Leveraging systems thinking for the planning and performance of concurrent
engineering (CE), we build project models, simulate to forecast likely outcomes,
and lead cross-functional teams to explore and converge across multiple scenarios
in planning work-shops. Rather than finding a single, optimal process which
assumes stability and absence of real-world uncertainty of cost, schedule, and
quality, we capture the characteristics of the project that will allow insights about
feasibility, value, and a tradespace of likely outcomes.

We refer to this integrated approach as Project Design—leveraging sociotech-
nical systems thinking—relying on:

• representation: sociotechnical system models
• analytics: behavior based simulations
• workshops: a social process of engagement, trade-offs, and learning

Together these three enable CE teams to expose deeply embedded assumptions
of expected performance, test multiples alternatives project architectures and
behaviors, and more rapidly converge on feasible and optimal plans.

This chapter begins with an overview of these three components of the Project
De-sign approach. Representation is described as modeling of sociotechnical
characteristics include scope, teams, complexity, distribution, coordination as
activity, and con-current and mutual dependence. Next, agent-based simulation of
the engineering project is described which analyzes realistic outcomes including
limits due to technical complexity, human priorities, capacities, interactions, and
mistakes. These models and analytics are then shown as they are used in collab-
orative workshops. Two industrial cases are discussed, followed by a comparison
with contemporary approaches and discussion of the benefits of Project Design.

8.2 Representation: Models of Engineering Projects

Our efforts to better represent the sociotechnical characteristics of product devel-
opment projects began in 1995 at the University of Tokyo [1]. A model represents
how a project is structured, products characterize the scope, teams are assigned and
prioritize work and coordination, and progress is realized through activities. Pro-
gress is constrained not only by the capacity of teams but also by dependencies
amongst activities, phases, and products. The total form of the project—including
model elements and relationships—constitutes the architecture of the project.

An effective model of an engineering project as a sociotechnical system captures
the essence rather than details of product, process, and organization—and especially
how they interrelate. Rather than detailed decomposition of tasks, we emphasize a
higher level representation of architecture and the interactions across these model
elements.
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These three project element types are grouped into breakdown structures—
outcome centric product breakdown structure (PBS), teams grouped into a project’s
organization breakdown structure (OBS), and the phase based groups which often
form the topmost level of a work breakdown structure (WBS). Product, phases, and
teams are three points of view from which the sociotechnical models are seen and
evolve (Fig. 8.1).

In contrast to common Gantt and PERT charts which emphasize task-based
processes, a sociotechnical model retains the distinction in aggregate between
product and process, that is, between results and the flow to complete these results.

Often in industrial use of traditional scheduling the detailed WBS describes a
mix of these concepts; some parts of the WBS in a master schedule are product
centric while other parts are phase or team (functional) centric. In those cases the
mapping of scheduled activities to the product, governing process, or project team
organization can be unclear.

A project activity is an effort by teams to generate part of a product during a
phase; the activity ties these other elements together (see Fig. 8.2) Activities are
described with scope as a unit of progress (e.g. drawings, parts, and tests), abilities

Product

Products are meaningful results of completed work. The product system 
is most likely the linkage to overall project value. A product is realized 
through activities, which represent kinds of scope and progress.

Team

Teams are one or more people who make effort to work and coordinate 
by applying abilities. Teams work on activities through contracts to 
indicate that the team has some role in that Activity. 

Phase

Phases are grouped activities that represent flow of progress over time. 
These phases are stages of scope and progress which may stretch across 
multiple products yet are viewed together for governance.

Fig. 8.1 Three fundamental element types cover product, process, and organization

Fig. 8.2 Activity as product scope (left) and leaf of three breakdown structures (right)
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required, nominal work effort, and complexity. Any work or coordination related to
the activity is carried out by people on teams using resources. Multiple structures
overlap and are linked by various relationships as a natural characteristic of the
project, yet contrast with idealized process views.

The fact that multiple structures overlap and are linked by various relationships
is a natural characteristic of the project, yet contrast with an idealized process task
view. Referring to a PERT chart showing an ideal development process, Bucciarelli
wrote:

To anyone interested in process, these diagrams shed very little light on how design acts are
actually carried out or who is responsible for each of the tasks within various boxes. Nor is
it apparent what these participants need to know, what resources they must bring to their
task, and, most important, how they must work with others. The lines with arrows hardly
represent the negotiation and exchange that go on within designing [2].

To better shed light on real-world activity in engineering projects, the next
sections discuss our method’s representation of complexity, coordination, and
dependencies which improve the integrity of these models.

8.2.1 Complexity in Project Activities

What makes a project activity complex? High complexity activities tend to require
more information sharing and rework. Low complexity activities tend to proceed
more smoothly, with limited need for coordination and rework. While some view
complexity as a purely technical characteristic, when viewing engineering as a
sociotechnical system the complexity is also driven by the condition of teams.
Some refer to this human derived measure as “complicatedness”, with the phrase
“complex” an inherent property of the physical system. In our case, we refer to the
complexity of the total sociotechnical system.

Engineering project complexity is defined here as the cost of uncertainty
reduction—the gap between information as known by humans (tacit and transfer-
able within a practical time horizon) and information of value to the project in the
external world. A product system that is fully explored and known is no longer
complex, if the knowledge is available at low cost. Complexity is therefore a
function of the condition of information in technical and human forms—in current
products, standards, engineering systems, and as well as the state of knowledge of
the human teams. With over 15 years of industrial application, we continue to find
ways to assess, sample, and inquire about the information condition of specific
products, processes, and teams, allowing for calibration of complexity measures
across an actual project. In turn, for effective Project Design, assessment of com-
plexity is not necessary across all pockets of a program, rather in those which have
more significance for systemic outcomes.

200 B.R. Moser and R.T. Wood



8.2.2 Coordination as Activity

The dynamics of contemporary engineering projects are driven by team activities
beyond their own direct work, especially coordination. Brooks cites project group
failures as stemming from the “man-month” conception, the notion that the number
of individuals assigned to a project per month is an appropriate way of determining
its dimensions. Consistent with Brooks’ man-month argument, Holt [3] states that
coordination is the “greatest common denominator” of group activities and asserts
that, despite its importance, coordination is an “odd category” of activity because it
has no direct product, it often cannot be performed alone, and much of it is not even
performed consciously. Since coordination is “odd” in these respects, it receives
less than its due share of management’s attention (although it consumes a large
share of organizational resources) and has not as yet obtained adequate research
treatment [4].

Complex engineering projects are diverse and uncertain. Distributed teams
working with little shared background across boundaries may over a long period
develop their own work culture and thus approach efficiencies of a local project
team. However, some increase in coordination and uncertainty due to distribution is
inherent. Time zones and local holidays do not go away. Distant communication
can introduce latency and noise. Shipping and travel take time and budget. In
addition, it is typical for team members to simultaneously participate in other local
projects. Coordination, driven by dependencies, becomes a significant portion of
total activity and demanded in uncertain patterns (that are surprising) to the teams
involved. Even if one wanted to invest to adjust structures and behaviors of teams
into a common standard, this new standard will not likely make sense by local
norms. As Schein reminds us:

Changing an organizations structures and processes is therefore difficult because it involves
not only considerations of efficiency and effectiveness vis-à-vis the external task but also
the reallocation of internal “property” [5]

8.2.3 Concurrent and Mutual Dependence

As used practically by schedulers in industry, and as captured in common project
scheduling tools, dependence amongst activities is represented as precedence
relationships; e.g. a task’s start can begin only after another task finishes. As part of
creating sequence and duration of a chain of activities, each dependence becomes a
sequential relationship between a milestone in one activity with a milestone in
another activity [6, 7]. The most frequently used dependencies relate the sequence
of start and finish milestones [e.g. Finish to start (FS)]. If a precedent constraint is
not precisely the point in time after which one milestone may follow another, a lag
or delay can be characterized.
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We note that the mathematical relationship describing the sequence and the lag
contains very little information. The precedence representation of dependence
captures only the expected schedule consequence rather than any of the other
coupled characteristics of the activities. The underlying driver of dependence—
the essential meaning—is not expressed.

Our approach models dependence as a continuous and mutual demand for
coordination between teams. The satisfaction of dependencies is real and ongoing
activity—coordination that matches the demand for information with the supply of
information through coordination by teams. Just as teams have abilities to work,
they also have abilities to coordinate, should they allocate attention so. However, an
ability to coordinate is not purely determined by their own state, but as a result of
their position in the total project architecture with respect to other teams. Poor
coordination can trigger reduced quality, exception handling, wait, and rework. As
such, the cost of coordination is driven by activity complexity, tacit knowledge,
information entropy, and work culture.

8.2.4 Concurrent Dependence During Mutual Progress

As an example of concurrent dependencies, consider the Gantt chart at the top of
Fig. 8.3 with two activities, one for design of drawings and the other the devel-
opment of a prototype. The Gantt chart contains very little information, only the

Jul-08Jan-07 Apr-07 Jul-07 Oct-07 Jan-08 Apr-08

Drawings  

Prototype  

Fig. 8.3 Example mutual progress diagram
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expected start and completion dates. While the overlap of the two activities on the
calendar is suggestive, there are no clear insights as to any relationship between the
two.

Based on the same schedule, a mutual progress diagram is shown in the lower part
of the figure, with progress of Design as the upstream activity (shown on the Y axis)
and progress of Develop (shown on the X axis). Rather than a shared calendar axis,
we rotate the upstream activity onto a Y axis, so that we can see the mutual progress
of the two activities independent of calendar. This creates a diagram which captures
the mutual progress of the two activities. Units of progress—drawings and proto-
types—are the measures for each axis respectively.

The expected schedule, from project start to end, appears as a red line. Each
point on the line is of equal calendar time apart, in this case 1 week. Points that are
closer together imply that, for that portion of the schedule, more calendar time has
passed or that mutual progress has slowed. Visually one can quickly see concur-
rency (weeks 12–15) as the slope of the line indicates both activities making
progress in the same weeks. In contrast to the Gantt chart, this diagram shows the
relative and ongoing progress of the two activities. Again, even though the diagram
is very suggestive (why during the first 12 weeks is there a back and forth pattern?),
there is still no explicit knowledge of the dependency in the diagram.

Design information flow simulation (DiFS) was developed by Christian et al. [8]
to characterize the design process as the generation and flow of information. In
Christian’s approach, the dependencies are depicted as areas of ongoing constraint on
progress. In Fig. 8.4 on the left is a traditional precedence dependency, sometimes
referred to as a FS dependence, as depicted as a concurrent dependence: the blue area
completely constrains all progress until all upstream drawings have been complete.
Progress in the downstream activity—triggered by its own start milestone—must
wait for the full information of the upstream design activity. Importantly, one can
now see beyond precedence, that the dependence is not just the relationship between
two milestones, but a relationship between all information upstream with the activity
downstream.

In the middle one can see a concurrent dependency that shows a strong constraint
early in the downstream progress, yet as the two activities approach completion the
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Fig. 8.4 Concurrent dependence—FS (left), early (middle), and stages (right)
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constraint is softened to allow a pacing progress. In our method we refer to such a
dependency shape as an “early” dependence: the activity is more dependent early on.

Using named milestones as markers of transition from one stage to another, a
concurrent dependence can be divided (“carved”) into sections with different pat-
terns of constraint. The figure on the right shows an example of a two staged
concurrent dependence: until the first upstream milestones (halfway) the depen-
dence acts as a FS for half of the downstream scope. After that point there is very
little dependence until “late” in their mutual progress.

8.2.5 Dependence as Need and Demand for Coordination

Our approach emphasizes the broad definition of dependence as need in contrast to
precedence constraints common to existing planning methods. It is argued here that
the meaning of “dependence” should go beyond a measure of sequence and be tied
to an activity’s own purpose for which the dependency is relevant. Thus, in our
project models, dependence is defined as need for interaction that matters—a
demand for coordination—so that an activity’s outcome is successful. The
characterization by Christian et al. [8] of dependence as need for information is
extended in three ways:

• Information, Results, and Attention: a result, shared resource, or other item
that is needed from the other activity, yet does not necessarily contain
“information”.

• Mutual Dependence: In complex engineering projects the activities can also be
mutually dependent, and therefore not clear which activity is upstream and
which downstream. Progress of the two activities is tightly coupled, with need
for shared information in both directions.

• Unsatisfied dependence triggers exception: a violation of the constraint (a
dependency not being satisfied) triggers exceptional activity, which can lead to
not only wait but also errors, quality activity, exception handling and propa-
gating consequences.

Not all coordination is perfect and timely. Realistic schedules, as well as scope,
cost, and risk dimensions of project plans, should reflect not only perfection, but the
chance that some things change and mistakes can be made. In turn, an organization’s
need to respond to oversight, decisions, change, and rework trigger new demands for
coordination and work. This representation—of dependence as need—allows con-
sideration of outcomes should the demanded coordination not be satisfied. From
contingency theory, organizations follow patterns of behavior within limited ratio-
nality related to factors of organization structure and environment. Such contingency
theory has been included in simulation from Cohen’s 1972 Garbage Can Model to
more recent Organizational Consultant, a rule-based expert system [9].

Another established view from organization theory is the information and
communication processing role of organizations. In the 1970s Galbraith described
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the exception handling behavior of organizations with established channels of
communication and limits in information processing capacity. Cohen et al. have
applied the exception handling behaviors in an agent based simulation called
Virtual Design Team [10].

Taken together, these attributes of dependence describe a continuous need for
information, results, and attention due to the progress of activities, triggering
exceptional activity if the constraint boundaries are violated, and able to be depicted
in both directions of dependence. Figure 8.5 shows these characteristics in one
diagram. If the state of progress is in an unconstrained area, and dependence up to
that point has been satisfied through coordination, then the two activities at that
moment are effectively independent. The dependency is represented in both
directions, from Design activity to Prototype activity and from Prototype to Designs
[11]. The shaded areas indicate the general zone of exceptional activity. Thus the
open area—when the two tasks can operate independently—is a zone of nominal
activity. Crossing the exception boundary triggers exception handling behavior.

8.3 Analytics: Forecasts of Engineering Activity

Given a meaningful model of an engineering project’s integrated product, process,
and organization, we then evaluate the project through simulation. Our simulations
of CE projects trace the behavior of team participants as agents. These software
agents (or actors) are modeled with both work and coordination behaviors. Work
behavior enables the agent to complete the skill-based scope within an agent’s own
domain (i.e. task). Coordination behavior allows the agent to respond and interact
with other agents.
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The simulator event loop begins with each agent observing the state of the
project. This awareness of the environment is itself a behavior. Based on the
observation, the agent selects an action to take, attempts the act which in turn
impacts both the internal state of the agent and the outside environment, the project.

Participation in the project implies that there are demands on the agent, both in
response to direct contract work for a task and through dependencies with work in
other tasks. While specific models characterize types of demand differently, demand
to work, to communicate, and to transfer results are most common. The agent
makes a selection amongst these demands based on priority and availability of its
own supply. The selected demand is attempted. If the selection is work which is
dependent on work, information, or resources from a different agent, additional
effort may be required within the event loop to coordinate across that dependency.

A key feature of the simulation is that coordination—activity to satisfy depen-
dencies—is explicitly analyzed. Coordination activity is real work and must be
considered if realistic schedule and cost forecasts are to be generated. Many large
complex global projects have 35–45 % of real work associated with collaboration/
communication. Simulation generated forecasts include the demands, feasibility,
and value of coordination to overall performance. Risk due to coordination mis-
allocation is exposed.

Typical simulation results are shown in Fig. 8.6 including “smart” Gantt charts
(the chart can be queried to determine the pattern over time of an amount of work,
communication, wait, etc. that is associated with team, e.g. engineers, designers,
etc.). Future uncertainty is considered, including patterns of allocation attention in
an unconstrained environment as well as a Monte Carlo algorithm delivering
variances on key activity characteristics and team abilities. The schedule and cost
produced by the simulation show a range of most likely values for that design.

In contrast to the limited information for each task in a traditional Gantt chart,
the progress and exceptions in activities and the utilization of teams are visualized
—not only the start and finish of these tasks and teams (Figs. 8.7, 8.8, and 8.9).

During a workshop, teams explore how each project scenario implies the project
is likely to unfold. Starting exploration from a high-level architectural view of the
total project, the teams then “drill down” on particular parts of the project: a
product, phase, or their own combinations of work and coordination. The pace and
quality of the workshop is fostered by the team’s iterative ability to generate sce-
narios and rapidly explore their forecasts.

The continuous progress and utilization forecasts shown below provide a much
more realistic insight into expected outcomes, stimulating dialogue. Teams are able
to see the systemic impacts from day to day overlap of various kinds of activities,
rather than idealized fixed duration and error-free tasks. They can also see com-
binations of their own activities with the activities of other teams, and how that
combination impacts performance and systemic risk.
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8.4 Workshops: Project Design in Collaborative Practice

Since teams joining a complex project bring embedded assumptions and practices, a
critical need is to enable these teams to foresee the consequences of their own
behaviors and in turn make adjustments. Models of integrated product, process, and
organization combined with an analytic capability to forecast emergent outcomes
sets up an engaging “humans in the loop” optimization process. This process is
deployed in workshops for the cross functional team.

Design is an iterative and social process—the evaluation of choices and out-
comes early-on, before committing to a course of action. By rapidly exploring
possibilities—through dialogue, analysis, and prototyping—awareness is built and
better results are achieved. As things change a good design is easily adjusted.
Project Design is this forward-looking capability applied to engineering projects
themselves. Much like design practices and tools revolutionized product develop-
ment (e.g. 3D visualization, parametric modeling, QFD, CAD, CAE), Project
Design can transform awareness, speed, and performance of teams on complex
engineering projects.
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Fig. 8.6 The figure shows a typical result of a forecast. The pie chart denotes the effort in man-hours
of the various teams. The pie slice representing the engineers’ effort is further queried (to the right of
the pie chart) as to the distribution of activity across work, assistance, QA, rework, communications,
etc. A snapshot of a Gantt shows one team’s work and coordination on the schedule
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Fig. 8.7 The figure shows a scope progress forecast of a metric across an entire phase—in this
example the tests completion for a complete machine. Other sets of tests and their most likely
completion can also be compared, providing foresight into the reduction of risk based on the most
critical validation. These progress timeline forecasts can be seen at various product, phase, and
activity layers in the project

Fig. 8.8 The figure shows total activity for the Design team in this example project. Rather than
simply an allocation assignment or capacity calendar, this forecast of expected utilization is
analyzed with the interplay between various demands on this team and their skills, capacities, and
priorities. Just because a team is available and assigned, does not mean it is well utilized
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We have built a platform called TeamPort to support visual modeling, agent
based simulation, and collaboration in Project Design (Fig. 8.10). The platform
enables collaborative visual capture of the product, process, and team architectures
for a proposed project. These architectures emerge similarly to traditional work
breakdown structures, integrated master plans, and workflow. They differentiate
themselves by a high degree of consistency and completeness that can be achieved
at an agreed to and meaningful level of granularity. The platform further allows
tracking of the evolution of projects, revealing the impact of any changes in key
assumptions, requirements, scope, progress, uncertainty, skills, utilization, and
processes.

In a workshop spanning several days, the major stakeholders and team leaders
bring their skills, experience, and knowledge of the project to the table. Consistent
with the fundamental practices of CE, these teams collaborate across functional
boundaries to prototype their own project. The total project architecture, scope as
mapped to requirements, roles and responsibilities, dependencies, and other
knowledge are captured through dialogue, simulation, and iteration. The search for
a desirable and feasible project plan takes time, attention, and learning. Similar to
other high performance team practices, such as rehearsals in the performing arts,
field exercises in the military, and practices by sports teams, the teams are itera-
tively exposing hidden assumptions, gaps, and converging on shared actions with
situational awareness.

Fig. 8.9 The figure shows communication as forecast for the Design team, a subset of the total
activity shown in the figure above. The demand for communication is driven by dependencies,
meetings, and other factors. Still, the design team has limited capacity to respond, or perhaps other
priorities. Very often, not all communication demand is satisfied, which can have delay and quality
consequences
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We have seen that automatic generation of an idealized schedule is not helpful if
the teams are not confronted—and then agree—with the adjustments to their
existing behaviors necessary to make such schedules (and cost and quality) feasible.
A tension is exposed between what is hoped for and what is likely. Visual, diag-
nostic hints are offered during the workshops to help guide towards a Pareto
“feasibility frontier”, yet the real trade-offs of cost, schedule, and scope requires a
social process to parallel the analytic. In that sense, the project design workshops
are “Human in the Loop” optimizations, a search for root cause and correction in
response to systemic and emergent characteristics of the complex project at hand.
Therefore, the pace of the iteration must match and respond to the capacity of the
teams to learn and adjust.

Assumptions about standard work practices may be tested, including such fac-
tors as degree of concurrency, phasing, roles, technology decomposition, system
interfaces, and risk and its reduction. If embedded behaviors, in interplay with the
total project architecture, lead to surprising negative or positive performance, the
design of the engineering project as a sociotechnical system leads to un-learning,
then awareness, and then learning of the project approaches more likely to produce
positive results. The design of concurrency (e.g., where, why, how much makes
sense) is specific to the nature of the system and its architecture.
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Fig. 8.10 Project design as a collaborative, iterative process
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The workshops are typically led by an experienced facilitator to guide the col-
laborative teams through the project modeling and forecast iterations. As always, a
facilitator’s experiences and knowledge of the particular market and technology are
helpful, so that probing questions and questions of weakness in the project’s design
can be translated into the domain of the participants. However, the Project Design
approach requires that the project leadership and teams themselves are designing;
the facilitation is meant only to provide the platform and method. We have seen
over time that the simple, visual, collaborative, and rapid nature of the workshops
though allows teams with no background in project management nor in this par-
ticular modeling platform to engage more than sufficiently. In fact, most partici-
pants report that the Project Design process is more intuitive and engaging that the
traditional detailed or ad hoc planning approaches that are displaced.

8.5 Cases

From tens of industrial cases over the last decade, two are shown in this section.
The first case is new product development in industrial machinery. The project
complexity was due to the inexperience of the program manager and the global
distribution of the engineering and manufacturing work. The product system itself,
and overall schedule, were of average complexity and scope. In contrast, the second
case, from aerospace, was complex in technology risk, product system, scope, and a
very unusual teaming across companies. However, the second case was within a
single region.

8.5.1 First Case

A recent example for a global development program for industrial equipment is
shown in below. In Fig. 8.11 a portion of the completed model is shown, with scope
for testing of multiple versions of a complex vehicle manufactured and tested in
several countries. Figure 8.12 shows the complete model. The complete model
(including all dependencies between activities and connections between team,
products and activities) can be explored. Various structured views and layers for
connections can be turned on and off for clarity. As a collaborative modeling
experience, teams explore parts of the project connected from separate workstations
then together discuss a shared view at high resolution projected on a large wall.

Based on the visual and parametric model of the project, the cross functional
team generated plans for 35 various scenarios over 2 days, balancing scope,
phasing, concurrency, team roles, use of critical facilities, and risk mitigation
(Fig. 8.13). Across the scenarios which captured the full project scope requested by
stakeholders, the teams were able to design a baseline plan with improved likely
schedule for market entry by 10 months. Importantly, the design changes and
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Fig. 8.11 The figure illustrates relationships at a high level between the product breakdown
structure depicted by red squares, the work breakdown structure depicted by blue triangles and the
organization breakdown structure depicted by yellow circles. Lines (yellow) of responsibility
between and among teams, mutual and concurrent dependencies between work activities (black
dashed curves) are shown; these can be hidden or highlighted in layers for clarity when working
with the model

Fig. 8.12 The figure shows the entire project design model for the project described in Fig. 8.11.
Projection of such a complex model onto a wall or large screen aids in working with details of the
model. Additional views, as matrices, structured layouts, and lists are also generated to promote
exploration and a “forest for the trees” view of project architecture
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trade-offs to achieve this 10 month gain were proposed and made together, while
balancing systemic impacts on cost and risk.

In a matter of days, the cross-functional team was able to generate a meaningful
baseline plan amongst alternatives. The participants were able to easily grasp and
interact with the project model with no method training, focus on portions while
quickly stepping back to consider total architecture and expected outcomes. In
contrast to the detailed Gantt Charts and ad hoc spreadsheets employed previously,
the quality of engagement and robustness of the resulting plan were much
improved.

8.5.2 Second Case

The next case involves two companies, A and B that formed a joint venture to
develop a new product. Normally A and B are competitors. Although the venture
had been running for several months before the Project Design session, we mutually
decided with management to apply the full Project Design methodology ab initio.
When we arrived on the scene, the program was midway through the concept
development phase and had experienced cost growth from initial estimates.

In the workshop discovery process, ethnographic interviews of key program
contributors revealed a stark difference in the new product development cultures of
the two partners. For concept development, Company A used a separate team and a
flexible, rapid prototyping and learning process compared with Company A’s more
exacting process for detailed design and development. On the other hand, Company
B’s culture was to apply its rigorous, detailed design and development process to
concept development. In consequence Company A was almost always waiting for
Company B to finish its activities so that their work could be integrated and tested.
It also transpired that both companies, and, indeed, some groups within a company,
used different project estimating methods and earned value management measures

Fig. 8.13 The figure shows workshop design sessions where a printout of a project design model
has been posted on the workshop wall. The model in the figure on the left is the one shown earlier.
Whether on paper or through real-time visual interaction, the teams quickly come to form a share
mental model of their complex work and their own role in it
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(e.g., level of effort, percent of milestone completion, actual milestone completion).
All told there were four project management tools in use across the two companies:
Excel, MS Project, Primavera and SAP.

The initial Project Design model of the program, drafted by a few key players
with facilitation help, did not close with the venture’s current estimates of schedule
and cost. The sense was that Project Design had overestimated the “Partnership
Drag” or coordination effort and that the model contained incorrect assumptions
about Company A, which had not chosen to participate in the initial modeling
session. Both companies thought that coordination effort was already built into the
reference programs that each used as the basis of estimating their parts of the
current program. In view of delays waiting for Company B to complete its activ-
ities, Company A conceded that “Partnership Drag” might account for an additional
10 % of coordination time that was not included in the original estimate. As the
program execution unfolded, it also came to light that Company A had adopted an
inappropriate reference program for its estimating process.

Most importantly, during initial modeling, we came to realize that the original
program plan was success oriented, that is, there were no provisions for risk mit-
igation included. About 15 % of the cost growth was attributed to “discoveries and
new knowledge,” a byproduct of unforeseen uncertainties and emergent behavior.

Company A’s culture for conceptual design could be characterized as “hands-off
elegance,” which translates as hubris. Its venture management finally agreed to
meet with the Project Design facilitators to straighten out the faulty assumptions in
the program design model that evolved as the product of a three-day workshop
(without the participation of Company A). After this was accomplished the venture
management team decreed that there would be an additional, fourth day to the
workshop with mandatory attendance of key contributors from both companies.
The fourth day of the workshop produced tens of feasible plan forecasts, a subset of
which came close to the desired parameters. Several options were identified, which
needed further study, for shortening the schedule and reducing the cost of the
program.

In another example of reversing a poor cultural habit, the Project Design
methodology brought new understanding about the program to the several members
of the program team who were not part of the original planning and were, in fact,
looked upon as cogs in the program’s “machinery.” This improvement occurred as
part of the social process associated with the design workshop.

8.6 Comparison with Contemporary Approaches

Along with a unique analytic treatment of coordination activity, the Project Design
concept is built on our field experiences with ideas pulled from different lines of
contemporary thinking, practices, and tools. We focused on improvements in the
areas of representation, analytics of prediction, and social process. Why are these
improvements necessary? Because the established body of knowledge and

214 B.R. Moser and R.T. Wood



standards of program management, although satisfactory for stable environments,
aren’t reliable in today’s environments that are expanding in both technical and
social complexity in ways that exhibit emergent behavior. Today’s program teams
need to be able to anticipate and react quickly to surprises that grow from seemingly
insignificant anomalies.

Better representation of interdependencies among elements in the program
architecture together with analytics for scenario evaluation are two key improve-
ment areas. In programs encumbered with “natural” variation and other uncer-
tainties that are foreseeable but likely ignored, as well as with the unforeseeable
consequences of the choices that teams have to make, the probability of surprising
outcomes is high. These factors form the technical dimension of program man-
agement. How teams make choices, or which demands teams choose to satisfy or
ignore, is conditioned by deeply-seated habits and culture. To tackle this dimension,
we seek to improve the social process of program management; we call this social
process “Human-in-the-Loop Optimization.” Project Design is above all a learning
process that continues to occupy our research.

The architectural representation of a program as the three elements of product,
process and organization is imbedded in the Quality Function Deployment meth-
odology that started to be used in the 1980s in the United States; the three-part
representation was also a feature of the master database, called the PPO, that was
one foundation of DARPA’s initiative in concurrent engineering (DICE) conducted
in the late 1980s to early 1990s by a team of industries and universities. The Project
Design improvement, in this case, has been to employ a graphical engine to sim-
plify building and manipulating the architectural representation and to make visible
the interdependencies and dependencies among its parts. Through our notion of
scope, Project Design offers a convenient way of capturing and displaying inter-
dependencies and graphically tracking progress in resolving them. These and other
reports create situational awareness among the performing teams.

The analytics in Project Design are associated with an agent behavior based
engine that runs a parallel large number of “demand-activity-supply” loops, per-
turbed to emulate variation for each program design configuration. In essence, each
loop represents a collision between demand and supply that is mitigated with
repeated iterations. Within the simulation engine, each such loop accounts for
demand work, rework, and their complexity, coordination demand and constraint,
roles and responsibility, and availability and skill level of resources. Because of its
approaches to representation and simulation, Project Design sidesteps the traditional
project management network methodologies such as program evaluation and
review technique (PERT), critical path method (CPM) and conditional diagram-
ming method (CDM). It is not necessary to identify either the critical path or the
critical chain, which Goldratt persuasively argues is a more important measure of
program schedule than the critical path [12]. Instead, Project Design automatically
identifies the program activities and interdependencies that are currently the largest
levers on overall program performance and, therefore, should attract the greatest
attention of the program teams. As an input option to the Project Design system,
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one can specify to ignore (or assume) coordination activity; the resulting simulation
then approximates the CPM solution.

The social process of Project Design is presently still evolving along with our
ethnographic and analytic research of each workshop event and surrounding cultural
experiences. In Chap. 3 we discussed the socio-cultural model of an organization and
we recounted Gharajedaghi’s [13] notion of culture as operating system. A moti-
vating question, recently put to us by a physicist, is, “Can culture be modeled?” We
humbly believe that the answer is affirmative, although the confirmation will take
more work and will be a topic for another day. Moreover we assert that traditional
models of work indeed represent cultural characteristics, though hidden as embedded
assumptions and simplifications.

For now we are concerned about the social and cultural interactions, within and
between teams that attend the collaborations necessary to resolve interdependen-
cies. For example, in researching collaboration Schrage has recognized that man-
aging relationships is more important than managing individuals [14]. Although
Schrage’s thesis of “No More Teams” finds that teams are neither required nor
necessarily desirable for collaboration in today’s environment, research on high-
performance teaming, some of it dating to World War II, has long supported that the
best teams strike a balance between task orientation and attention to relationships.
Whether in a team setting or not, collaboration is unlikely to occur between two
experts who will not share knowledge with one another because of a soured rela-
tionship. It is up to the Project Design workshop facilitator to establish norms of
behavior and ground rules that will build relationships. We also note that Project
Design workshop participants are often leaders or representatives from performing
teams and may not be members of the same team. It is, therefore, all the more
important that the Project Design workshop sets and demonstrates the tone for the
culture of the entire program.

Schrage further argues, with several examples, that the social process of col-
laboration is considerably improved by the use of collaboration tools. We identify
Project Design workshops as our fundamental collaboration tool, because the
workshop gathers together contributors from many corners of an organization (or
organizations) and encourages them to create productive relationships (collabora-
tions) to design a feasible program. The software support system of Project Design
is another collaboration tool; since it rapidly executes simulations of different
program design scenarios, it provides the workshop participants with near-instan-
taneous feedback on the feasibility of their designs. This feature brings three
benefits: (1) collaboration can proceed at the speed of human conversation; (2)
collaborators can learn rapidly about the behavior of their system (program) design
choices and master their optimization; and (3) collaborators can feel a sense of
significant accomplishment for a relatively small investment of their time. In
principle, given the architectural representation and simulation analytics of Project
Design, the technology exists to automate the optimization of a program’s design.
However, automating the optimization would vitiate the relationship building, deep
learning and feelings of accomplishment and ownership that derive from the cur-
rent, human-in-the-loop social process of Project Design.

216 B.R. Moser and R.T. Wood

http://dx.doi.org/10.1007/978-3-319-13776-6_3


In 1997 the National Center for Manufacturing Sciences (NCMS) initiated a
benchmarking investigation of global companies to discover exemplary product
development processes. After the benchmarking team was exposed to Toyota, it
stopped looking at other companies and redirected the investigation to study
Toyota’s product development process at a deeper level. The results of this study
were documented by Michael Kennedy in the book Product Development in the
Lean Enterprise [15]. Toyota had created a knowledge-based development envi-
ronment (culture) that rested on the knowledge of individual workers: their
understanding of needs, information availability, responsibility and teaming inter-
action. In this knowledge based environment, the system architecture emerges from
the interaction of all functional perspectives. Interaction occurs through natural
communication and through integrating events where team decisions about next
actions are taken. The parallels with the learning, interaction (collaboration) and
integrating events (workshops) of Project Design are evident.

8.7 Benefits

Engineering project plans created through a Project Design process are generated
more quickly with increased accuracy by incorporating realistic drivers of feasi-
bility. Although Project Design can handle a large amount of detail, teams soon
discover that an elevated level of abstraction provides better and faster learning
about essential program and system knowledge than a very detailed plan. Besides
work demand and ability variation, Project Design allows teams to account for
foreseen uncertainties by building risk mitigation activities into the program’s
process structure. When program teams are surprised by an unforeseen or emergent
uncertainty, they can rapidly incorporate learning loops and recovery actions into
the program design and assess the extent of any setback on overall schedule and
cost by running simulations.

We adopt the idea of culture as operating system and help the teams to build a
common culture in the process of designing and executing the program. This step is
essential, because most global teams start with their individual cultures and,
therefore, are a recipe for social complexity [16]. Project Design begins with eth-
nographic interviews, following a tested format, of a number of key team members.
From the interview, facilitators identify cultural issues or behaviors that may need
to be dissolved or replaced, either during the design of the program or during its
execution. The data from each new workshop feeds ongoing research to improve
the social process of Project Design.

Another benefit is found in the adaptability to either external or internal changes.
If a customer orders a change, if something in the external or internal environment
changes in a way that invalidates an assumption, of if a risk mitigation activity fails,
to name three circumstances, the design of the project can be modified rapidly,
enabling the teams to re-design the program with accuracy and awareness [17].
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8.8 Conclusion

Project Design is a platform for effective planning and ongoing dialogue of teams
on modern, complex projects. These projects often have no feasible central planner
with complete awareness of work practices, background knowledge, and priorities
of dispersed teams. Even if a central planner or automated scheduler possessed the
information required for a good plan, there remains need for a social process during
which teams take time to propose, negotiate, prototype, iterate, and learn. If deeply
embedded assumptions—hidden and effective in past projects—are to be exposed,
the project design process must predict unexpected outcomes at a pace of learning
by teams. In order for teams to deviate from their existing work culture, unexpected
impacts from misallocated, poorly timed, or missed coordination need to be con-
fronted as surprises.

A very good workshop session often begins with forecasts that cause great
concern. In this way the Project Design process enables teams who might otherwise
not share work culture to adjust, develop shared awareness, and converge towards a
common, feasible, and optimal plan. In the cases where disparate behaviors and
abilities lead to challenges that cannot be overcome within the horizon of the
project, the project architecture can be otherwise designed to mitigate potential
negative impacts.

Stability of experience in a learning environment can turn complex activities into
simple ones as behaviors of the system are understood—people develop shared
work practices and build up tacit knowledge. Learning, as the generation and
transfer of information across dependencies, drives transformation from complexity
to simplicity.

In contrast, a traditional master planning or automatic scheduling method is not
likely to lead teams to explore embedded local behaviors which drive misallocated,
poorly timed, or missed coordination. In this way the Project Design process
enables teams who might otherwise not share background to develop awareness,
adjust, and converge towards a common, feasible, and optimal plan. In the cases
where disparate behaviors and abilities lead to challenges that cannot be overcome
within the horizon of the project, the architecture can be designed to mitigate
potential negative impacts.

Case studies over the last decade show that small architectural changes may lead
to surprising outcomes as projects become more complex. From each team’s per-
spective, the way that the integrated architecture generates demand for work and
coordination may appear in combinations inconsistent with the team’s existing work
culture. The design of a project may unknowingly disrupt the potential of embedded
practices, abilities, and knowledge. If a team’s work culture acts as an organizing
driver to decrease uncertainty in the integrated sociotechnical system over time, a
surprising sudden shift in various demands and costs of coordination will increase
uncertainty. In complex projects a small change to alignment of the team’s abilities
(supply) to the need for work and coordination (demands) can lead these very same
embedded practices to be wasted or, moreover, trigger unexpected delay, poor
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quality, and propagating rework. A team unaware of these impacts—following their
own best judgment—may in fact be a cause of systemic poor performance. In these
cases, given the counterintuitive root cause of these difficulties, teams in frustration
may harden their belief, instead assuming that the cause of difficulty must be the
behaviors of other teams.

Project Design is part of a new generation of methods that seek to model real-
world dynamics of project work, provide early, architectural views of the project as
a sociotechnical system, and allow forecasting of the range of likely outcomes in
cost, schedule, and quality. These methods—rather than displacing people during
the planning process through automation—leveraging interactive visualization and
collaboration technologies to involve people in exploring the range of structures
and behaviors. The design and optimization of the integrated project as socio-
technical system includes the awareness and commitments of the people who will
perform together.
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Chapter 9
Systems Engineering

Alain Biahmou

Abstract Unlike the first cars, which essentially have been mechanical systems,
nowadays cars have become very complex mechatronic systems that integrate sub-
systems created in a synergy between people from different domains such as
mechanical engineering, software engineering and electric and electronics (E/E).
This fact has increased product complexity in the last decades and therefore the
product development complexity. Complexity is multidimensional and consists of
product, process, organizational, market as well as use complexity. A methodology
for mastering complexity is Systems Engineering, which actually means applying
systems thinking to tackle the challenges of creating complex products. The focus
of this chapter is providing a deep understanding of systems engineering (SE) as
well as a rough recommendation for companies that might be interested in imple-
menting SE. Thus concepts for implementation are proposed. As an entry point, the
context of product creation is presented with the challenges that are linked to. The
need of appropriate methods is emphasized and the application of SE is motivated.
In order to present SE as it is applied in the practice, SE processes are described in
detail and the artifacts of the different steps are highlighted. For performing the
processes described, SE tools and methods are presented. The important role that
the company organization and the project management both play for SE projects as
well as SE success factors are highlighted. Additionally, a proposal for an intro-
duction process for SE is elaborated. A selection of functional features that can
provide a cutting-edge advantage when practicing SE are presented and discussed.
Two case studies are illustrated in order to provide real applications of SE and
therefore an additional orientation for SE implementation. The relation between SE
and Concurrent Engineering is addressed and some future challenges of SE are
identified.
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9.1 Introduction

The challenges regarding complexity have increased in the automotive industry, in
the aerospace industry and in the most relevant areas of engineering during the last
decades. The complexity can be observed regarding the product (technical com-
plexity) as well as the processes of its creation (organisational complexity).

Product complexity is characterized by factors such as increasing of functions
and components, but also component complexity, when a component integrates
more functions and subcomponents. For instance, the number of electric compo-
nents has increased in cars and therefore, the total length of the electric cables used
in today’s generation of well-known cars has reached a multiple of their initial
values. Furthermore, components such as headlamps have been improved to include
more functions, but also more sub-components such as sensors which are connected
with the CAN-bus. These very small examples can give a brief impression of the
real challenge that is to be tackled in product development nowadays and in par-
ticular, in the automotive industry.

Besides, complexity also is enhanced by the dependencies that must be covered
during the product life. These dependencies may be existing between the compo-
nents of the products as well as between these components and external actors such
as project members, external documents and so on.

Furthermore, considering and integrating new technologies in existing products
also is a source of complexity. A closer look on the consumer market reveals what
can happen when a company producing cameras ignores advances in digital tech-
nologies, or when a company designing cell phones does not pay attention to the
technologies that led to next generation devices, the smartphones.

Process complexity includes among others the methodical and collaborative
procedures which are performed for product creation, for instance component
integration. Complex products are developed by diverse disciplines—e.g.
mechanical engineers, electric/electronic engineers, software engineers—using
different processes, methods, tools and especially vocabularies. It is important for
all these disciplines to understand the system as well as each other in order to
conduct the project to success. This requires a meta-model of the system as basis for
the work. Based on the system meta-model, a product model that integrates the
partial models can be created. A partial model represents the perspective of an
arbitrary discipline on the product model.

In practice, a challenge consists of creating such a product model, identifying
explicit and implicit relationships resp. dependencies between the existing different
partial models (see Fig. 9.1). Generating the partial models and updating the
product model in the right sequence after modifications have occurred, is an
additional challenge. In this case, investigating change propagations and taking
them into account may be essential for being able to generate the right models.

Experience has shown that communication in projects as well as accessing data
of other disciplines are important tasks that need more efficiency. This is due to the
fact that the disciplines that own the data commonly use different data formats as

222 A. Biahmou



well as data management tools, for which access is not granted for data consumer
(s). A PLM study has confirmed communication and data search as a very time
consuming activity during product development (see Fig. 9.2) [1].

Another factor in car development is the extended enterprise. A high amount of
companies of different types (see Fig. 18.2) are involved in the development of a
vehicle. These companies generally are located in different countries and conti-
nents, since most of OEMs are global players, that is, modules or derivatives of
vehicles often are developed all over the world (see Chap. 7). Thus, consulting
services and engineering services providers as well as module suppliers that are
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involved in the vehicle development process need product data in order to perform
diverse tasks, e.g. Digital Mock-Up analyses [2]. These actors need also to actively
participate to the product creation by interacting with project teams sometimes
using different processes, methods and tools.

The interaction of the companies involved in the development of cars enforces
therefore an exchange of data (e.g. CAD data) between different parties. The data
exchange includes not only a file transfer between the OEMs (original equipment
manufacturers) and the first tier suppliers, but also the suppliers with their own sub-
contractors. Figure 18.2 shows a sample data flow within a network of companies
that are collaborating for a project. Managing a project which is conducted in such a
widespread network leads to answering questions about data security, once more
enhancing the technical and organizational complexity [3].

Apart from engineering issues, Winzer presents globalization as an additional
complexity factor, since it leads to an explosion of the number of stakeholders, the
number of laws and homologation as well as country specific customer interests to
be considered. Globalization can lead to a higher number of suppliers [4]. Mass
customization also is a further factor which increases complexity as it leads to an
increasing of individual functions [4]. Mass customization helps providing indi-
vidual products to customers (see Chap. 14). This yields the creation of a higher
number of design alternatives, that complicates not only the product creation in
term of simulations, data management and configuration management, but also the
after-sale phase when it comes to deliver services, e.g. providing spare parts. A
further complexity factor is the miniaturization, due to the fact that a general trend
is towards smaller and compacts products [4]. The miniaturization of systems yields
a new adjustment of system components, but may lead also to adopting new and
complex manufacturing processes, e.g. micro machining. To sum up, aspects of
complexity are not limited to market, product complexity, organizational com-
plexity and process complexity (see Fig. 9.3) [5].

Market complexity 

Demand for multi-functional 
and individual products 
Globalization 
… 

Product complexity 

Increase product and variant 
diversity 
Decreasing batch sizes 
… 

Organizational complexity 

Increasing organizational 
requirements 
Increase of involved parties 
… 

Process complexity 

Increasing process diversity 
Increasing linkage of 
processes 
… 

Fig. 9.3 Types of complexity [5]

224 A. Biahmou

http://dx.doi.org/10.1007/978-3-319-13776-6_18
http://dx.doi.org/10.1007/978-3-319-13776-6_14


The description of the complexity which has been presented above emphasizes
the need of methods for mastering complexity in product development. The content
of this chapter follows this premise. In Sect. 9.2 the motivation for systems engi-
neering (SE) is highlighted. Section 9.3 describes SE in practical use (tools and
methods, organization and project management, architecture). Section 9.4 draws a
concept for Functional Blocks to support SE. In Sect. 9.5 introduction of SE in a
company is discussed. Section 9.6 shows case studies, followed by discussion in
Sect. 9.7.

9.2 Motivation for Systems Engineering

A proposal for complexity management has been presented by Schuh and Schwenk
[6] who proposed a reduction of variants, but this may be problematic since
the carmaker should decide in that case not to fulfil certain customer requirements.
This could be interpreted as a lack of flexibility, especially if competitors provide
appropriate products.

An established methodology for mastering complexity is SE, which actually
means applying systems thinking to tackle the challenges of product creation. Thus
what do system and systems thinking mean? Many definitions of the term system
already have been provided by research works. A system can be apprehended as a
set of components which are linked by relations, forming a whole. Hitchins defines
a system as an open set of complementary, interacting parts with properties,
capabilities, and behaviors emerging both from the parts and from their interactions
[7]. Further authors make a difference between systems, systems of systems (which
are built by components that are large-scale systems), mega systems and intelli-
gence-based systems which are able to comprehend, understand and profit from
experience in order to adapt to changes of their environment [8]. A system is made
up by the complex networking of resources such as manpower, equipment, facility,
material, software, hardware and so on. Resources are to be considered as sub-
systems which interact with each other within or beyond the surrounding system. A
system is characterized by inputs, outputs, internal processes and mechanisms as
well as constraints [9].

Systems thinking is a pre-requisite for applying SE since the multidisciplinary
teams involved in product creation have to understand the system-of-interest as a
whole. Collaborative systems thinking is an emergent behaviour of teams resulting
from the interactions of team members and utilising a variety of thinking styles,
design processes, tools, and communication media to consider systems attributes,
interrelationships, context and dynamics towards executing systems design [10].
System thinking is not new in the product creation area. Design methodologies that
have been presented in the past that can be applied for different areas beyond
mechanical engineering have highlighted systems thinking [11–13].
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Lindemann also has presented an approach to complexity management, which
highlights the connectivity of elements—product components, people, documents-
involved in product design. Further methods for structural complexity management
mentioned are systems dynamics, operational research etc. [5]. Although diverse
methods address the complexity management, that topic still remains a main
challenge in the industry: this fact is a matter of evidence when thinking about some
car makers who are recalling their cars in order to fix failures [14].

According to the International Council on Systems Engineering (INCOSE), “SE
is an interdisciplinary approach and means to enable the realization of successful
systems. It focuses on defining customer needs and required functionality early in
the development cycle, documenting requirements, then proceeding with design
synthesis and system validation while considering the complete problem. It inte-
grates all the disciplines and specialty groups into a team effort forming a structured
development process that proceeds from concept over production to operation. SE
considers both the business and the technical needs of all customers with the goal of
providing a quality product that meets the user needs” [15].

SE focusses on the lifecycle of technical systems, that lasts from the first idea to
the recycling. It apprehends the system to be developed as a whole artifact, which
interacts with its environment. Moreover, SE takes the relations between the system
and its components into account and its main purpose is coordinating the disciplines
involved in product development [4]. This apprehension is very close to the
approach of Hitchins, that emphasizes the fact that a system is active, interactive
and adaptable to its environment. Further key aspects of Hitchins’ approach are the
human factor on the system, its dynamic context, its synthesis, holistic character as
well as its analogy to an organism [16].

SE includes management and engineering and considers that a system is more
than the sum of its elements. It is a continuous iterative process which includes
multidisciplinary teams and is applied throughout the product lifecycle [17].
Although SE has developed itself very quickly in the last decades, there are
approaches to improve the traditional methods and, therefore, the quality of systems.
Tolk et al. [8] have characterized intelligence-based systems while emphasizing the
role of semantics, simulation and agents. Works presenting computational intelli-
gence in the meaning of automated or semi-automated processes for SE have been
presented in the past [18–21].

Intelligence-based SE can be applied for developing different complex products
such as nuclear plants, airplanes, cars, space shuttles, machines. It helps conducting
simulation already in early development phases in order to reduce costs and
improve quality. It can be applied also to automatically generate hardware or
software specification. Especially in the automotive sector, it has contributed to
tackle an important number of challenges going from monitoring driver inattention,
enhancing pedestrian safety to the control of mobility systems [22–27].

SE also has emerged from a general approach to a more and more specific
approach for a couple of domains such as automotive, aerospace, medical and
manufacturing. A further SE area that is being established is Product-Service-SE
[28, 29]. The motivation of this evolution is explained by specific branches of SE
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being more efficient to solve domain relevant problems. While the most known
publications about SE deal with the development of a specific product (e.g. a
airplane, car) and therefore, are focused on technical aspects, the future approaches
will be broader.

Some perspectives may be the application of SE in order to determine how
engineering systems can interact with other systems taking social, economic and
environmental factors into account. SE could be important for tackling challenges
in the areas of critical infrastructure, health care, energy, environment, information
security and other global issues [30]. Upcoming challenges of SE will be discussed
in Sect. 9.7.

To sum up, complexity management as well as lacks in today’s product
development methods (e.g. requirement engineering) make SE necessary. SE tar-
gets a cost reduction by implementing methods to ensure a good quality design, a
traceability between components and processes, that can help getting a better
understanding of the system and therefore managing the systems development. In
order to apply the SE approach, systems thinking capability, tools as well as
methods are necessary. It is crucial to define system boundaries, interfaces as well
as inputs and outputs of the system.

9.3 Systems Engineering in Practice

The main objective during systems development is the achievement of stakeholders
concerns, who may be customers, owners, vendors or any person being related to
that system. This is done by designing and integrating methods and models within
the system, but also with other systems. Integrating means to network the break
down structure of the different sub-systems, components and processes involved.
Based on this, verification and validation which are two major tasks are to be
performed in order to realize the quality standards [9].

Figure 9.4 shows two simplified schemas of the SE process, which have been
proposed by Dikerson and Mavris (right) and Pineda and Smith (left) [31, 32]. This
shows that even in the SE community, standardization remains a challenge. In an
attempt to reach a common understanding, Ryschkewitsch et al. [33] has presented
a set of definitions related to SE and its actors.

Many modified schemas already have been presented based on the V model in
different variations. It is about an iterative and holistic process. For sake of brevity,
the different phases will not be detailed. Practical recommendation to requirement
engineering and management is provided by appropriate literature [34, 35], func-
tional analysis in SE addresses the transformations to be performed in order to
obtained required systems outputs from available inputs [36]. Elements of func-
tional analysis have been presented among others by Buede [36] and systems
integration [37, 38], verification and validation as well as testing also have been
addressed by a multitude of scientific works [39].

9 Systems Engineering 227



From a SE point of view, requirement tracing is a premise, that means it should
be possible to trace the impact of each requirement on the functional, logical,
physical model as well as on verification and validation. Therefore, analyses can be
performed in order to investigate to which degree a requirement has been fulfilled.
Requirements engineering includes the generation, formalization, decomposition,
analysis and management of product and service requirements with the objective to
verify and validate them (see Chap. 5). Decomposing requirements is important
since they often are formulated by persons (e.g. customers) who are not familiar
with requirements engineering.

Based on requirements engineering, system functions are derived in order to
create a functional model. Functional analysis consists of formalizing and decom-
posing system functions that are to be realized later by the design [32]. The next
step consists of identifying functions that belong to the same sub-system, it is a
phase during which subsystems are identified from the designed functions.
Therefore, the output of this activities are groups of functions. Moreover, it is
important to notice that the identified sub-systems can complement the use-cases
that have been defined at project start, since the initial use cases are merely focused
on fulfilling stake holder requirements. However, supporting functions and use-
cases are necessary to get the whole system running.

Thus, test cases are to be defined in order to identify further inputs for the
creation of the whole logical system, that enables all system components to operate
together logically. Based on the groups of functions resp. sub-systems identified, a
logical model of the whole system is created and behavioral models are created or
generated and attached to its components. The simulation of the logical system is
the basis for the creation of the overall system concept, that provides inputs for the
physical design of the system in the different disciplines involved. Therefore,
the disciplines can perform a concurrent development process based on system-
oriented-concepts as well as a common model (see Sect. 9.3.1).
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It is important to remark upon the requirements loop between the Requirements
analysis and Functional analysis as well as the Design loop between Functional
analysis and Design synthesis. Both ensure that the requirements analysis, the
functional analysis as well as the design are continuously examined and updated. A
verification loop insures that the tasks are done right, whereby a validation loop has
the objective to check that the right things have been done, that is, an end product in
which performance, costs, risks and scheduled characteristics are successfully
balanced to satisfy customer expectations. The verification includes semantic,
syntactic and plausibility checks.

The validation has to check how far the systems model corresponds to the real
world. The tasks regarding systems analysis and control consist of overseeing and
controlling all phases and activities of the System Engineering process [32]. Val-
idation is crucial to ensure that the main goal has been achieved. Kolonay has
introduced the concept of physics-based models to validate the conclusions made
for concepts and system specification [40]. A further interesting approach consists
in defining value ranges to reduce eventual gaps between the reference values and
the actual values of component interfaces as well as tolerances between energy,
material and signal flow [41].

In other articles, the so called RFLP approach, that stands for Requirements,
Functional, Logical and Physical modeling, is presented as a procedural model for
Systems engineering. In fact, the RFLP approach is approximately equivalent to the
descending side of the V model, which it includes. It highlights the fact of creating
a functional model out of requirements engineering, whereby the main function is
decomposed into sub-functions that can spread over many hierarchical levels.

The logical model describes interdependencies between the system components
and therefore enables the right assembly of components to a final construct that can
be simulated resp. verified. In short, the logical model connects the behavior models
of the single sub-systems and system components, so they can interact with each
other.

The physical model is represented by the representation (e.g. geometrical) of
sub-systems and system components in the involved disciplines. Although the
logical model is to be created before the physical modeling, the practice shows that
behavior models can be generated from a physical model (e.g. geometrical model)
in order to be attached to its corresponding component in the logical model. This
approach can occur automatically when an integrated environment is used for SE
(see Chap. 27). Otherwise, single behavior models can be create with own tools and
assembled within a logical models, assuming that the relevant interfaces are
implemented by the software that is used to design the logical model.

Biahmou et al. [42] have developed an approach for deriving behavior models
from 3D models in MATLAB/SimMechanics that have been created with CATIA
V5. After updating the geometrical model, the behavioral model is to be updated by
the user. In order to free the user from this task and achieve a structured and right
synchronization of changes in partial models of a system, the application of
ontologies has been addressed to identify the update sequence of models [43].
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Why has the RFLP-approach been necessary although the V model has been
existing? Even though the V model has been provided for the development of
mechatronics products involving mechanical, software and electrical/electronical
engineering, it does not explicitly provide details on creating models as well as
model boundaries in its initial form. However, an amelioration of Ott emphasizes
systems thinking and traceability [44].

Furthermore, the V Model is compatible with well-known design methodologies
such as the approach described by Pahl and Beitz, which recommend the identi-
fication of the main function and its fragmentation on many levels in less complex
and manageable functions. Since the design is an iterative task, the many steps of
the V Model or the whole V Model can be performed many times [11, 45].

The general processes of SE can be adopted by some business branches, com-
panies or institutions. NASA has defined a SE process based on tasks integration
and control as well as interfaces management, where both are to be performed
during all the phases of implementation of a space mission. Other activities con-
sisting of requirements engineering, system analysis, design and configuration
definition and finally the verification, can be achieved sequentially [46].

At this stage, questions of importance are, what is needed except to the pro-
cesses, to practice systems engineering? Which tools and methods are relevant,
which organization structure and project management form are needed, how can SE
be introduced in a company and which services should provide a platform for
applying systems engineering?

9.3.1 Tools and Methods of Systems Engineering

The different disciplines that are involved in SE (e.g. mechanical engineering,
software, Electronic/Electric) have different vocabularies and use different tools as
mentioned above. Therefore, they need a common language as well as a common
reference, that is, a common product model to tackle the aforementioned challenge
of communication and coordination. The systems modelling language (SysML) is
the most widespread solution for these issues. SysML is derived from unified
modeling language (UML) and the relevant sub-set of UML (UML4SyML) has been
enhanced in order to take the characteristics of general-purpose systems into
account. SysML can be used for representing systems, which may include combi-
nations of hardware, software, data, people, facilities, and natural objects [47, 48].
Models created with SysML can be exchanged using the XML metadata interchange
(XMI) format, enabling also developers who use different tools to exchange model
information [48]. Due to its organizational concepts of package, models and views,
SyML enables the achievement of a paradigm shift in the modeling of complex
systems of systems, from a document-based approach to a model-based approach.

The document-based SE Approach consists of keeping all relevant information
in documents of different disciplines, depicting them in a hierarchical tree and
defining how the system is to be used. One of the limitations of document-based SE
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is the difficulty to realize traceability and, therefore, to ensure the completeness of
requirements. The link between requirements, design, engineering analysis and test
information is often missing, leading, therefore, to a limited capability to manage
change impacts.

Furthermore, document-based SE can lead to a significant lack of information
across the disciplines involved in product development and to the use of incon-
sistent models, especially when each discipline is trying to create the missing model
resp. information (see Fig. 9.5).

In contrary, model-based systems engineering (MBSE) is characterized by using
a common model of the targeted system (see Fig. 9.6) to perform the tasks
described on Fig. 27.3. That model may have references to distributed partial
models. Alternatively, it can be associated with partial models that are used to
represent the different artifacts (e.g. requirement model, functional model, logical
model, geometrical model) and their relationships, in the same repository [49].

An important factor to be considered in the practice of MBSE is the represen-
tation of the variability, that for instance may be functional or physical. Since many
details are not know or available in early development stages, it is important to
agree on the right granularity of the common system model to support capturing of
all relevant features as well as their relationships and therefore ensure traceability
very early. Dumitrescu et al. [50] addressed this with a concept for introducing
variability management on an intermediary level between vehicle features and
component specifications.

Particular aspects of the global resp. common system model are called views or
partial models, they can be generated from the common model by synchronizing the
common parameters.

This means that a parameter model also is needed, in which implicit as well as
explicit relationships of all involved partial models are represented. In the practice,
a multidisciplinary team of well experienced specialists (e.g. designers) can define
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Fig. 9.5 Model creation in disciplines
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the parameter model. Even though a company is not applying systems engineering,
each discipline generally use to work according to input-processing-output-principle
(IPO). That is, a discipline receives data from another one, processes it to reach its
own objectives, for instance to complete the geometrical design and at the end,
provides their result—output—to other disciplines that are considered as data con-
sumer in this case.

Further relevant methods of SE regard quality analysis and decision making
support. Among others, conventional approaches such as Hazard Analysis and
failure mode and effects analysis (FMEA), total quality management (TQM), Six
Sigma, ISO/QS900x as well as software development quality systems based on
capability maturity model integration (CMMI) or software process improvement
and capability determination (SPICE), are used for quality management [51].

Equally, a multitude of approaches for technical decision making during early
development phases are available [52]. However, the experience has shown that the
partial models mostly are existing in proprietary formats with different modelling
paradigms and therefore cannot be easily assembled to a global system model.

In order to apply SE without restrictions, standards are necessary for instance for
model exchange or for enabling reuse or integration of components in third parties
architectures. Therefore, the automotive open system architecture (AUTOSAR)
specification has been elaborated for appliance by some companies that develop
complex products (e.g. car makers, developers of engine control units, car software,
development tools and microcontrollers) [53].

Hence the functional mock-up interface (FMI) has been developed as stan-
dardized interface to support model exchange between different tools for systems
simulation, co-simulation, applications as well as the integration of models and their
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Fig. 9.6 Common system model
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associated data into product lifecycle management (PLM). Software tools which
have implemented the FMI standard can create an FMI-conform model library,
called functional mock-up unit (FMU) (see Sect. 13.5) [54]. A further methodo-
logical approach for complexity management, especially for reducing the risk of
failures of safety relevant components is the norm ISO 26262, which describes a
procedure model to be applied [55].

Although more methods might be mentioned in such a chapter, for sake of
brevity, only the SysML as well as interfaces are emphasized in this work. Reason
for this orientation are the importance of the right modeling of the whole system in
terms of representing the reality and impact of the communication in the project, as
both represent success factors for SE. A valuable taxonomy of SE process standards
as well as methods which describe how to achieve the tasks described in the SE
process is given [48]. The taxonomy also includes architecture frameworks, systems
modeling methods, modeling and simulation standards as well as interchange and
meta modeling standards.

The tools necessary for SE have to support the realization of a major objective of
product development, which is reducing cost through the reduction of physical
Mock-ups. Visualization techniques and simulations of 3D models help for creating
virtual mock-ups [56].

SE tools can be classified on two subjective levels: the early phase of product
development corresponding to the descending branch of the V model, with the
horizontal line of the V model corresponding to the detail design resp. discipline
specific design. The second category of tools can be associated to the ascending
phase of the V model. The core tools belonging to the first category are tools for
creating a common system model, that integrates all partial models and their
relationships (e.g. tools for SysML modeling). Hence tools are necessary for cre-
ating requirements models, elaborating functional models and common parameter
models as well. A tool to model and simulate logical systems also is required.

Moreover, a platform or a tool has to ensure the traceability from the require-
ments over the specific design to the product recycling. That platform or tool should
be equipped with analysis capabilities in order to provide quick answers to queries
of a project leader. For instance, such an analysis tool should be able to show
whether all requirements are fulfilled or not. Therefore, a project leader could check
the impact of changes on requirements. Queries of project leaders could include risk
analysis as well as cost calculation after design changes.

The discipline-specific tools that are used in the horizontal line of the V model
already are part of today’s tools landscape in the companies and can be considered
as provided. However, the communication of these stand-alone tools is to be
ensured though the use or implementation of appropriate connectors and enterprise
architecture. The most aforementioned functions are available in tools that are on
the market as stand-alone, but there are integrative platforms that propose envi-
ronments that comprise many of the relevant functionalities. They are often
equipped with interfaces that enable the integration of selected third party tools.
The decision, whether an integrated environment or many stand-alone tools are to
be connected depends on the company’s SE strategy and the importance of the
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flexibility. Viewing from this perspective, SE can be applied without using an
integrative development environment. A company can implement a specific
architecture resp. environment with best-of-class tools of each category. For the
ascending phase of the V model, manifold architectures, vehicle simulation and
testing tools are commonly used for SE [26].

9.3.2 Organisation Structure and Project Management
for SE

SE is applied by many companies, but the question is to know to which extent, as
well as the impact of the existing organization structure on the practice of SE. The
organization structures of carmakers have been component-oriented for a long time.
Thus, the technical departments mostly spreads across the departments chassis,
powertrain, interieur/exterieur, electric/electronics etc. [51]. Additionally to the
component oriented structure, the experience has shown that a program
resp. product oriented structure is implemented. Thus, a matrix organization is
established in most cases. Project teams are made up of specialists from the different
components departments (e.g. powertrain).

The success of SE project organized in that manner generally is strong depen-
dent on the experience as well as the personality of the project leader. Success in
this case is not limited to the question whether the result obtained by the project
group is acceptable or not. The question is to know what would have been possible
due to the skills of project members. Thus, the focal point is efficiency of the project
team, adherence to delivery dates, product quality as well as stakeholder satisfac-
tion. In order to take benefit of SE methods, it can be of advantage to move the
location of the systems engineer according to Fig. 9.7. Doing so can help taking the
focus away from the historical component-based development to the systems-based
development.
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Applying SE requires therefore appropriate organization structures and corporate
cultures. SE is not to be focused only on the product to be developed, instead the
whole product creation landscape and processes including the manufacturing and
the supply chain also are to be considered. This requirement is especially important
when it is taken into account that many projects in aerospace or defense have been
characterized by delays in delivering as well as increasing of initial unit costs.
Sanders and Klein proposed an industrial V model that mirrors the conventional
product V model in order to integrate manufacturing and supply chain consider-
ations into the SE process [57].

It can be expected that similar approaches that consider further disciplines could
improve collaboration and efficiency. For instance the development of Product-
Service-Systems could be coupled to product SE on the same manner. Van Ruijven
addresses the availability of a common framework that should include an ontology
based on information models to support systems engineering. That framework
should improve the communication within the project by defining SE processes
based on the top level of an ontology that the author proposes. Additionally,
information models of the breakdown of the process side of a system, the break-
down of the physical side of a system as well as of the work breakdown of a system
are addressed to support that objective [58].

These proposals correspond partly to the need of a meta-model, that already has
been mentioned by Winzer [4], to bring all involved parties to understand them-
selves without any ambiguities and emphasizes the importance of MBSE.

Moreover, merely the clear elaboration of SE processes surely will not be suf-
ficient. The project management will have to emphasize the systems thinking at all
stages of the project and should be supported by business services that orchestrate
workflows in background and that process data from the relevant disciplines in
order to provide up-to-date, integrative view data to the project management, but
also to the disciplines. Such an overview is of great importance for project man-
agement in order to support decision making.

From a general point of view, Boehm et al. [59] have identified four key prin-
ciples that are necessary to apply SE successfully: Stakeholder Value-Based System
Definition and Evolution, Incremental Commitment and Accountability, Concurrent
Multidiscipline System Definition and Development, and Evidence-Based and
Risk-based Decision making. In order to emphasize the suitability of these prin-
ciples, they are compared with lean SE principles as well as Hitchins’ principles for
successful SE.

As aforementioned, one could wonder why spectacular failures leading often to
recall campaigns [14] are still been made in projects that have been driven by SE.
One of the causes has been identified by Boy and McGovern as the lack of a
human-centered focus in SE, that instead is claimed to be technology-centered and
finance-driven. Thus, they propose to operate changes on rigid SE processes in
order to provide the engineers with more flexibility, by applying Human-Centered-
Design principles to achieve a Human-Systems Integration [60]. This calls for
socio-technical leadership as an important skill for SE project leaders.
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The idea of improving organizational aspects also has been identified by Winner
[51], who pointed out both the staff qualifying for effective and efficient SE as well
as subsequent modification of the management culture as part of challenges for SE
in the automotive and supply industry.

Apart from the organizational structure of a company that can impact the success
of systems engineering, the tools landscape is of great importance.

9.3.3 Architecture for Systems Engineering

Enterprises that decide to apply SE principles have to tackle the challenge of
elaborating the architecture to be implemented in order to perform the processes
mentioned above. An interesting approach for a SE platform consists of a tool
federation instead of integration, whereby necessary information is shared between
loosely coupled models (see Sect. 9.4).

A similar approach has been addressed by Bartelt et al. who proposed a software
architecture resp. middleware for the configuration of simulation scenarios. The
simulation scenarios can be integrated in simulation modules. The simulators
communicate through the SimBus, that is an architecture on the basis of a CORBA-
like platform. SimBus connectors allow the communication of applications [61].
The solution is specialized on simulation purposes, however SE addresses a broader
spectrum.

A system framework for conducting SE is based on a complex architecture, since
it is in turn a system of systems. Therefore, elaborating them requires the consid-
eration of: Autonomy, Complexity, Diversity, Integration strategy, Data architec-
ture and System protection [62]. Among other critical factors, robustness and
alignment to business processes and technology are to be taken into account.

Explaining all processes and principles of architecture design would go beyond
the scope of this chapter. However, apart from ISO/IEC 42010 (2011) [63] that
provides standards for architecture description for systems and software, there are
well-known commercial, defense and government frameworks [64] that can be used
as guidance when elaborating enterprise architecture:

• the Zachman Framework for Enterprise Architecture [65],
• the Department of Defense Architecture Framework [65],
• the Federal Enterprise Architecture Framework [65],
• the Treasury Enterprise Architecture Framework [65],
• the Open Group Architectural Framework [65], and
• the NATO architecture Framework [66].
• An assessment of the five first frameworks by Urbaczewski and Mrdalj [65].
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9.3.4 Summary Evaluation

Even though SysML at this moment is the language that is established to create
common understanding models for SE, this term is still ambiguous among experts
(e.g. SE from academia and industry). This calls for the necessity of harmonization
for instance regarding basic terms such as function and behavior [67, 68].

Many companies still take the risk of considering the different phases of complex
products creation as sequential tasks. They assume that the periodical information
exchange between the disciplines is sufficient. This can lead in most cases to
inconsistencies. Instead, a concurrent engineering approach is to be followed,
ensuring a traceability between all the models and phases involved [69].

Moreover, many disciplines still provide other collaborating disciplines with
data without an explicit and documented procedure. Preparing and providing data to
others is generally a task on top of the daily job that consists of performing a
progress in the original discipline, e.g. the design. Thus, requests from another
discipline for receiving data can take a long time before being processed. It can
cause the tendency to use obsolete data or to try creating data for own analyses.

9.4 Concept for Functional Blocks to Support SE

To bridge the disadvantages mentioned above, an alternative concept can be
implemented, in which data and services sharing as well as the domain authority are
highlighted. Thus, each discipline involved in product creation can access data of
another discipline through sharing mechanisms, whereby re-creation of data is
useless. A proposal of functional features to support this way of working is pre-
sented for companies as guidance for enabling Systems Engineering.

9.4.1 Selected Requirements

The three most important problems originating from collaborative work have been
identified by Königs et al. [70] as follows: inconsistent, hard-to-retrieve or out-
dated data across the engineering departments, low transparency about changes and
decisions due to non-existing or non-available information and low transparency
about the impacts of changes due to missing documentation of dependencies. This
traceability issue also has been addressed by many works [21].

Further requirements for a successful SE architecture are shown in Fig. 9.8 from
an industrial study [1]. It reveals among others, that the extended enterprise as well
as customers are to be taken into account and that the visualization of changes as
well as using common data format are needed [71]. Thus, innovative techniques
that include knowledge management can be applied to optimize the collaboration
with the extended enterprise [72].
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In fact, suitable interfaces are necessary for software communication, since the
disciplines involved use different applications. Besides, neutral data formats such as
STEP AP 214 (ISO 10303) are required due to the fact that the different software
components involved often create proprietary file formats. A neutral file format can
ease information exchange between many applications, because it helps avoiding
bidirectional conversions.

Data exchange however, is not sufficient for an effective Systems Engineering.
One of the challenges consists of applying data sharing; a use case could be a
control system engineer generating a geometrical model from the global product in
the suitable level of maturity in order to run a distributed simulation, in which both
the geometrical modeler and the control system modeller are communicating.

Moreover, a SE platform should implement the most widespread software
interfaces that are necessary to integrate further, third party tools.

9.4.2 Concept

A real prerequisite for SE is the alignment of methods and models of the disciplines
involved in product development. Investigations that are performed by an arbitrary
discipline do not need only a data set of another discipline as input, instead addi-
tional meta-data such as the maturity level are necessary.

Thus, a basic methodological work to be performed consists in gathering the
relations between the disciplines models and to create additional stage gates that
will be used to characterized data needed by other disciplines. Doing so enables the
definition of fix or ad hoc workflows, since the stage gates can be used as attribute
to identified the data to be retrieved. Furthermore, consistency also can be assured
by synchronizing partial models of corresponding maturity levels.
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In order to fulfil the requirements mentioned above, a service-oriented archi-
tecture can be implemented with the functionality presented on Fig. 9.9. Thus, the
disciplines can apply collaborative processes and methods in order to optimize the
way of working according to the global product and not to a single aspect.

Model generation services can be used to generate an up-to-date, contextual
partial model. They can be crucial when it comes to configure models for studies,
especially when design of experiments are to be realized. A very simple example
consists of a suitable geometrical model being automatically generated from the
common system model in order to perform a finite element analysis (FEA),
whereby the relevant specific attributes such as the level of maturity or the release
status would have been taken into account.

Since an SE platform is supposed to be opened to external enterprises, encap-
sulating of the company’s know how is an important criteria. Business services are
to be identified, supported, and aligned with the products to be created as well as the
processes. Thus, the services shall be defined on the basis of formulated use cases.
The business services shall provide specific functions that are based on a service-
oriented architecture, whereby many systems that are transparent for the user can be
triggered in the background.

An example of business services is realized by lifecycle management services
that shall provide all the generic functions of a product data management system
(PDM) such as enabling configuration management, versioning and change man-
agement. Lifecycle management services shall ensure not only the update of the
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common model in the correct sequence, but also its integrity. Thus, modified partial
models shall be synchronized with the common model only when the modifications
have been performed by specialists.

However, the non-specialists who are using and might modify an arbitrary
partial model for studies shall be enabled to store and share the results of these
studies as well as to record their decisions and rationales. To ensure the quality of
studies results, each discipline will have to define a range of admitted models as
well as attributes modifications, which a data consumer is allowed to perform.

Additional business services may be among others workflow services, right
management services, intellectual property protection services and assessment
services. The latter can help to examine important criteria of the product to be
created, for instance cost-effectiveness or even fuel consumption of a car. Assess-
ment services can, therefore, support the project manager in decision making.

A parameter dictionary is also required to represent the relationships between the
different partial models as well as their explanations. Such a dictionary should
include a parameter repository based on the parameter model described in Sect. 9.3.1.
Depending on the implementation, the parameter model can be indispensable for
updating the different partial models after a change has occurred in one model. The
explanations provided by such a dictionary can help improving the understanding of
terms in the different disciplines involved. For this purpose, the team in charge of
defining the work methodology shall provide an ontology as a formal representation
of a set of concepts to create a common meta model for the relevant domain, or to
adopt an existing meta model [58]. The meta-model shall help all disciplines
involved to have a common language and a common reference.

9.5 Introduction of SE in a Company

The introduction of SE in a company can be organized in many phases depending
among others on the company’s internal culture and organization. Figure 9.10
depicts a recommendation based on own experiences.

In the preparation phase, the analysis consists in making a self-assessment in
order to document what are the strengths and the weak points of the actual way of
working. The real work processes are to be considered instead of an eventual
process description that might not be applied in daily work.

Based on the results of the process analysis, a SE vision resp. target can be
formulated. Assuming that the SE vision is to be realized, the SE analysis phase can
start. In this phase, SE preliminary processes are to be performed. This consists in
organizational tasks, e.g. installing a project steering committee and providing a
broader circle of relevant employees with general information based on preliminary
analysis results and the consequential need for introducing SE.

The steering committee is mainly in charge of defining a SE strategy to reach the
vision defined in the preparation phase. The strategy has to provide a clear path to
be followed, e.g. defining how the extended enterprise is to be taken into account,

240 A. Biahmou



whether internal workflows and services are to be made available for extended
enterprise. Defining the eventual SE levels to be realized is a strategic decision; SE
could be realized first to an intermediary level with less functionality. Afterwards, a
second or later level with more or full functionality could be implemented based on
the experience gained at first levels. Strategic decisions in this context also consist
of defining e.g. which types of systems to be used: opened systems, commercial-
off-the-shelf-tools (COTS), integrated environments that provide the most func-
tionality needed or taking best-of-class tools and connecting them. Outsourcing
strategy and make-or-buy-strategy also shall be considered.

A further task that could be assigned to the analysis phase is the collection of use
cases from the specific disciplines involved in the product lifecycle and comple-
menting them with administration use cases.

During the concept and realization phase, requirements are derived from the
collected use-cases and business as well as administration services are formulated.
A functional architecture of the SE environment is to be defined, in which sup-
porting services are considered. The methods of the different disciplines involved
are to be aligned in order to take a higher benefit of SE. Thus, the concept considers
not only the necessary software, but also the methodological way of working.

Depending on the SE architecture that has been defined, adjustment of the IT
architecture might be necessary, e.g. additional leased lines could be necessary to
guarantee some business services, especially when it comes to providing the
extended enterprise with internal workflows. Further tasks after the concept and
realization phase are the SE implementation and the test and rollout of the solution.

In the operation phase of the system administrative processes are introduced,
system settings in tools can be adjusted and necessary accounts can be created in
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order to enable user processes. Latter consist in using the business services that are
implemented in order to perform specialist tasks. The change management is a
continuous process that takes into account the fact that the SE environment can be
improved based on change requests that could be introduced by stakeholders.

9.6 Case Studies

The practical value of SE is illustrated with the following two use cases.

9.6.1 SE in Aerospace—Investigating Force Fighting
on an Aileron

Vuillemin et al. describe an application of model based SE for a force fighting issue
in the aerospace domain. The challenge to be tackled consists of investigating the
system behaviour when two forces acting in the same direction or in opposite
directions are applied on a surface. This can be caused among others by errors such
as signal conversion errors or by adjustment tolerances [73]. Figure 9.11 depicts a
schematic presentation of the system. In order to solve the issue aforementioned,
the RFLP approach has been applied.

Thus, the systems requirements have been formulated by the authors in textual
form. The next step has been the functional analysis. The mission of the system as
well as the functions and corresponding I/O interfaces have been determined and
the connections of functions as well as their sequences have been modeled [73].

A logical architecture of the aileron has been created as a block diagram on
which all relevant components of the system are represented. The components of

Fig. 9.11 Two forces acting on a surface [73]
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the logical architecture (e.g. physical model, control system) are to be attached to
behavioral models in order to enable a whole system simulation.

Since the global simulation is using a Modelica platform in background, the
control component that has been created in MATLAB/Simulink is used for gen-
erating a functional mockup unit (FMU), as neutral format. Latter is attached to the
logical model (Fig. 9.12) [73].

In order to consider additional models such as FEA models in the simulation,
they have been simplified, then represented in the SID format, that can be imported
by Modellica libraries [73]. In fact, SID files can be generated from the most
commercial FEA programms with order reduction methods and animation infor-
mation which is used by the Flexible Bodies library of Modelica. A multi-physic
simulation of the whole aileron can be started, in which the deformations of the
aileron are visualized. When movements of the aileron are required, the actuators
receive hydraulic power from the hydraulic components they are connected with
and therefore, the aileron is moving according to the impact of both fighting forces.

Several parameters that are important for the system, for instance the pressure,
the position and the angle are represented in plots and therefore can be assessed by
engineers. The system validation is performed through checking the links existing
between the formulated requirements and each of the models created, that are the
functional, the logical and the physical models. The objective is to determine
potential discrepancies.

Fig. 9.12 Logical model of the aileron system [73]
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9.6.2 Hubble Space Telescope Systems Engineering

The Hubble Space Telescope (HST) is an observing system of systems that pro-
duces imaging, spectrographic, astrometric and photometric data. The HST has
been developed based on SE principles, therefore its facet as a valuable result of SE
has been highlighted in a case study originally provided by Mattice [74].

The HST case study has been guided by the Friedman-Sage Framework that
enables the presentation of contractor, shared and government responsibilities for
nine concept domains. These domains are spanning from the requirement definition
and management over the systems architecting and conceptual design up to system
and program management [74, 75]. For sake of brevity, this structure is not fol-
lowed in this document.

Developing the HST has been necessary because the composition of the atmo-
sphere limits the resolution of telescopes that are located on earth. Therefore, an
alternative system was necessary, that should be located in space, outside the
atmosphere.

The HST has been deployed 1990 in low-Earth orbit (600 km). It has been
designed to observe the space permanently and to be maintainable, therefore
adjustments can be performed during regular servicing missions. For this purpose, it
has been equipped with necessary components such as grapples and handholds for
control [74], but also with diverse components that enable the communication as
well as an external control. Figure 9.13 depicts the major components of HST.

9.6.2.1 Requirement Definition and System Specification

The main requirement to the HST has been to provide relevant data to astronomers
in order to help them conducting research in their scientific domain. Astronomer-
scientists who took the role of a customer defined the requirements regarding the
capability of HST. Among others, they described the observations that the HST
should enable, when and by whom observing operations were to be performed [74].
Requirements also regarded the external controlling of the HST, design, develop-
ment, in-orbit operations, maintenance and so on.

Due to conflicts between the astronomer scientists and the NASA in this phase,
the HST-linked institute was created as neutral instance for managing HST project.
It was in charge of defining the location, the research agenda, the scientific
instrument requirements as well as playing a key role in HST ground and space
operations [74]. An important lesson learned from this phase is the fact that the
customer or user should be involved from the beginning throughout the project in
order to get success.
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9.6.2.2 Systems Architecture and Conceptual Design

Pre-program trade studies that were provided by contractors and NASA centers
offered important inputs for HST project, since the submitted technical concepts
addressed critical requirements and feasibility issues.

However, it is important to find the right balance between the different
requirements such as costs and technical functions. For instance, some trade studies
claimed the presumed advantages of reducing the HST mirror from 3 to 2.4 m in
order to reduce costs. Doing so was assumed to positively impact manufacturing,
test and assembly whereby the transport of the HST in the space still would not be
impeded. The reduced size also should be suitable for fulfilling the requirements
regarding light gathering, optical accuracy, pointing as well as stability control [74].
Analysis however had established some drawbacks related to that proposal, such as
the reduction of the light collecting capability to the third, the reduction of the
resolution capability and even more, although a weight reduction would have been
achieved.

Fig. 9.13 Main components of HST [74]
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Furthermore, additional concepts including operation for launch, deployment
and servicing was elaborated with cost trade-offs. The conceptual design was
refined with costs and requirements for detailed design, development and con-
struction were identified. Finally, the implementation of the system architecture has
been more impacted by technical requirements rather than the cost projections [74].
This phase was characterized among others by the following activities:

• Risk, cost, schedule and configuration management
• Independent review and payload specification groups
• Case-dependent simulation, laboratory and ground testing prior to initial flight

and on-orbit repair
• Definition of relative roles and contributions of involved stake holders.

9.6.2.3 Design

The high requirements (e.g. tolerance requirements) to the mirror that contains the
primary mirror (Fig. 9.13) have been important factors to be considered in this
phase. Innovative solution approaches were introduced in order to counter the
weight of the mirror and therefore achieve the goal of zero gravity of the mirror for
testing purposes [74].

Further critical points have been among others, the engineering and assembly of
main sub-systems and components as well as guidance sensors.

9.6.2.4 System Integration

Reducing the mirror size from 3 m to 2.4 revealed itself to be a substantial mod-
ification, since other main components were impacted. The envelope of the optical
components of the HST had to be redesigned to meet the new dimensions. This led
to many component pairs not anymore linkable with each other. This challenge has
been tackled using kinematic joints to dynamically isolate the components [74].

In order to perform the system integration of the HST physical, structural,
electrical, optical, electronic, thermal control, power as well as operational soft-
ware/hardware domains were involved. The phases of pre-ascension, ascension and
post-ascension were distinguished [74].

Furthermore, instrument (e.g. mirror) specific requirements, e.g. for packaging,
power, thermal control and orientation as well as additional functional requirements
were to be taken into account and considered from the instrument level down to the
component level.

A high amount of functions were simultaneously monitored and were able to be
controlled not only on Earth but also from the shuttle that would take the HST on
orbit, after it has been deployed [74].
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Another important issue regarding system integration has been the weight
allocation and management. The weight of subsystems was to be tracked in order to
organise launching as well as maintenance missions [74].

In order to fulfil the weight requirements, an important effort (e.g. creation of
weight reference plans, documentation) has been necessary to preserve flexibility
from the development, fabrication, integration, deployment up to the maintenance
phases [74].

The system integration included more than the weight dimension and had
required a high degree of discipline, documentation and communication involving
not only humans, but also machines. The importance of system integration is
addressed by Langford [38] in several facet, whereby seven integrations principles
are elaborated as recommendation: alignment, partitioning, induction, limitation,
forethought, planning and loss. It may vary depending on the type of acquisition,
the amount of detail in the system design, and the degree of specificity for the
concept of operations.

9.6.2.5 Validation and Verification

Many options have been discussed for HST validation and verification. For
instance, the alternatives of performing verification on ground or in the real oper-
ation conditions, that is, in the space, whereby costs and risks were to be consid-
ered. Performing also incremental tests were compared with conducting all-up tests
that the NASA already had successfully experienced in former projects. The higher
risks associated with HST led to thinking about conducting a complete system
vacuum thermal test in a chamber, thus providing a realistic test environment [74].

Although this type of test only could generate new issues in term of costs, it was
decided to adopt them in order to save long term costs since a system that is not tested
enough might have generate more maintenance efforts and therefore more costs.

An up-and-running test program was performed during 30 days and showed the
weaks of the system, such as the unreliability of power supply. Due to the tests
results that were not satisfying, it also was discussed whether it would have been
better to conduct tests cycles, in which incremental tests of the design would help
reaching a final status that would satisfy the requirements [74].

These discussions highlight the dilemma in which the project members have
been in, but also the key role of an early system integration and validation, which
are supported by a consistent application of SE.

9.7 Discussion

SE can be apprehended as a means for mastering complexity while developing
systems of systems. It defines processes as well as methods to be performed, that
might suggest a certain rigidity. However, SE grants enough freedom in the detailed
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realization of the high level processes. For instance, parallelization can be performed
during requirement management, functional model development and so on. Besides,
templates can and should be used in the different stages of SE in order to enable
the parallelization of tasks across the activities described by the SE process. For
instance, a logical system model can be elaborated using templates and therefore
would be available for early studies, before the functional model has been detailed.

Furthermore, SE specifies that the inputs for the creation of physical models are
to be provided by the logical model that represents the systems view (Fig. 9.7). This
enables therefore the parallel creation of domain specific models instead of a
sequential development of the physical models, that would be driven by the
mechanical design. Since concurrent engineering addresses the parallelization of
diverse phases and processes of product development, it can be considered as a
complementary for systems engineering.

A further aspect that deserves to be discussed is the procedure of enabling SE in
a company. Although the process of SE as well as tools and methods have been
presented and referenced, an important factor remains the economic considerations,
since the leading managers often would ask about the return of investment (ROI)
when it comes to introduce new methods and systems. SE surely would not make
an exception. Therefore, the SE strategy should emphasize the needed SE capa-
bilities and if necessary, implement SE following an incremental approach. Espe-
cially the elaboration of an SE architecture should be approached with this
perception in mind. While some software vendors are proposing integrated envi-
ronment, a dedicated SE architecture that takes legacy applications into account
could be more advantageous from a financial and technical point of view.

Integrated environments certainly enable a quick start-up, however, they can be
characterized with limitations. This often is the case when a data set to be processed
is existing in a proprietary format of competitors. Therefore, the support of stan-
dards is crucial (e.g., FMI, Spice, CMMI, ISO61508, ISO26262, Spice, DO178C,
DO254, FDA, GAMP etc.). Even though some initiatives are working for boosting
the openness of systems (e.g. Code of PLM Openness Initiative [76]), there is still a
lot to do in order to integrate different systems.

Furthermore, while most scientists are agreeing in the meantime that MBSE is
one of the core elements of SE, questions still remain about its formal creation and
the language to described it. SysML certainly is widespread, however, investiga-
tions have shown that all the engineers involved in the product development are not
experienced with it. Besides, further languages are existing. This calls for a stronger
integration of SE in academia, not only for special programs, but also for all
technical studies.

Considering the background of zero error products, manufacturing as well as
other disciplines related to product creation, should be handled with the same
engagement as product SE, since even an excellent design does not exclude making
failures during manufacturing. This has been observed for instance in the HST case
study, that identified the aberation failure [74] of HST after 1990 launch as a failure
arising from polishing operations during manufacturing. Product-Service Engi-
neering also should be considered from the first product idea onward.
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Looking somewhat further ahead, the complexity will increase further and the
question whether a general or a specific SE-approach should be used will remain.
Next generations of systems of systems are planned to be self-optimizing, adaptive
and even autonomous. Many carmakers as well as well-known software companies
already have presented early prototypes of autonomous cars. This will bring
challenges to be tackled by SE. Furthermore, the advances that might be expected in
the development of electric vehicles, such as the communication of cars with power
supply infrastructure as well as with diverse further systems (e.g. other cars) and the
necessity to protect such systems of systems against hackers are some examples of
complex challenges for SE. Sustainability calls for new materials and concepts,
more and appropriate simulations will be necessary.

Not only the systems to be created using SE are to be considered, but also the
enterprise processes for performing SE. In this case, the tends for bring-your-own-
device, the integration of social media in the product development, whereby cus-
tomers experience and requirements are captured, surely necessitates appropriate
SE approaches. It can be expected that customer will not influence only the product
development, but also its manufacturing, in regards of rapid prototyping technol-
ogies being more and more available for individuals [71, 77–79]. Thus, a manu-
facture-it-yourself mentality could call for new ways of developing products.

All the factors mentioned above as well as the expected influence of customers
require efficient decision making tools and processes. The aforementioned chal-
lenge of human-centered design, the standardization of the vocabulary in SE as well
as organizational changes in companies to support SE also are to influence the way
of working [80]. In order to conform to SE principles such as the elaboration of a
functional model, going back from existing physical systems to their functional
models is supposed to be necessary, since these models are to be integrated in the
functional model of their advisory system of systems [81].

The trend to shorten product lifecycles as well as personal proposals or rec-
ommendation to customers due to increasing capture of customer behaviour, for
instance with cookies or game consoles, creates more challenges for systems
integration, knowledge management and variability management [82]. Since
companies are working more and more in cooperation (e.g., cooperation for
developing car batteries or composite materials) and using clouds services,
regarding the growing tend for mobile offices, intellectual property protection,
especially enterprise rights management will influence today’s conventional way of
working.

9.8 Conclusions and Outlook

Product complexity is multidimensional and consists of product as well as process
complexity.

Regarding product complexity, the number of functions as well as components
has increased in the last decades. New functions have been created and assigned to
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components and new components (e.g., electronic components of a passenger car)
have been created, for instance, for safety purposes. Therefore, additional interfaces
are to be considered on the one hand between the sub-systems of the car and, on the
other hand, between the car and its environment, which includes passengers,
especially when thinking of topics such as smart car, connectivity, and so on.

Product complexity is accompanied by process complexity, which is character-
ized by the use of more and more complex tools, interfaces and specifications when
thinking in term of compliance [83]. In some cases, process discontinuities have led
to important delays of the start of production (SOP) of well-known airplanes and cars
models.

Process complexity is not limited only to development processes, since industrial
processes also are impacted by the requirements that are to be fulfilled by products
as well as company internal objectives such as target zero defect, lean, green and
compliant manufacturing [84]. Besides, innovation leads, for instance, to applying
new processes and materials, which may imply a higher degree of complexity like
in smart factories.

In order to manage complexity while developing complex industrial products
such as cars and planes, which of course are systems of systems, the techniques of
SE can be applied. They are appropriate means that help the companies either to
cope with complexity, to manage it or to reduce and eliminate it [79].

SE relies on models and methods that are to be elaborated for solving a problem
and to reach a target of the system, which is ultimately satisfaction of stakeholders
[85]. Verification and validation are necessary to ensure that requirements have
been fulfilled in a manner that satisfies the stakeholders [59].

Since many disciplines are involved in the creation of complex systems,
determining a meta-model of the system-of-interest as well as sharing knowledge
are essential. Clear and defined interfaces between disciplines are necessary in order
to enable information sharing. That common understanding is fundamental for
systems thinking.

This chapter is an attempt to provide a deep understanding of Systems Engi-
neering. The SE process as well as relevant tools and methods have been presented.
Besides, proposals have been described for implementing a SE platform and for
introducing SE in a company.
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Chapter 10
Knowledge-Based Engineering

Josip Stjepandić, Wim J.C. Verhagen, Harald Liese
and Pablo Bermell-Garcia

Abstract The handling of knowledge represents the key to competitiveness, with
company-specific product and process knowledge marking a unique position with
respect to competition. Knowledge-based engineering (KBE) is a comprehensive
application of artificial intelligence in engineering. It facilitates new product
development by automating repetitive design tasks through acquisition, capture,
transform, retention, share, and (re-)use of product and process knowledge. The
idea behind KBE is to store engineering knowledge once by suitable, user friendly
means and use it whenever necessary in a formal, well documented, repeatable and
traceable process. It works like design automation. This chapter begins with the
definition of knowledge in an engineering context and subsequently addresses the
state-of-the-art in KBE research. Three particular areas of research are discussed in
detail: knowledge structuring, maintainability of knowledge and KBE applications,
and the technological progress and weaknesses of commercial KBE applications
like KBE templates. From case study examples, various recent developments in
KBE research, development and industrial exploitation are highlighted. By the
resulting sequence optimization of the design process a significant time saving can
be achieved. However, there are still notable drawbacks such as the complexity of
KBE implementation and the adaptability of developed applications that need to be
researched and solved. A view on KBE systems within the Concurrent Engineering
context is synthesized, leading to the identification of future directions for research.

J. Stjepandić (&) � H. Liese
PROSTEP AG, Dolivostr 11, 64293 Darmstadt, Germany
e-mail: josip.stjepandic@prostep.com

H. Liese
e-mail: harald.liese@prostep.com

W.J.C. Verhagen
Aerospace Engineering, Air Transport and Operations, TU Delft, 2600 AC Delft, Netherlands
e-mail: W.J.C.Verhagen@tudelft.nl

P. Bermell-Garcia
EADS Innovation Works, Filton, Bristol, UK
e-mail: Pablo.Bermell-Garcia@airbus.com

© Springer International Publishing Switzerland 2015
J. Stjepandić et al. (eds.), Concurrent Engineering in the 21st Century,
DOI 10.1007/978-3-319-13776-6_10

255



Keywords New product development � Virtual product creation � Artificial
intelligence � KBE � Knowledge-based engineering � Knowledge management �
Template

10.1 Introduction

During the development, production and operation of products, knowledge is
created in various forms. From an engineering perspective, knowledge can be
defined as processed information with a capability for effective action, where
information can be seen as data within a structured context [1, 2]. Consequently, a
hallmark of knowledge is that it is applied and sometimes revised or discarded in
processes spanning the product lifecycle. The central role of knowledge in all
aspects of the product lifecycle is well recognized, as is its function as a driver for
the competitiveness of an organization through the capability for effective action
[3]. Coupled with the increasing availability of affordable information technology, a
proliferation of initiatives related to knowledge systems has developed over the
years, both within and outside the engineering domain. These systems capitalize on
various research streams to capture, structure and (re-)use product lifecycle
knowledge within an organisation. Following the concurrent engineering idea, this
product lifecycle knowledge should be systematically considered in the (early)
design of new products. Increasingly, knowledge-based approaches are developed
to facilitate simultaneous consideration of product lifecycle aspects.

One of the most promising application fields in this respect is knowledge-based
engineering (KBE). The objective of KBE is to reduce time and costs of new
product development, which is primarily achieved through automation of repetitive
design tasks while capturing, retaining and re-using product and process knowledge
[4]. In recent years, KBE methodologies, technologies and systems have been
developed that facilitate new product development taking into account product
lifecycle requirements, constraints and knowledge. In light of these developments,
this contribution has two aims. First, research challenges relative to KBE from a
lifecycle perspective are identified. Second, recent practical applications of KBE
addressing these challenges are highlighted. In particular, the issues of capturing
and structuring knowledge, maintaining knowledge over the life of KBE applica-
tions and integrating KBE functionality into CAD systems are discussed.

The structure of this chapter reflects these aims. In Sect. 10.2, KBE and its
supporting principles, methodologies and technology are briefly introduced.
Advances with respect to the capturing and structuring of knowledge are discussed
in Sect. 10.3: Engineering Ontologies. Subsequently, research related to the issue of
knowledge usability and maintenance in knowledge-based systems (KBSs) is
introduced in Sect. 10.4. Recent research efforts have sought to introduce main-
tainable KBE functionality into CAD systems (Sect. 10.5). Section 10.6 showcases
the results of developing industrial KBE applications for various industries,
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including the automotive, aircraft, and shipbuilding industries. It includes use cases
for electrical engineering, dentistry, and manufacturing, too. A discussion chapter
gives insight into benefits and gaps of current applications of KBE as well as future
directives. Finally, an outlook is given with respect to the future of KBE from a CE
perspective.

10.2 Knowledge-Based Engineering: Context, Principles
and Challenges

To properly place KBE, its positioning relative to other knowledge-related research
fields needs to be understood. La Rocca [5] positions KBE relative to knowledge
management (KM) and knowledge engineering (KE).

Figure 10.1 shows this positioning together with associated knowledge tech-
nologies, as bullet-listed. KM is shown as the encompassing area, where the
attention is on the overall goal of nurturing and supporting initiatives that can
enable a more efficient and effective use of knowledge assets in the organisation [5].
The objectives of KM are to make knowledge visible and usable, to develop a
‘knowledge-intensive culture’ where knowledge is proactively shared, and to build
a supporting knowledge infrastructure, including systems and people [2]. Accord-
ing to Alavi and Leidner [2], the basic processes involved in KM are creating,
storing/retrieving, transferring and applying knowledge.

The research discipline of KE can be seen as a subset of KM. It focuses on the
acquisition and codification of knowledge to support the development, implemen-
tation and maintenance of KBSs, which is supported by various methodologies, e.g.,
common knowledge acquisition and documentation structuring (CommonKADS),

Fig. 10.1 Relative positioning of KBE versus KM and KE [5]
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model-based and incremental knowledge engineering (MIKE), and Protégé-II [6].
KBSs are systems that use a formalized set of knowledge to offer problem-solving
advice (also known as Expert Systems) or to solve problems directly. KBSs are
typically comprised of acquisition mechanisms, a structured knowledge base con-
taining a body of domain knowledge and reasoning mechanisms to solve the
problems at hand. As such, KBSs typically comprise the two main elements used to
formally represent knowledge: ontology and logic. An ontology can be defined as an
explicit conceptualization of a domain, representing a structured view of the con-
cepts and relationships in a domain—similar to the definition of information as data
within a structured context. The concepts and relationships of an ontology are often
expressed using formal language, such as predicate logic, which enables the con-
struction of structured knowledge bases upon which logical operations (inferences)
can be performed through reasoning mechanisms. Alternatively, the reasoning
capability within KBSs relies on rule-based or object-oriented (OO) approaches.
Most importantly, the reasoning capability offered by KBSs realizes the capability
for effective action commonly associated with definitions of knowledge [2, 7, 8].

From a design engineering perspective, the most notable shortcomings of KBSs
are that they lack a capability for geometry manipulation and data handling [4].
Ideally, the KBS capabilities regarding knowledge capture, knowledge represen-
tation and reasoning are to be merged with computer-aided design (CAD) and
computer-aided analysis (CAA) capabilities to provide engineers with automated
assistance in geometry manipulation, data processing and analysis. To achieve just
this, KBE initiatives originated in the early 1980s.

KBE can be seen as an extension of KE/KBS into the design engineering
domain, adding facilities for geometry manipulation and data handling capabilities
[5]. KBE is characterised by its language-based, OO approach. KBE systems are
used as general purpose tools to develop KBE applications through a programming
approach using KBE programming languages. Using such an approach, the
application of KBE to automate routine design tasks has demonstrably resulted in
significant savings as well as more flexible and faster exploration of the design
space [9, 10].

Though KBE originated in the early 1980s, the high costs of dedicated hardware,
relatively esoteric programming languages and lack of methodological support and
guidelines prevented widespread adoption beyond large automotive and aerospace
OEMs [5]. In recent years however, advances have been made on all these fronts,
enabling more companies and researchers to take up KBE and develop applications
(see Sect. 10.6 for examples).

An important advance in KBE research has been made by the ESPRIT
Framework IV Methodology and tools Oriented to Knowledge-based Applications
(MOKA) project which ran from 1998 to 2002. The MOKA project was the first to
identify a clear lifecycle for KBE systems and applications, consisting of eight
steps. The KBE System Lifecycle is a process view of the lifecycle stages of a KBE
system. The first stages (Identify; Justify) have the purpose to identify, analyse and
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scope opportunities for KBE development. The next stages are Capture and For-
malise; their purpose is to capture and model the knowledge and activities that are
associated with the KBE project. The remaining stages are Package, Distribute,
Introduce and Use, which handle the implementation, distribution and use of KBE
applications in an organisation.

Using the KBE System Lifecycle as a basis, the MOKA methodology was
consequently developed to guide the development of KBE applications by taking a
project from inception towards industrialization and actual use [11]. The Capture
and Formalise stages are the central contribution of the MOKA methodology. The
centrepieces of these stages are the Informal and Formal MOKA models. The
informal model consists of so-called ICARE forms, where the acronym stands for
Illustrations, Constraints, Activities, Rules and Entities. These forms can be used to
decompose and store individual knowledge elements. Subsequently, these elements
can be linked to create a structured web of knowledge elements that together make
up a representation of the problem domain to which users from multiple viewpoints
can relate. When the problem knowledge has been converted into a structured
representation, the next step is to formalize this knowledge in order to represent
knowledge in a form that is acceptable to knowledge and software engineers and
suitable for subsequent development of a KBE application. The formal model uses
[Moka Modelling Language (MML), an adaptation of Unified Modelling Language
(UML)] to classify and structure the ICARE informal model elements, which are
translated into formal Product and Process models. The main elements of the MOKA
methodology are illustrated in Fig. 10.2: the KBE system lifecycle, the Informal
model (as illustrated by an ICARE form) and the Formal model (as represented by an
MML structure).

Recent research on KBE focuses on resolving current KBE challenges (e.g.,
black-box implementation and (non-)transparency of knowledge bases, ad hoc
development of KBE applications, quantification of KBE opportunities as well as
results [9] and integration of KBE with other major research streams and themes, for
instance multi-disciplinary optimization (MDO), systems engineering (SE) [12, 13],
and Product Lifecycle Management [14]. In this contribution, the following three
research issues are discussed into more depth:

• Structuring knowledge: in recent years, the development of ontologies has
become a strong supporting element in KBE and PLM development [12, 15]. It
is imperative to develop formally structured yet transparent knowledge bases.
To this end, a close coupling is desired between KBE applications and the
supporting knowledge base(s) developed using principles from ontology engi-
neering and KM. Even more ambitiously, supporting transitions from knowl-
edge base towards KBE software code and vice versa is of particular relevance,
as advocated by the iPROD project features on automatic code generation and
round-tripping [12]. In Sect. 10.3, recent work on engineering ontologies for
KBE applications is discussed.
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• Maintainability and usability of knowledge through life: during product life,
knowledge is not only created but also tends to change over time. This creates a
requirement to keep a knowledge-based application usable over time by revis-
ing, expanding or contracting the knowledge base. Improving the maintain-
ability of KBE applications is necessary to improve the long-term viability of
these applications. Though maintenance is explicitly identified in MOKA, it
does not offer guidelines for maintenance of KBE systems or applications other
than to repeat the whole KBE System Lifecycle process when changes in
knowledge occur. Furthermore, it is not clear how existing models built in the
Capture and Formalise stages are to be adapted given new or changed knowl-
edge. Moreover, it is not clear how these changes are to be propagated into the
packaged KBE system while maintaining knowledge base consistency and
reliability. In Sect. 10.4, the usability and maintainability of KBE applications is
discussed in more detail.

• KBE functionality in CAD systems: commercial CAD vendors are increas-
ingly offering ‘KBE-like’ functionality as part of their products. Though the
supporting technology is different in essence [5], the result is similar: through
KBE templates in CAD systems, engineering tasks can be automated, yielding
significant savings while capturing, storing and re-using product and process
knowledge. In Sect. 10.5, research into developments on this front is presented.
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Validate scope and 
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Develop application
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Fig. 10.2 MOKA methodology elements [11]
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10.3 Engineering Ontologies

An ontology can be defined as a definition of a common vocabulary for researchers
who need to share information in a domain. It includes machine-interpretable
definitions of basic concepts in the domain and the relations among them. An
ontology necessarily includes a common vocabulary of terms and a specification of
their meaning [16]. Without specification, the set of ontology concepts would be
variously interpretable by different sets of users. With specification, different users
(e.g., experts in different lifecycle phases) with different views on a single reality
can be accommodated.

Ontologies can be built using various methodologies (e.g., METHONTOLOGY
[16]). When properly developed and implemented, ontologies can serve as the
backbone for knowledge-based applications. They offer the possibility to structure
the knowledge base by modelling the context in which knowledge is viewed.
Domain (meta)models are made explicit and knowledge (re-)use is made possible
[17]. Thus, as mentioned, ontologies can incorporate the use of predicates and an
inference capability, which offers the potential to execute automated reasoning
upon the knowledge base. Finally, ontologies are flexible and can be extended. As
such, ontologies not only support multiple viewpoints on the same knowledge, but
also offer critical functionality for knowledge-based applications.

Ontologies can vary across multiple aspects, the foremost of which are the
degree of formality (from highly informal to rigorously formal), purpose, and
subject matter [16]. With respect to the latter, Uschold and Gruninger [16] identify
three main categories, namely domain ontologies, task/problem solving ontologies,
and meta-ontologies. In combination, tasks (reasoning process) and domain
knowledge (facts about a domain) can be used in KBSs to automate activities. With
respect to task ontologies, Kitamura et al. [18] present an ontological framework to
systematically describe and deploy functional knowledge. Other task ontologies are
discussed as part of the literature on problem-solving methods (PSM) [19].

With respect to domain ontologies, various authors propose ontology-based
approaches to support Product Data Management and/or Lifecycle Management
[17, 20]. When considering commercial models, various engineering applications
developed by Dassault Systèmes (e.g., Catia™ and Delmia™) use the Product-
Process-Resource (PPR) model. As Curran et al. [21] note, this model separates
product development into the three domains of PPR, enabling the construction of
OO tree structures capable of modeling the hierarchies of and all logical relation-
ships between the process, product and resource data.

From a KBE perspective, MOKA also takes into account activities as part of its
ICARE ontology, but this cannot be considered to be a full-fledged task ontology
onto itself. As a response, Vermeulen [15] presents an ontology for solution-finding
strategies with respect to engineering tasks. Ruschitzka et al. [22] propose an
ontology-based approach for stamping-die design in which a task perspective is
central.
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In recent years, the notion of constructing task and domain ontologies to support
KBE applications has gained more traction. In the iPROD project [12], there is
some emphasis on the construction of task ontologies for generic engineering tasks
(e.g., optimization, design) and mapping these onto domain-specific problems.
iPROD also uses ontologies to facilitate automatic code generation and round-
tripping between knowledge base and KBE application.

In work by Bermell-Garcia et al. [23] and Verhagen [7], an ontology-based
approach is adopted to model and automate engineering tasks while using domain-
specific knowledge. Figure 10.3 shows the ontology developed for this approach:
the Knowledge Lifecycle Ontology. The Knowledge Lifecycle Ontology consists of
two central perspectives:

• Enterprise Knowledge Resource (EKR): a task-oriented container of the
knowledge, subtasks and output associated with an engineering task. In other
words, an EKR can be used to represent the content of a task.

• PPR: classes to represent the product(s), process(es) and resource(s) an EKR is
associated with. In other words, these classes represent the context of a task.
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As the task is separated from the domain knowledge, it is possible to indepen-
dently update either element. Given the association of the task with its context, it
becomes easier to retrieve and access a task as well as its individual elements. In
short, maintainability and usability of a knowledge-based application are improved.
This issue is discussed in more detail in the following Section.

10.4 Knowledge-Based Applications Through Life

Knowledge tends to change over time [4]. Knowledge change can be defined as a
change in knowledge over time, where knowledge is defined as processed infor-
mation with a capability for effective action. Modes of change may include data
change (values associated with knowledge elements alter from time t1 to time t2),
information change (the structured context of a knowledge element changes) and
knowledge change (the capability for effective action associated with a knowledge
element can change, caused by changes in rules, logic or attribute sets, depending
on the formalism chosen to represent knowledge).

When knowledge used in a knowledge-based application changes, the applica-
tion has to be maintained. The associated maintenance may impact the majority of a
knowledge base as well as dictate a large part of its total cost of ownership (up to
25 % of initial investment on a yearly basis, as indicated in Van Dijk et al. [13]).
Improving the maintainability of KBE applications is consequently necessary to
improve the long-term viability and usability of these applications.

As discussed in Verhagen et al. [24] and Verhagen [7], maintainability of KBE
applications necessitates transparent KBE applications that move beyond ‘black-
box’: all too often, the knowledge contained in the KBE applications is difficult to
access and inspect, and is often embedded in the application code [24]. To improve
it is necessary to support categorization, accessibility and traceability of knowledge.
To achieve transparency, knowledge included into knowledge-based applications
should be substantiated: the underlying knowledge and supporting documentation
for the knowledge-based application should be categorized and be directly acces-
sible. To enable effective use and update of knowledge, the knowledge element(s)
in applications should be formally structured using knowledge model(s) and
metadata.

The end goal of KBE maintenance is to ensure usable knowledge-based appli-
cations. This can be facilitated through a task orientation and expert and/or end user
involvement. With respect to a task orientation, knowledge involves a capability for
effective action. This capability can be met by explicitly associating sets of
knowledge with functional tasks. Furthermore, end users must be able to identify,
use, interact with and if necessary, update the relevant knowledge that they use in
their daily workflow and specific context. This requires that knowledge is tied to
engineering tasks and that knowledge is visible and directly accessible for end users
to enable interaction—context and semantics must be provided.
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The Knowledge Lifecycle Ontology introduced in Sect. 10.3 has been configured
to allow for maintainable and usable KBE applications through life: it provides a
structural representation for tasks as well as individual knowledge elements,
enabling the development of transparent applications. The ontology includes classes
to model task context and provide semantic annotation, leading to improved visi-
bility and accessibility of engineering tasks.

The ontology has been applied in the development of several knowledge-based
applications that automate engineering tasks. Examples include manufacturing cost
modelling and estimation for composite wing covers [24] and ply stacking sequence
optimization for composite wing covers [9]. Figure 10.4 shows the application of
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the ontology for the manufacturing cost modelling task; the developed EKR is
shown along with the semantic annotation for this resource. Figure 10.5 shows an
example of an instantiated EKR.

10.5 KBE Applications and Templates

The use of KM occurs primarily with CAD systems in two ways [25]. First, there is
an extended programming interface with the functionality of an AI language. So it
is possible to create own KBE applications (e.g., a module for die design) like any
other CAD application in a software development process. Thus, expert knowledge
of software development is needed which most CAD users don’t have. As this
approach is very complicated and risky for most enterprises, many additional
commercial KBE modules are offered, in which KBE templates can be created
interactively in software development without expert knowledge. Furthermore, both
approaches can be combined with each other and with the application programming
interface (API) additional tools can be integrated in a KBE process. Both the KBE
application and the KBE template are part of the software lifecycle and have to be
maintained in case of a release change like any other user software [6], as shown in
Sect. 10.4. Contrary to a KBE application which consists of an executable software
code that has to be installed at every workstation, a KBE template consists of one or
more CAD models which have to be instantiated by use. Simplifying, in the fol-
lowing discussion we are talking only about KBE templates.
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10.5.1 General Representation

The procedure for the creation of knowledge-based 3D-CAD models is based on
multifaceted types of representation which are implemented in leading CAD systems
depending on the specific forms of knowledge (Fig. 10.6) and covers possibilities for
action of the product designer in the knowledge-based model. The procedure con-
sists of individually associated methods and operates based on the developed generic
representation model (Fig. 10.7).

The arrows in Fig. 10.7 describe abstract sequences, where two different
semantics of sequences exist. On the one hand, it is possible to use mechanisms
within the representation (which e.g., ensure proper knowledge integration of new
elements into a CAD model), whereas other arrows describe the derivation of the
presentation out of the representation. In the knowledge representation arrows
named “mapping” (1–2) connect methods with formalized knowledge and the
knowledge definition. The methods are located inside the formalized knowledge
representation, because they are a part of an OO representation and are associated
with the respective context. They are related to basic methods of modeling and to
elementary methods of KM.

The main activity in the knowledge-based 3D-CAD design or modeling process
is the use of different types of knowledge representations (3). In this case, selected
patterns or templates provided by the 3D-CAD system are to be integrated in the
3D-CAD model (4), where they are also instantiated. Through instantiating, new
objects in the CAD model or new CAD models (e.g., templates) are created.

Fig. 10.6 Overview of knowledge types versus representation types [4]
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If a type of representation can be directly mapped to a specific type of knowledge,
it is possible that an instant allocation of knowledge and knowledge methods occurs.
When the user is applying a knowledge module, the type of knowledge can be
identified based on the module chosen by the user and thus additional types of
knowledge representations respectively knowledge structures can be determined that
are capable to represent the chosen knowledge type. Methods should be provided to
the user, which specifically support knowledge handling. If one of these methods is
chosen and if the one is clearly dedicated to a type of knowledge (context), an
identification of the associated type of knowledge over activated methods can be
effected (5). If a type of knowledge is identified, which represents the normal case,
an object should be generated for this type of knowledge within the representation.
At the end of the 3D CAD design process, based on these operations many
instantiated representation and knowledge objects should exist. A simple example
for providing knowledge representations due to the context is the module/workbench
concept of commercial CAD systems. Successive to the user choices special rep-
resentations or feature types are provided by the module to represent, i.e. engineering
domain knowledge. Later on another user or a system can even inference the
knowledge types in the CAD model based on the knowledge representations used—
if a 1:1 association between knowledge representations and knowledge types is
possible. A more enhanced example is the automated use of templates in the
sequence of a business process template. Here based on the user interactions and
context, different templates with knowledge representations can be used in the
modeling process, so that at the end of the 3D CAD design process subsequently a
number of instantiated temples compose the knowledge base. If reasonable—from

Fig. 10.7 3D Knowledge representation model with relationships [4]
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such a knowledge pool new superior representation types can be extracted and
assigned to certain knowledge types.

The knowledge pool is linked with the definition of knowledge in such a way,
that an extension of knowledge types (6) and representation types (7) out of the
parameterized 3D CAD models is possible. In case of generation of new parametric
models (8) they compose structures or even templates, combining existing types of
representations into a new one. Thereby, this new sample has to find its integration
into the existing hierarchy of representation types. This assumes an assignment of
the composed knowledge representation to one or multiple types of knowledge.
This method of extension of the types of representation supports directly one of the
most fundamentals of the AI approach of the knowledge representation formalism.
This implies that newcomers use declarative knowledge structures whereas experts
manage their knowledge in procedural form as chunks, compact knowledge units
on a higher abstraction level. The 3-D CAD models as well as the parametric
models are generated from building blocks taken from the knowledge representa-
tion. Parametric models can be generated by the rework of conventional 3-D CAD
models as has been described above. CAD models become “intelligent” including
knowledge objects in addition to geometry and features.

The knowledge presentation has to be derived and visualized in a suitable form.
Partly, this occurs through the conventional description of the relations and design
elements of the 3-D CAD system in the form of a structure or model tree. However,
there is a necessity to present the knowledge in the context of processes, like the
design process or the modeling process. Initial approaches exist for process pre-
sentation in the various CAD systems with a huge potential for development.

10.5.2 KBE Templates Hierarchy

KBE templates as typical applications of KBE are a comprehensive means for
acquiring, processing and managing essential information and knowledge in a
standardized product and process definition [25, 26]. They are developed with a
specified procedure: A specified operation or method is mapped by the CAD system
with the support of representation types from different CAD modules [25]. In
Fig. 10.8, a CAD-based template hierarchy is presented.

From the top to the bottom of the template hierarchy the scope and the content of
the respective templates increase considerably, e.g., from simple geometry to
complex system representations. Furthermore also the complexity of the creation of
the template and the required representation mechanisms increases rapidly for the
template creator. One important challenge for end-user acceptance and to master
the increasing and challenging template contents is to package the complexity for
the end user in an easy-to use black box or grey box with defined interfaces to the
other CAD elements at template instantiation.

For industrial practice part/geometry templates, product/assembly templates,
knowledge templates, behavior templates, test/validation templates, process chain
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templates and system templates matter. Part/geometry templates contain geometry
or features for easy re-use. Product/assembly templates contain geometry as well as
product structures with sub-assemblies and special assembly elements like e.g.,
kinematics definitions. Also design methodology can be represented, e.g., a skel-
eton method to represent a top-down design method. Template types can be
extended with information about the template context and special discipline
knowledge (e.g., rules, checks and guidelines) to become knowledge, behavior or
test templates. They can contain design methodologies or design rules as well as
automation capabilities that can be used for automatic parts and sub-assembly
generation. Often, knowledge features are used in connection with skeleton model
methods which describe references and parameters that are necessary to shape and
instantiate parts in a sub-assembly. Validation templates serve for the testing of
complex rules (e.g., legitimate duties) and contain validation procedures or vali-
dation features. Behavior templates contain elements used to support simulation
aspects of the product definition, e.g., CAE templates for DMU or FEM simulation,
which typically are fully associative with geometry and parametric elements con-
nected to the template. A process template represents a structured sequence of tasks
related to the CAD-system elements based on the underlying business process.
A CAD-based process template controls the information flow between the CAD
elements and triggers multiple actions based on user interaction or dedicated events,
e.g., instantiation of other templates. A process chain template extends this scope to
connect different domains (e.g., design to manufacturing). System templates com-
bine all preceding elements listed in the template hierarchy in order to represent
complex building blocks of a system. Thus in a systems template functions, logics,
behavior and form/geometry as well as the interaction between these system ele-
ments can be combined, e.g., to connect descriptions of functions and behavior with
the shape. The connections of system description to requirements, which are
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typically represented in an external requirement management tool or in the PDM
System, even enrich the context of the systems template. Currently systems
templates represent the maximum state of the art in CAD systems, while many
representation and linkage types as well as template methodologies have to be
further investigated.

The concept of experience templates is an outlook onto the future. CAD and
PLM Systems are more and more developed to integrate product definitions with
models of the environment with which the product will be interacting. By the time
the corresponding representations will be state of the art, the demand for re-usable
template-based structures will emerge.

All kinds of templates encompass interface to embed external software to
integrate processes or types of representation which is not provided by the KBE
modules of the CAD systems. Different template types can be combined with each
other in a work package.

10.6 Applications and Use Cases

KBE technology has become accepted in many industries. Especially, in use cases of
design with a high percentage of repetition (see Chap. 14: Sects. 14.5.2 and 14.5.3)
KBE technology offers massive benefits. Therefore, the name design automation is
used too. Thereby, CAD data more and more become a storage for product and
method knowledge, which can be recalled by need. In general, the benefit of KBE is
extra high if products feature a high variance of a basis development, as much as
possible single steps of the engineering process can be described by algorithms, and
operations are cross-divisional (e.g., product design or tool design). By using a KBE
template routine tasks are transformed into an automated process with a minimum of
user assistance. The high one-time effort for the development and introduction of a
template loses importance the more the template is used.

Basically, a methodical approach is premised in engineering processes, where
job content consists of both creative and routine components. For an analysis phase,
primarily the latter ones apply and need to be evaluated. A specification (rule base)
occurs as a result followed by the generation of a KBE template. Finally in the third
step, the KBE template is piloted, rolled out and deployed in practice like any other
software. In the context of Concurrent Engineering, the synchronous development
of jigs and tools for complete part families is, for example, imaginable, where
repetition frequency and degree of phasing with product design are exceptionally
high. With a KBE template parametric jigs and tool geometry can be automatically
derived from the component geometry. The designer is led through the design
process by means of templates and calculation rules integrated in scripts. By input
of chosen parameter values and a reference geometry the desired appliance is
designed (without more interaction). Here, a saving of time for the design of the
appliance with a factor between 7 and 10 is achieved as proven during the intro-
duction of KBE in industrial enterprises [25, 27].
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10.6.1 Automotive

The automotive industry was, alongside the aerospace industry, the main driver of
KBE (see Chap. 21) due to product complexity and variety, short product cycles
and high investment volumes, where each new technology promises a quick return
of investment. According to the corresponding phases in product development,
function, concept, study and part templates can be distinguished [26]. Function
templates contain only rough geometrical information and are mainly used for
providing the main dimensions and specification features. An application of concept
templates includes the main characteristics of vehicle models like sedan, convert-
ible, station wagon or SUV. Digital validation of functional principles is the task
of study templates. The detailing of such a validated concept is done in part
(or assembly) templates. Templates will be explained below.

10.6.1.1 Part/Assembly Template

ProcedoStudio, a general tool (Fig. 10.9), has been developed for automatic variant
design of car seat heaters based on varying customer specifications and seat
geometries to be used in the quotation process [28]. Approximately 75 new variants
are designed on a yearly basis and hundreds of requests for quotations are replied.
Accuracy in quotations and short quotation preparation lead-time are key success
factors for a company regarding quotations.

Fig. 10.9 Principle system architecture for automatic design of seat heaters [28]
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The system is fed with customer-specific input (parameters with associated values
together with a 2-D outline of the heating element). The main output includes a
pattern for the heating wire’s centre line, an amplitude factor for the sinusoidal loops,
the wire specification, detailed manufacturing preparation and a cost estimation. The
application for car seat heaters corresponds to a knowledge domain modeled as a
Knowledge Base in the tool. Presently, there are 20 Knowledge Objects for input
specification, file management, electrical calculations, geometry design, manufac-
turing preparation, and cost estimation. The number of variables managed by
the database is 66, although the total number of variables residing in all of the
Knowledge Objects is of much higher figure. Application programs used are MS
Access 2007, MS Excel 2007, MathCAD 13, and CATIA V5R18.

The highly automated design of interior components and car brakes is introduced
in industrial practice using a similar approach based either on module knowledge
fusion (KF) in Siemens PLM NX [29] or workbenches Knowledgeware in CATIA
V5 [30]. Apart from significant time savings, which justify the invest, high
robustness in the design process and long-term knowledge preservation are
achieved, too.

10.6.1.2 Process Chain Template

Die design is another typical use case for KBE caused by its crucial influence on
project schedule and quality of body-in-white. During the process planning the
number of dies are determined as well as the content of each die, including
stamping direction, tasks and cam type. A study by You et al. combines practical
experience with an expert system, and focuses mainly on pre-process steps and
process planning in a study [31]. The computer-aided process planning system
(CAPP) has been developed in Java. It uses the Spring Solid System as the CAD
backbone to read the digital surface model, and then output the die layout using
Java3D.

In process planning of automotive panels the number of operations, the tasks in
each operation and the content of each task are identified. The CAPP system runs an
automatic reasoning procedure. The essential tasks based on feature recognition and
drawing direction results are searched and reasoned and then arranged for each
operation. The most suitable stamping direction of each operation is analyzed,
while the machining direction of each task is based on the stamping direction. The
purpose of feature recognition is to categorize a panel into different sections to
establish a bridge between a CAD model and the CAPP system because a panel
model without feature recognition is merely unsorted surface data.

Automotive panels can be classified into appearance parts and structure parts.
Appearance parts can be seen after assembly, including door, hood, fender, roof,
and trunk lid; however, structure parts cannot be seen after assembly. This study
uses the left side of a fender to illustrate the die layout design process, including
feature recognition, machining center searching, drawing direction optimization,
and process planning.
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The operating time of this use case has taken about twenty minutes, and it will
change with the file size and panel shape. The actual cost time except die face
design from the experience of engineers on the factory is taken about 3–5 days.

The process planning result is not unique, and as such results will vary
depending on specifications from different die design companies and different
designers. If a die design company and its designers are the same, even when the
panel is the same, process planning results will also vary due to different constraints
(client demands and cost considerations). However, this application allows users to
modify the content of process manually in response to different conditions and
circumstances based on the acceptable and enforceable process. A similar practical
approach based on hybrid knowledge representation with knowledge representation
system (KRS) and CATIA V5 Knowledgeware is shown in Ruschitzka et al. [22].

10.6.1.3 Validation Template

Since the license for a passenger car is subject to many international rules, norms
and standards, the KBE template CAVA (CATIA V5 Automotive Extensions
Vehicle Architecture) was developed by Audi, BMW, Daimler, Porsche and
Volkswagen to ensure car design and legal compliance during the entire design
process—from concept phase to homologation [32].

As an additional CATIA V5 workbench CAVA creates reference or support
geometry representing design space, clearance areas, or fields of vision required to
support draft and design. Since this support geometry is generated from established
standards, any existing or new geometry can be verified against these standards.
The inserted references are fully associative, i.e. changes in data input prompt an
update of the CAVA data. When non-compliance occurs, the user receives relevant
advice. During the concept phase CAVA provides the boundaries for several design
aspects and following the automatic check for legal conformity and reports devi-
ations. Finally it validates that standards have been followed and creates reports to
be used for homologation of a car.

CAVA includes a complete set of validation procedures like rear view mirror,
viewing fields, security belts, underfloor clearances, lamp positions, pedestrian
protection, and much more. Each function contains different parameters and settings
that are determined by local authorities and described in corresponding norms.

Another KBE application (“Automatic Cross-Section Generator”) which supports
highly automated digital validation in the concept phase of car development based
on modular architecture is described in Brüning and Liese [33] (see Sect. 13.6.2). It
generates cross sections of all conceptual DMU data fully automatically primarily
during the night and facilitates complex classification and validation procedures in
batch modus comparing the working concept with other current and past product
families.

10 Knowledge-Based Engineering 273

http://dx.doi.org/10.1007/978-3-319-13776-6_13


10.6.2 Aerospace

Like the automotive industry aerospace is predestined for use of KBE for an
additional reason: the long product cycles of airplanes require long-term knowledge
capture in an enterprise preventing the loss of know-how by staff fluctuation after a
project is finished. This is disclosed by two use cases.

10.6.2.1 Part/Assembly Template

A KBE application that supports the definition of the firtree (the contact interface
between turbine discs and blades of low pressure turbines in an aircraft engine) is
presented in Ugarte and Izaguirre [34]. Replacing an existing solution based on
obsolete software technology, a new firtree application in the KBE language KF
was developed for full integration into CAD system NX. It had to cover static stress
check, developing the solid features for the disc in detailed and de-featured for FEA
states, and developing the solid features for the blade in detailed, de-featured for
FEA and casting states.

The application is implemented as a library of many KF classes comprising
singular tasks. A class linked to the main dialog is used to mainly gather the desired
state of the firtree and the profile positioning parameters with its attributes which are
directly accessible in any other object generated by itself or any descendant, due to
the automatic inheritance of attributes in KF. These parameters are passed to the
Geometry Solver by a reference chain to the main class.

Thus, all parameters are available for the Geometry Solver class that analytically
solves the detailed profile points. The Profile class supports the engineer during the
preliminary geometrical design checks and simply draws the solutions with curves
on the XY plane. The Static Stress class generates the profiles as sheet bodies to get
the area of the profiles and performs the static stress calculations to aid the engineer
during the preliminary checks. The Detailed Solid class positions the profile on the
blade or wheel and extrudes the corresponding profile to generate the corresponding
solid for the following Boolean operation. The CAE Solid class derives the trun-
cations out of the inherited solution and again generates the solid by extruding the
corresponding profile. Finally, the Cast Solid is only applicable to the blade and
calculates the outmost lobe to add stock at a distance, followed by recalculation of a
brand new cast profile.

For intermediate solutions which are not covered by the knowledge base stored
in KF classes a procedure with user defined features (UDF) is defined enabling the
users to choose between a set of firtree UDFs during the definition phase. The
benefit of such an approach is the ability to quickly partially maintain the KBE
application. The counterside of such a solution is that there is no support for the
following states of the firtree.
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10.6.2.2 Process Chain Template

In the aerospace domain, the introduction of lifecycle constraints into the design
phase is a major theme, as encompassed by the Design for X philosophy. A major
representation of this is Design for Manufacturing. Bermell-Garcia et al. [23] have
developed a knowledge-based application to optimize of a composite wing cover
conceptual design for ply continuity through the blending of stacking sequences, as
explained below. The optimization of ply continuity in aircraft composite wing
conceptual design is an example of addressing manufacturing considerations in an
early stage of design. The industrial partner that participated in the study used a grid
representation in the conceptual design of a carbon fibre reinforced plastic (CFRP)
wing. In each of the grid cells, the amount of carbon fibre plies and their orientation
is specified, based on structural requirements (minimum thickness and load cases).
This specification, known as “ply stacking sequence”, describes a particular
sequence of composite layers, each of which has a specific fibre orientation.
However, when considering the full grid, there can be significant mismatches
between adjacent cell fibre orientations. The resulting discontinuities can be solved
in manufacturing by introducing overlap and interleaving the adjacent layers. Plies
are extended over the rib area and ‘stacked’ on top of each other, which introduces
additional thickness (and mass) at the rib area, and consequently a ramp gradient
from the rib to the cell. This ramp gradient must be kept within a specified limit
depending on maximum tool deflection to ensure manufacturability. However, this
solution adds considerable mass.

Instead of introducing additional mass through overlap and interleaving during
manufacturing, it is preferable to reconfigure adjacent stacking sequences before-
hand such that ply continuity is optimal and mass addition is minimal, while
respecting the structural design requirements. In other words, if manufacturing
considerations could be integrated into structural design and sizing, material and
therefore mass, which is added later for manufacturing purposes, can be reduced.
The preferred solution for the ply continuity problem comes down to re-sequencing
and optimizing a set of stacking sequences such that ply continuity is maximized
and minimum addition of mass is achieved, while obeying structural design
requirements.

A knowledge-based application has been developed to solve the ply optimization
problem using an automated solution, while retaining the required product and
process knowledge [23]. This knowledge includes over 30 design and manufac-
turing constraints as well as pre-existing visual basic (VBA) code for ply recon-
figuration. To support the solution, the Knowledge Lifecycle Ontology introduced
in Sect. 10.3 has been applied as the semantic backbone. A task-oriented model
known as an EKR has been developed to represent the knowledge, process and case
output of the engineering task (ply optimization), augmented by a PPR metamodel
for annotation of the engineering task and its components. Furthermore, a genetic
algorithm has been implemented in Fortran to perform the optimization of ply
continuity. To implement the solution, two main architectural elements have been
devised:
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• EKR Environment for Learning by Doing (eLBD): The eLBD is a web
solution aimed at supporting end users. eLBD is based on a KM tool called
Ardans Knowledge Maker (AKM). Specific models for the representation of
knowledge and process elements have been implemented within AKM to enable
the construction of EKRs which package the process and knowledge elements
and the cases. The role of eLBD is not to store concept data but the collective
thought behind the data (assumptions, constraints, rules, procedures and tools).

• Executable environment for Learning by Doing (xLBD): The xLBD is a
solution to enable the remote execution of EKRs through a web service
approach. xLBD uses several software applications and languages (Apache
Tomcat web server, Java, AKM web services and Phoenix Integration Model
Center®) to deploy EKRs as web services. Users can access and execute the
software remotely, so they do not require a dedicated installation of software on
their desktops.

The knowledge framework, with the eLBD and xLBD environments at its core,
is shown in Fig. 10.10. The eLBD environment allows users to access EKRs and
their constituent elements, whereas the xLBD environment allows (remote) exe-
cution of an EKR.

The implemented knowledge-based solution is able to deliver composite wing
conceptual designs optimized for manufacturing. Evaluation and trade-off of the
conceptual designs is supported by Pareto fronts using weight, cost and manufac-
turability objectives. The solution is currently used in industrial practice.

10.6.3 Space

The first design of a satellite for a specific mission is based on the main criteria
payload and orbit, and includes the draft design of relevant sub-systems. Three
optimizing loops follow for estimation of system budget, definition of packaging and
relocation of routing (Fig. 10.11). Due to the multidisciplinary nature of satellite

Find EKRs 
Run KBE tools and 
populate case info  

access EKRs  
cases info 

eLBD xLBD  eLBD  

Fig. 10.10 Architecture for wing composite cover ply optimization EKR
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design and the mostly proprietary formats of engineering software tools, a unified
central product data model, which captures the knowledge, could be beneficial if it
easily allows derivation of domain specific sub-models. A semantically rich and
more abstract central data model from which the application program data can be
generated in a straightforward way is adopted using the graph-based design lan-
guages in UML for complex system design [35]. The engineering objects represent
the vocabulary, defined in UML, and the required model transformations represent
the rules, i.e. the grammar of the design language.

From this high-level central data model, different interfaces derive the simulation
models, as demonstrated in the field of geometry (CATIA/OpenCascade), thermal
simulation (Esatan-TMS) and behavioral analysis (Matlab-Simulink). The compi-
lation of the design language is done with the “DesignCompiler 43”, an eclipse-
based software tool for the compilation of design languages formulated in UML.
This compiler processes design languages on all abstraction levels to the full detail of
the simulation models. This yields a completely automated process within a unified
framework. For the implementation of the design language a strong engineer’s skill
is necessary, while the generation of the models is routine compiler work. Thus,
more abstract design decisions (e.g., topological ones) can be automatically com-
piled into their implementations in the different domains.

With the method of graph-based design languages in UML, the upfront
investment is much higher compared to the application development based on
standard KBE templates in CATIA. This lies in high efforts for the definition of the
grammar. However, the generation of alternative design variants becomes very

Experience Template 

Packaging 

Mission 
Payload 
• Mass
• Power
• Operations

Orbit
• Altitude
• Orientation
• Launcher

Sub-Systems
• Structure (prim., sec.)
• Communication
• Power
• Orbit control
• Altitude determination
• Altitude control
• CPU

Requirements
(internal)

Integration
• CAD
• Thermal
• AOCS Simulation
• FEM

System 
• Mass
• Moments of Inertia
• Communication Budget
• Power Budget
• Altitude Determination
• Altitude control
• Orbit control
• Size

loop 1

loop 2

loop 3
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System Budgets

Fig. 10.11 Extended satellite design cycle [35]
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straightforward. It is possible to change some initial parameters, as for example the
size of the satellite structure, while all subsequent design processes remain fully
executable.

While in the approach of graph-based design languages, UML models are used
and transformed, the performance of operations on the UML models are crucial for
the performance of the design compilation process. In the present case, the models
of the satellite are not larger than a few megabytes, even with the high complexity
including a detailed geometry model. The largest model is the model for the gen-
eration of orbit simulation with 17 MB. This model is still performing well even
though the used open source UML editors are not specifically designed and opti-
mized for large data amounts. When complex geometry objects are created, they
can for example be saved as a STEP file and integrated as an existing component.
With this technique of model transformations and the adequate level of abstraction
in information representation it is even possible to develop other models with
similar complexity.

10.6.4 Shipbuilding

The design and manufacture of perfectly curved shell plates, which constitute a
ship’s bow and stern, is essential for low resistance. In the past these plates with
extremely arbitrary 3D shapes were produced by plastically deforming through
heating and water-cooling based on the wooden template check by human eyes.
This carried great risks for the subsequent heat-sealing process. Based on the
quantitatively immeasurable check-with-eyes results, how to decide the heating and
cooling areas of the following processing is still uncertain. The variation in after-
processing shapes arises and may cause gaps between the curved shell plates for the
following heating sealing process, and the construction schedule’s extension.

A software system for automated generation of curved shell plate’s processing
plan using virtual templates and laser scanner (Fig. 10.12) generates design data
with the same shape as the real wooden templates, extracts a curved shell plate from
3D point cloud data measured by laser scanner [36, 37]. The generated virtual
templates are located into the extracted point cloud, and finally two views (the
curvature evaluation view and torsion evaluation view), which help the workers to
decide the heating area for the following processing, are provided. Based on the
torsion and curvature evaluation views, workers can decide the subsequent pro-
cessing plan. This loop repeats until the curved shell plate fits the design shape.

10.6.5 Electrical Engineering

Electrical harness routing is a complex and largely manual task with numerous
governing rules, while best practices for wiring looms typically comprise hundreds
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of harnesses all of which are manually routed. The generic process for harness
routing involves manually creating a set of points in the CAD structural model from
which the harness will be clamped to the main structure. The spine of the harness is
passed through these points; ensuring sufficient clearance is given from the struc-
ture, particular subsystems, certain types of harnesses, moving parts, and areas of
high heat. The process can be largely trial-and-error and often the only way to
determine whether sufficient clearance has been allowed, is to make manual mea-
surements in the CAD model which can be time consuming. These characteristics
make the routing task a prime candidate for process automation.

The tool developed for the defense domain (Fig. 10.13) supports path routing
from numerous domains including electrical harnesses, hydraulic and pneumatic
pipes, and fuel lines and incorporates path-finding techniques from microprocessor
routing and game AI domains, together with knowledge modeling techniques for
capturing design rules [38]. The use case consists of an internal weapon storage
area, which is complicated and densely populated with assemblies consisting of
complex metallic structures, the payload envelope, and various subsystems and
equipment with hundreds of interconnecting electrical harnesses and pipes.

Geometry is represented internally by the tool as a discrete, grid-based maze
object with each grid node characterised by an integer address and node type.
Categorisation of nodes within the solver is significant as it allows various obstacle
types to be treated independently by rules implemented in the path-finding algo-
rithm, such as following certain types and avoiding others.

Fig. 10.12 Manufacturing processing flow with virtual template [36]
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The rule editor for modeling domain rules consists of a simple form containing a
set of controls for defining rule types, conditions for validity, area of influence, and
action to be taken. Families of rules for different routing domains and path types are
stored in separate libraries. The routing algorithm extends the popular A* search
algorithm used in shortest path problems in game AI.

The system delivers output paths in three ways:

• A simple three-view path diagram referenced against input geometry is given in
the software application itself.

• Resultant path spines are output as CAD-readable wireframe IGES models
consisting of straight segments connected with a user defined bend radius.

• A finite element (FE) model comprising several component layers including
input obstacles, routed paths and knowledge components describing the auto-
mated routing process can be used for further processing.

After a number of test runs of the system with various rule combinations were
conducted, it was found that quality of resultant paths is closely coupled with the
weight factor applied to individual rules.

10.6.6 Dentistry

The surgical process of dental implants is a delicate and accurate engineering task
that can be automated in the early steps before manufacturing [39]. The challenge of
the creation of the biomedical model is the complexity of the geometrical modelling
dealing with natural shapes (see Chap. 25). A highly automated process to build an
anatomical skull prosthesis piece in the CAD systems for manufacturing is developed
based on bone’s border shape in a Computed Tomography (CT) slice (see Chap. 12).
The arc that fills the correspondent failure in the bone border is extracted from the

Fig. 10.13 Automated router system structure [38]
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respective adjusted ellipse to each CT slice and the set of those extracted arcs can be
superimposed to define the stack of images to build a 3D CAD model. Evolutionary
algorithms were also applied to improve the quality of the data generated. A pro-
totype was implemented by an open source Java-based tool (ImageJ) in order to
create synthetic defects to simulate problems in the 3D virtual skull model. In the
context of product development this approach brings an essential integration between
design and manufacturing processes to reduce the elapse time among the medical
procedure, modelling and machining. Elapse time among the medical procedure,
modelling and machining.

10.6.7 Manufacturing

The Knowledge Optimized Manufacture And Design (KNOMAD) is a methodol-
ogy for the analytical utilisation of manufacturing knowledge within design [40].

Such a manufacturing KM solution should at least fulfill the following major
objectives:

• Transfer manufacturing knowledge to the upstream design disciplines
• Provide the knowledge base and rationale(s) from which manufacturing rules/

constraints/algorithms for use in engineering applications can be extracted
• Enable early estimation and optimization of design based on manufacturing

parameters and knowledge.

The case study was carried out for a moveable control surface used on an
aircraft, e.g., a flap, aileron, rudder etc. This use case was then developed to
perform a trade-off study between two fastening processes that could be utilised in a
manufacturing design solution: traditional riveting and friction stir welding (FSW).
The actual analysis process taken in implementing manufacturing KM within a
facilitating KBE framework is shown in Fig. 10.14. The main analysis output is
manufacturing cost. Furthermore, geometry is assessed for interfaces that are to be
joined or fastened together, along with any general manufacturing knowledge and
data that needs to be used. The product is structured in the knowledge base
according to the product architecture, so that part geometry and associated manu-
facturing knowledge is made available for the global product model as well as for
the particular localized analytical model. The cost estimation process then inves-
tigates each of the interfaces by inputting the local geometry to cost estimating
functions that are stored in libraries that can be viewed as specific process
knowledge repositories. As stated, the analysis was run for two fastening processes,
traditional riveting and FSW.

The results demonstrate that FSW is estimated to be almost three times faster and
20 % cheaper. That result of both production rate and cost improvement would
probably not be captured at the same time (concurrently) by industry, or at least not
on a repeatable basis.
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10.7 Discussion and Future Perspectives

Despite of its huge achievements described in the use cases above, KBE is still
subject to intensive research and practical improvements. The valuation of KBE can
be facilitated in two directions: KBE as autonomous procedure (application) and
KBE as component of the business process as a whole.

When considering KBE autonomously, a number of developments have put
KBE on a stronger footing over the last decade. In particular, the development and
uptake of KBE-dedicated languages, the uptake of KBE language or template
functionality in most major CAD systems and the development of supporting
methodologies such as MOKA have strongly contributed to the uptake of KBE [5].
However, a number of challenges remain to be solved.

First of all, the justification of KBE application development, use and mainte-
nance is currently not supported by scientific approaches [9], though recently
advances have been made to support the identification of knowledge change
characteristics [7] and to offer methodological support [41, 42].

Second, current KBE applications or templates (within CAD systems) only
weakly address the issue of workflow integration. The European iPROD project [12]
aims to address this through the development of models and tools for workflow
integration into KBE. The project iPROD also considers KBE as a service (Software-
as-a-Service, SaaS), thereby addressing a third challenge in KBE research, which is
to ‘support web collaborative solutions and open source initiatives’ [5].

A final research challenge is to address the ‘black-box’ phenomenon of KBE
development and use [9]: supporting the integration of code and documentation
generation [5] as well as explicitly linking knowledge base structure and mean-
ingful content with the KBE application elements and code.

When considering KBE as a component of a business process, many issues have
arisen in the past and still remain unresolved. As KBE uses either additional CAD
entities or additional software, which must be installed (Sect. 10.5), in the case of a
PDM-controlled development process, KBE systems must be subjected to the PDM

Fig. 10.14 Modelling process for the KBE assessment of manufacturing costs [40]
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system. That is a serious issue because current PDM systems do not sufficiently
support the KBE workflow [26]. Therefore a certain self-limitation of the used KBE
functionality is necessary to remain in conformance with PDM, at least until PDM
systems are able to support the whole KBE functionality.

Another issue is the complexity of the KBE data model and the corresponding
relationships between singular entities. Although KBE can be applied easily like a
blackbox, misunderstandings and mistakes can arise if the user has to derive the
CAD model created by instantiation of a KBE template using complex relationships
he is not familiar with. For example, more than 2,500 links are needed to define an
entire body-in-white structure within a concept template [26]. This link manage-
ment gives the capability of dividing complex structures into template—based and
usable part structures. This issue could be resolved by use of augmented reality
(AR) techniques that enable the multimedia representation of knowledge, especially
interactive animation of 3D CAD models [43]. AR provides the changing views of
virtual data—especially 3D models—in a real environment and allows the user to
better understand the presented virtual data and knowledge in a more compre-
hensive way.

A further breaking point in the comprehensive use of KBE lies in engineering
collaboration (see Chap. 7). Commercial KBE applications are not prepared for the
exchange of templates on a regular basis (e.g., within the supply chain). Therefore
each partner in the supply chain is forced to act autonomously [44]. Furthermore, if
KBE entities shall be exchanged between two applications (e.g., different CAD
systems), it would fail because there is no standard interface for such an exchange.
Apart of the first draft of KBE Services for PLM as created by the object man-
agement group (OMG) [45], there is no known standardization activity.

Finally the request for intellectual property protection is the main obstacle for
wide implementation of KBE in many industries now (see Chap. 18). As enterprises
fear to lose their intellectual property, they block access for potential attackers,
before it is even opened for the first time.

10.8 Conclusions and Outlook

As the preceding sections and use cases indicate, the use of KBE applications and
templates may achieve significant results through automation of complex engi-
neering tasks, significantly decreasing engineering task time while retaining product
and process knowledge. As can be observed from the use cases, knowledge from
downstream disciplines such as manufacturing can be implemented into KBE. By
speeding up the design process and implementing downstream disciplines’
knowledge, KBE is an enabler of the ‘Design for X’ approach—and by extension,
KBE is a practical approach for implementation of the Concurrent Engineering
philosophy [46]. Recent developments like CATIA V6™ allow use of templates for
each module in this package, theoretically allowing automation of each task. In
such way KBE becomes ubiquitous.
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Recent research into KBE has focused on the structure and maintainability of
KBE applications, as well as the progress in integrating KBE functionality in
commercial CAD systems through the template approach. The use cases referenced
and presented in this chapter have (partially) incorporated these research aspects.

A number of research challenges have been highlighted in the previous section.
These challenges present themselves along the KBE lifecycle identified in
Sect. 10.2. First of all, the justification of KBE development requires a sounder
scientific footing. Capturing, formalization and implementation (packaging and
distribution) of knowledge into KBE applications will require greater attention to
workflow modeling, code documentation, IP concerns and integration with other
business applications in PDM/PLM platforms. Finally, when considering the
introduction and use of KBE applications and templates, the adaptability and
maintainability of developed applications and templates remains a point of concern.
However, it is anticipated that current EU-funded research such as the iPROD
project as well as the mounting volume of KBE application development and
associated academic output will lead to progress on these research challenges.
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Chapter 11
Product Lifecycle Visualization

Alfred Katzenbach, Sebastian Handschuh, Rudolf Dotzauer
and Arnulf Fröhlich

Abstract When products are developed in 3D using engineering applications, the
data is initially stored in the native format of the used CAD software. If this 3D
CAD data is to be shared with people who do not have this software or to be
consolidated with visualization data from other sources, neutral 3D formats are
needed. For visualization of product data in the engineering field—regardless of
native CAD formats—a plethora of 3D formats are available. Among these are
disclosed or standardized formats like PDF from Adobe, JT and also X3D, Collada
and STEP. The choice of a format has many implications, including the options
available for using the data and the resulting follow-up costs. For this reason
product lifecycle visualization is a rising discipline for product lifecycle manage-
ment. This chapter provides an overview of the industrial challenge, technical
background and standardization, typical applications, and evaluation and testing in
the field of engineering visualization with neutral 3D formats. The chapter is
completed by assessment approach for 3D formats and examples from the industrial
practice in various fields.
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11.1 Introduction

Product lifecycle visualization (PLV) evolved over the years from the field of
Computer Graphics—in particular 3D Computer Graphics—which is a part of
computer science. Computer Graphics produces visual evocations of virtual worlds
that look real by creation and processing of arbitrary data structures to specific
visual presentations (2D or 3D) using computer devices. William Fetter was
credited with coining the term computer graphics in 1960 to describe his work at
Boeing [1].

The field of Computer Graphics has evolved continuously over the past five
decades following the development of a huge collection of algorithms, methods,
and techniques for various applications in modeling, animation, visualization, face
recognition, real-time rendering and game engine design [2]. Demands from various
industries (ICT, consumer electronics, movie, games, automotive, aerospace etc.)
have continuously fuelled this growth. Advances in processor technology and
graphics hardware have enforced this tendency making 3D computer graphics
ubiquitous.

3D computer graphics are—in simplified terms—often referred to as 3D models,
but there are significant differences. A 3D model is the mathematical representation
of any three-dimensional object which can, in addition, (e.g. in case of computer-
aided design) encompass complex design rules (see Chap. 10). A model is not
technically a graphic until it is displayed: graphic is presentation of the (product)
representation. It emerges by translation (conversion) of a model. Due to 3D
printing, 3D models are not confined to virtual space. A model can be displayed
visually as a two-dimensional image through 3D rendering, or processed in non-
graphical computer operations (simulations and calculations) [3].

The development of interactive 3D CAD systems is deeply embodied in
achievements with 3D computer graphics. A powerful graphics engine for visual-
ization, rendering, and animation has become an important basic module of each
modern CAD system. In terms of CAD usage in concurrent engineering (CE), two
basic activities can be distinguished: authoring (modeling, design) and consumption
(access, browsing, visualization, animation). For a long time, both activities ran in
parallel on the same workstation serving other users with plots and hard-copies.
With falling prices for hardware, 3D CAD could become ubiquitous and many
companies faced the challenge to finally replace the drawings by appropriate 3D
models. Analysis of industry practices involving product development and delivery
has disclosed that the count of 3D consumers is more than 10 times larger than the
count of 3D creators [4] (Fig. 11.1). However, typical consumers of 3D data were
inhibited by the operational complexity of modern CAD systems, high efforts for
training and long response times on large product models. Thus, in the early 2000s,
the question arose: “Does everyone need a full CAD system?” Although the answer
was quite simple, no action occurred for a while because of the huge variety of 3D
formats and applications which are focused on special aspects and purposes rather
than on process chains. Thus, the challenge arises to accompany the CAD system
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and its native format with a standardized 3D process format which serves the
downstream processes [Digital Mock-Up (DMU), engineering collaboration, pro-
cess planning, CAQ etc.] in a uniform way. Partial attention is given in the later
stages of product lifecycle (maintenance, repair, overhaul), as well as non-technical
departments (purchase, marketing, aftersales) which need comprehensive visual
information.

Reflecting these developments, this contribution has two aims. First, research,
development and standardization challenges relative to PLV from a lifecycle per-
spective are identified. Second, recent practical applications of PLV addressing
these challenges in various industries are highlighted. In particular, the issues of
definition of a downstream process, fulfilling the needs of plethora of manufac-
turing-related applications and integrating PLV in engineering collaboration are
discussed.

The structure of this chapter reflects these aims. In Sect. 11.2, Engineering
Visualization and its context and challenges are briefly introduced. Technical
background and advances in international standardization are discussed in
Sect. 11.3. Subsequently, application of 3D formats in engineering domains is
explained in Sect. 11.4. Evaluation and testing of 3D formats for engineering
visualization and related institutions are highlighted in Sect. 11.5. Section 11.6
showcases the results of assessment of 3D formats for various industries. Industrial
use cases which give broad insight in practical applications follow in Sect. 11.7. A
discussion chapter gives insight into future directives where such formats can be
used. Finally, an outlook is given with respect to the future of product lifecycle
visualization from a CE perspective.
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11.2 Engineering Visualization: Context and Challenges

In the last decade the technology of CAD translation has reached a high level of
maturity and robustness. However there is still a vigorous demand for further
development, especially in the use of CAD data in the downstream process. The
usage of DMU as an important and well established validation process has unfolded
further potential for improvement (see Chap. 13). Nowadays CAD models are
already characterized by an easy use even with their high level of complexity. In the
past, the high level of complexity combined with a necessity for easy usage has
offered several 3D visualization formats to enter the market. Therefore, Siemens
PLM has adopted JT, Dassault Systèmes 3DXML, PTC Productvision, Adobe PRC
as 3D component to well-known PDF (3D PDF), Autodesk DWF, and Lattice has
adopted XVL. In addition, the far-reaching use of 3D formats by efficient translators
and suitable workflows was simplified by well-known PDM systems (e.g. Siemens
PLM Teamcenter, PTC Windchill, Dassault Systems Enovia, SAP PLM, etc.).
Hence, these 3D formats can facilitate several process chains ranging from
designing to product simulation, validation, manufacturing and downstream life
cycle stages.

The old discussion, whether a unique format can meet the requirements of
engineering cooperation (internal and external), was sparked by the large-scale
penetration of visualization formats in the market. An attempt is presented by 3D
digital engineering visualization (3D DEV). It enables all users taking part in the
product development and distribution process to access the 3D models without
logging into the convoluted computer aided design (CAD) authoring systems.
STEP has gathered a broad support and high stake for the CAD translation, how-
ever, due to its technological limitations it is not suitable for viewing purposes.
Lastly, users must be consulted with which formats are the most suitable in their
particular case [5, 6]. There are typical use cases for a functional evaluation of these
formats:

• Viewing of engineering data
• Design in context
• Data exchange between partners in the supply chain
• Packaging and digital mock-up (DMU)
• Documentation and archiving
• Use in the portable PLM document (i.e. use of 3D and additional information in

domains related to engineering; see Fig. 11.2).

In cases where administrative and geometrical information be obtained certain
problems arise, e.g. engineering change among partners in the supply chain. These
discrepancies lead to a difficult coordination of release and change process between
collaborating companies. One issue involves the proposition of changes, compre-
hension of those changes, and transmission of change orders. Another problem lies
within the exchange of related data from distinctive authoring system, data bases,
and enterprise management systems. A third issue is the implementation of
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approved changes within the 3D model geometry and related part lists, work
instructions, materials property sheets, notations as well as other product manu-
facturing information (PMI) source data in assorted native file formats in different
information systems.

In the last decade the JT file format, originally developed by Siemens PLM
Software, evolved to a de facto standard for 3D DEV for the automotive and
aerospace sector. In 2010, the Global Automotive Advisory Group (GAAG), a
forum of international managers of automotive engineering IT, identified the
industry endorsement of JT and urged Siemens PLM Software to disclose the JT file
format definition to the International Standards Organization (ISO) for recognition
as an international standard for 3D DEV. To drive the ISO acceptance of the JT
format forward, an internationally accepted leader in the development of engi-
neering norms and standardization of engineering collaboration processes, the
ProSTEP iViP Association (PSI), took operational lead and supervised the project.
Through international support, the project was successfully concluded in December
2012 with the acceptance of JT as ISO IS14306:2012. This acceptance led to a
growing user interest in quality and robustness, especially the interfaces. Therefore
the subsequent explanation of standardization processes will concentrate on the JT
format, even though alternatives such as the STEP, 3D PDF, and 3DXML are
currently in different standardization phases.

The benefits of open standards are a reduction in total costs of ownership as well
as the autonomy from provider and competition. When visualization data exchange
is regarded, the use of JT and STEP AP 242 (ISO 10303-242) as complementing
standards for lightweight visualization format for 3D industrial data as well as for
product structure, meta, and kinematic data is strongly supported [5].

Another application is the well-known, already standardized PDF format which
can be nowadays found on almost every PC. The official release of PDF is dated

Geometrical search
Design processes of new products often use existing parts 
e.g. to reduce production costs. To find parts which fit to the 
new needs e.g. a geometrical search has to be performed. 
This could be done by using JT-datasheets.

Assembly of a car prototype
During car development processes a training of workers in 
assembling different parts of a car prototype has to be 
performed. To ease this process 3D-dataformats such as JT 
and accompanying formats are used.

Validation of CAD/JT translation
To verify translation results of a validation 
process has to be established and used 
as a standard process step.

Fig. 11.2 Typical use cases of JT [13]
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back to July 1st, 2000 and was published as ISO 32000-1:2008. Adobe Systems
Inc. made the decision to broaden the scope of the PDF format through imple-
menting 3D representation functions into PDF format (3D PDF) [7]. With this step
they created smart PDF templates that unite the advantages of smart documents and
3D representation. This technology serves as an automation and support for pro-
posals for change, change orders, and change notifications. Now, all the relevant
data for analyzing and implementing change orders can be lodged in a single PDF
container. Furthermore, 3D models, 2D drawings, parts lists, and all other types of
information can be extracted and automatically read into the corresponding back-
end information systems. As a consequence, automation incorporates the cross-
company change and release processes seamlessly into the domestic engineering
change management systems at each of the partner’s locations.

11.3 Technical Background and Standardization

Based on their industrial relevance, further explanation will be focused on the
formats JT and 3D PDF.

11.3.1 Development and Technical Attributes of JT

JT with its binary character has a container structure whose data model facilitates
several CAD geometry representations (Fig. 11.3). The JT user can store the dif-
ferent representations in a JT file together or separately [5, 6].

TesselatedData  (LOD) Exact Geometry (NURBS)

Mathematical surface description for exact measurementsSeveral level of detail for high performance visualization

JT
Content

12

ThicknessThickness

Thickness

Thickness

Thickness

Thickness
Thickness

Thickness

Thickness

Thickness

Thickness

Thickness

Thickness

Thickness
ThicknessThickness

Thickness

ThicknessThickness

ThicknessThickness

Product Structure / Part attributes Product-and Manufacuring Information (PMI)

e.g. CAD master data
e.g. dimensions, 
tolerances, …

ThicknessThickness ThicknessThickness

JT 
Content

1 2

3 4

Fig. 11.3 Content of ISO 14306 (JT) [10]
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• Boundary Representation (BREP): BREP provides the highest level of
representation precision. Data generated with BREP is compressed by using
different algorithms and stored without loss. In its present specification (9.5),
only two BREP types are allowed: the conventional JT-BREP representation
and XT-BRED based on the Parasolid boundary representation. The XT-BREP
will be favored in the further implementation of JT based software.

• Tessellated Geometry: Tessellated Geometry describes a faceted representation
of surfaces and solids. Within a JT file different level of details (LOD) can be
defined. JT files with a low LOD provide a lower representation precision, on
the one side, however, have less volume of data, on the other side. From a very
high LOD almost exact geometry can be concluded but with a large volume of
data.

• Ultra-Lightweight Precise (ULP): The newest compression method is repre-
sented by ULP. With ULP, the user takes the middle road between high level of
representation precision and low volume of data. In comparison to tessellated
geometry, the precision of 3D geometry is significantly higher whereas at the
same time, the file size can be significantly reduced. The aim is delivering high
quality surface geometry with only minor alterations of the original BREP
geometry.

JT has one property of high importance: PMI consisting of 3D dimensions and
annotations can be stored in JT files. This property, also an eminent feature of
modern CAD systems, enables JT to archive all data that are required to substitute
paper drawings. Hence, the growing use of JT could lead to the redundancy of
drawings, either paper of CAD/raster, and create a fully 3D process chain.

Initially, the ISO has published the JT version 8.1 as a publicly accessible
specification (ISO PAS 14306). The end of the ISO standardization process was the
approval in December 2012 of the ISO standard (ISO 14306) for newly published
JT version 9.5. It has been extended to include ULP specification and semantic PMI
(product meta data) among other things.

As a result of creating data with a neutral 3D format, a considerable reduction in
size can be observed. Altogether 15 test assemblies originated from distinct CAD
systems were used to create different 3D formats [8]. The results indicate that the
data volume is primarily defined by the content rather than the format itself.

There’s no significant difference in volume of data, whether exact BREP data is
converted to JT or 3D PDF. Likewise, when tessellated data is converted, the
volume of both formats is roughly the same as after 3D XML conversion. The
conversion of simplified BREP data to JT and 3D PDF yields the same data
volume. Only in the case of conversion to STEP a significant reduction of the data
volume through an external compression algorithm can be achieved. As a result, a
higher precision leads to a larger file size as a universal rule.
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11.3.2 Development and Technical Attributes of 3D PDF

3D PDF is the name of the PDF format which also provides native support for 3D
data. In 2008, 3D PDF was published as the international standard ISO 24517-1 [8].
The following CAD geometry representations can be stored within 3D PDF:

• Universal 3D (U3D) was developed by Ecma International and is a compressed
file format for 3D data that is natively supported by the PDF format. 3D objects
in U3D format can be inserted into PDF documents and visualized interactively.
The PDF standard supports the first and third editions of U3D; both these
versions can include only tessellated geometry and animation data.

• Project Reviewer Compressed (PRC) is used to store representations as tes-
sellated or precise (BREP) geometry. When converting to PRC, different levels
of compression can be used. Support is also provided for PMI data including
geometric dimensioning and tolerancing.

In PDF files, PRC is the preferred 3D format for implementing requirements in
manufacturing industry. PRC ISO successfully completed the Draft International
Standard (DIS) ballot process in December 2012. In addition to the JT format, 3D
PDF offers all the options that conventional PDF offers (Fig. 11.4).

In addition to pure geometry representation the following could also be stored in
3D PDF:
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• Multimedia data, e.g. video and audio files
• Access protection for document security, e.g. password protection
• Interactive forms, e.g. for collecting feedback or storing input
• Collection of arbitrary documents, e.g. Office or native CAD files.

This makes 3D PDF a format that extends well beyond the realm of engineering.
Because 3D PDF allows 3D information to be represented together with other
information, it offers many application possibilities. 3D data and PLM data are
combined in a single document and can be displayed or even enhanced by the user.

11.4 Applications of 3D Formats

A sole provision of an international standard without any instructions on how to use
it will have little value. Therefore, a process definition with several concrete use
cases is fundamental for successful implementation of such an initiative. In this
context, an extensive research of the downstream processes has been conducted to
find the areas where the use of JT rather than native CAD data is of potential
interest [9, 10].

A summary of potential work share between JT and native CAD is given in
Fig. 11.5 within the scope of an international automotive group. A distinction has to
be made between the integration processes among the OEMs and several suppliers
and the value adding processes within the company, that still need native CAD
representation. For those integration processes, JT is an alternative that can lead to a
higher level of flexibility, faster process and cost cuts in particular.

Downstream-process:

...

In-house expertise
(BiW, Chassis, 

Powertrain)

External expertise
(Assembly, attached parts)

Downstream-process:
(NC-Production, WZK, 
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... 
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Documentation-
processCAD based

JT/CAD based JT/CAD based

JT based

JT/Drawing based
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Fig. 11.5 Planned work share between native CAD and JT [10]
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Additional studies were conducted that involved groups with several automotive
manufactures as well as their suppliers. An analysis of the group’s 22 use cases
shows a notably high preference for four use cases that are discussed below in more
details with examples [11] (Fig. 11.6).

Viewing: If usage of CAD systems is not desired, the visualization of engi-
neering data with 3D viewers gains importance in different areas: viewing of single
parts and assemblies, usage of 3D models to provide information of general kind,
e.g. for bidding/inquiry and high-end visualization in virtual reality scenarios.

Depending on the specific application context the use case can vary. In the most
cases a simple observation of the geometry is sufficient, where as in some cases the
metadata or performance-intensive observations of large assemblies are more
dominant. The list of most important requirements includes:

• Fulfillment of quality criteria for geometry precision.
• Availability of different level of details.
• Availability of detailed color information for whole component and single

geometrical items.
• Storage of metadata like attributes.

Packaging/DMU: Within the DMU, the spatial product properties are analyzed
and reviewed. This process can include the revision of the global geometry with
respect to shape, dimensions, inference checks, collision checks for assembly/dis-
assembly, and design space checks (Fig. 11.7).
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The representation of the product structure, geometry and metadata as well as the
analysis is realized in a DMU application (see Chap. 13). The analytical results are
summarized and stored in a separate report. The list of most important requirements
includes:

• Utilization of models stemming from distinct source systems (multi-CAD)
• High quality examination of large assemblies
• Transmissibility of kinematics from source model to target model for dynamic

DMU examination.

Design in Context: The design in the context of the existing geometry is a
frequently used modeling method. Here, current CAD models (e.g. from previous
design or from partners) are read into the CAD system. The design engineer creates
a reference of the new or existing JT-geometry to the part or assemblies read in.
References from native CAD to JT are also considered. These references can
include linkages between auxiliary geometry (point, axis or plane), geometrical
elements (edges, vertices or faces) and exact geometrical links (curves). In the
following downstream processes the use of this assembled model as a consolidated
individual unit is required. Therefore, it must be feasible to create technical
drawings. The list of most important requirements includes:

• Storage of tessellated and exact BREP data
• Possibility of links between JT and native data
• Derivation of technical drawings from hybrid models.

Partner Integration: There is a subdivision of the use case into two sections.
On the one hand, the goal of the “Supplier to OEM” use case presents the exchange
of JT files to the OEM. On the other hand, the “OEM to Supplier” use case aims at
the transfer verified JT geometry with all indispensable metadata to the supplier.
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Fig. 11.7 Use case diagram “Packaging”
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The two sections are similar in the way that they both provide a foundation for
additional use cases. This implies that with the OEM or the Supplier more specific
use cases will be employed afterwards. The list of the most important requirements
includes:

• Verification with regard to the native CAD model and quality check of JT
• Inclusion of the meta data into the JT model
• Exclusion of intellectual property, when needed.

11.5 Evaluation and Testing

A crucial issue in stimulating the application and development of JT is a collab-
orative approach between the different bodies on the one side and a collaborative
approach of the activities themselves on the other side.

11.5.1 Involved Bodies

The foundation for the JT standardization efforts was the tremendous commitment
of international parties. Once the impetus by SASIG was provided [1], the four
entities PSI, the German Association of the Automotive Industry (VDA), the
Automotive CIO’s and the Global Automotive Advisory Group for PLM (GAAG)
have become the key players in this process (Fig. 11.8). Hereby, PSI (www.prostep.
org) has put enormous effort in the pursuit of these activities [11].

Standardization of JT
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Mr. Prof Katzenbach
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JT Implementor
Forum
...... ...

JT Translator
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JT Workflow
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Automotive
CIO

Single Point of Contact

Fig. 11.8 International cooperation in the standardization of JT
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Lastly, the Memorandum of Understanding (MoU) between PSI and Siemens
PLM forms the basis between both entities in the area of JT. The aim of the
memorandum is to advance the mutual understanding of goals and measures to
make JT a mandatory format.

11.5.2 National and International Coordination

Back in 2009, a collaboration between the PSI and the VDA (German Automotive
Association) resulted in the initiation of three different but interconnected world-
wide unique JT activities. In the scope of the first activity, the JT workflow Forum,
Use Cases are defined, representing the common view of the involved industrial
partners. The second activity, the JT Implementor Forum, gives support for the
development of the JT translator and administrates a platform for compatibility
checking for the vendors. The third activity, the JT Application Benchmark, deals
with the extended testing of the requirements within a well selected, repeatable,
neutral environment [12].

Project schedules of these three activities are well-coordinated in order to
advance the application of JT as a common effort.

JT Workflow Forum: The main goal of this project is the definition and pri-
oritization of key use cases by identifying the important downstream processes for
the data exchange based on JT data. Requirements are gathered and test criteria
specified for all identified use cases, e.g. with regard to the exchange of visuali-
zation data, the validation of 3D geometry, Geometric Dimensions and Tolerances
(GD&T) and the translator quality.

The Content Harmonization subgroup provides support for these tasks. The
subgroup carries the responsibility for a precise definition of which requirements
need to met by the JT format and by STEP AP242 as the backbone format and sets
priorities for their implementation.

JT Implementor Forum: The maintenance of a platform for the vendors to
check the compatibility is one of the main tasks of the JT Implementor Forum. On
the platform, cooperating vendors are able to test their developed and highly
confidential translators. The JT Implementor Forum as a neutral platform is aimed
at software vendors, on which they can run benchmarks within an environment
characterized by mutual trust. Further, they have the chance to share information on
know-how they already have gained.

Additionally, the work effort put into the JT Implementor Forum by the vendors
can be regarded as some kind of training for the JT Application Benchmark.

JT Application Benchmark: After the preceding standardization processes of
JT as well as STEP AP242, the attention is shifting more to the assurance of the
data exchange quality within a neutral Benchmark and support of the JT translator
development.
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A first JT translator benchmark (2009) was launched by the PSI in collaboration
with the VDA PLM working group. In 2010, the second translator benchmark was
performed and the third benchmark ended in 2012. The focus of the benchmark
comprised three main topics:

1. Export of CAD to JT with focus on LOD and PMI
2. Viewing of JT with focus on performance and functionality
3. Converting assemblies with STEP AP242 XML and JT.

Cooperating vendors taking part in the benchmark are welcome to show their
newest functionalities with Showcases in front of the members of the JT Workflow
Forum [13]. At the moment, there is much attention paid to cutting-edge solutions
which present the possibilities of the JT format and applications. Still, small
functional errors are observed, which calls for improvement in the future (Fig. 11.9).

Datums CAD Datums JT

PMI annotation CAD PMI annotation JT

Fig. 11.9 Results of recent JT benchmark
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11.6 Assessment of 3D Formats

A multitude of processes exists that benefit from neutral based data exchange of
CAD data in engineering-related domains. Based on five typical use cases an
analysis of common neutral 3D formats was done [8]. The four engineering formats
STEP, 3D XML, JT and 3D PDF were reviewed and assessed for their suitability
for the following application scenarios:

• Viewing
• Data Exchange
• Digital Mock-up
• Documentation & Archiving
• Portable PLM Document

The four formats were examined to determine the extent to which their prop-
erties are suitable for five of the most commonly occurring application scenarios
in an enterprise. The usability for the scenarios was also the decisive factor to look
at these four formats and to not take into account other formats like IGES, DXF and
X3D that do not have strong distribution in the selected application scenarios.

After the rough evaluation of the technical specification of the visualization
formats, an overall comparison can be drawn (Fig. 11.10).

As evaluation criteria, the functional requirements of the selected use cases were
used. Additional criteria were the file size options for detailing, the collaboration
opportunities in engineering and last but not least the current integration-level
within PLM applications. A comparison of the 3D formats by singular properties is
shown in Fig. 11.11.

Each of the neutral 3D formats has its strengths and thus offers advantages in one
or more of the defined application scenarios. In particular, the expected areas of

STEP 3D XMLJT3D PDF

Viewing

Data Exchange

DMU

Documentation 
and Archiving

Portable PLM 
Document

Legend Highly suited Well suited Suitable with reservations

Fig. 11.10 Comparison of four visualization formats [8]
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application give an indication as to which format is the best choice. The weighting
of the characteristics of a format will always be dependent on the overall context
and the individual needs of a company. Depending on the scope, one 3D format or
the combination of multiple 3D formats can be adopted.

11.7 Use Cases

3D lightweight formats have become accepted in many industries. Especially, in
use cases of downstream processes (see Chap. 23) 3D lightweight formats offer
massive benefits. In opposition to the core design process whereby CAD data are
either created or edited, the subsequent phases of the product creation process
contain many possibilities for use of 3D formats. Accompanied with powerful PDM
systems which manage whole workflows, 3D viewer facilitates archiving and quick
retrieval of product data in each phase of product creation processes. In general, the
benefit of 3D lightweight formats is extra high if products consist of large
assemblies or have a high variance or engineering changes are frequent [10].
Finally, standardized applications cause cost savings in administration and training
(see Sect. 21.4).

In the context of Concurrent Engineering, 3D lightweight formats facilitate
synchronous operations by rapid sharing of data and quick access to data provided
from different sources. Hereby, they provide a unique platform for information
sharing between broad user circles. As a PDM system is recognized as a digital
backbone (see Chap. 16), the viewer fuelled by 3D lightweight formats can be
understood as windows to this backbone (see Sect. 23.3.2).

File size

Level of details

Depth of collaboration

Depth of use in PLM

Functional requirements

Design (CAD Native/STEP)

Assembly/Clash 
Analysis (JT, 3DXML)

2D/3D Visualization (3D PDF)

Fig. 11.11 Comparison of 3D formats by singular properties
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11.7.1 Automotive

The automotive industry was, followed closly by the aerospace industry, the main
driver for advanced engineering visualization (see Chap. 21) due to product com-
plexity and variety, short product cycles and high investment volumes, where each
new technology promises a quick return of investment. Beginning with the first
draft, in almost every phase of product creation processes, the need for visualization
exists, in particular for 3D product representation. Powerful DMU tools use JT as
standard input (see Sect. 13.5).

11.7.1.1 Design in Context

In term of CAD, modern passenger cars consist of huge assemblies with many
thousands of parts. Such assemblies are difficult for visualization because the
loading time alone can already last many hours. Nevertheless, the design work with
huge assemblies is inevitable in case of design in context (DiC) where designer
needs the entire environment to put his creation into place preventing interferences
and collisions. The use of JT for this purpose is indicated in the case that the CAD
system is able to handle the JT data in a similar way as native data.

The DiC process is one of the most complex processes which could be based on
JT- and structure information (in future e.g. STEP AP 242XML) coming from
various 3D CAD systems. These formats can be combined with native 3D CAD
data which is often needed and beneficial in design processes (no media break). In
today’s DiC processes, often the exchange of geometrical change information is
needed. The DiC process often refers to interface regions of (e.g. externally created)
parts. Information located in these regions (e.g. geometrical elements) can be used
for DiC-processes. The main categories in which this information can be divided
are the geometrical information and the technological information.

Geometrical information is often used to define geometrical elements in sur-
rounding parts on customer/OEM side. Therefore information such as diameters,
curves or supplemental geometry is used. In case technological information is
needed a broad range of information is thinkable in interface regions of parts e.g.
mechanical and electrical information. These interface related feature information
can be transferred out of the sourcing 3D CAD system into JT-data using e.g. PMI
or in future using a combination of JT and XML-based accompanying dataformats
such as STEP AP242XML for the transfer of additional information [10, 14].

In the Fig. 11.12, the yellow shaded parts are the externally created parts of a
diesel engine which are, therefore, candidates to be supplied as JT files [15]. This
means that in this case, native inventory 3D CAD data stored in the PDM system—
successfully used in today’s development processes—have the same content as
potential JT files. Details of this analysis are described in the following chapter.
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11.7.1.2 Data Analysis Gather Status Quo

Analysis of inventory data is one of the key prerequisites for successful JT usage in
collaboration processes [10]. Data that has been created on OEM side and data
which come from a supplier, e.g. by an automatic evaluation of supplier part
drawings or PDM information, have to be distinguished.

The focus of the data analysis is to find out which information is contained in
inventory data. Examples may include the identification of parametric, design
history, relations and formula.

After such several general assumptions have to be made in order to use JT (cost)
beneficial while knowing the limitations of the JT data format (e.g. missing para-
metric and design history). Therefore the most relevant criteria which have to be
fulfilled are whether or not the

• design lead for the part is on supplier side;
• the part is used in series production and not in an early development stage;
• kinematic information does not need to be exchanged in combination with JT;
• part does not contain advanced electrical harness information.

Keeping this in mind still a huge variety of parts fits in this newly defined part
range. The reason for this is that in today CAD-based processes the information
included in the parts and the differentiation of the design lead is handled in similar
way. This is also validated by first analysis results of the Daimler AG [15].

The most important benefits are listed in the following (Fig. 11.13):

Fig. 11.12 Potential for use
of JT for DiC at Daimler
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• CAD system independency: Suppliers are independent of used CAD system or
(in Daimler’s case) NX version.

• Reduction of data preparation efforts: JT data helps to reduce data preparation
efforts on supplier side in company with native CAD-data.

• Downstream process needs: JT data is able to fulfil Daimler R&D and down-
stream processes needs for a defined part range.

• Wider range of suppliers: JT data enables a wider range of possible suppliers
worldwide.

• ISO Standard: JT data is ISO Standard—ISO 14306 and will be accompanied
with STEP AP 242 XML.

Having a closer look at the above listed advantages of JT usage it seems obvious
that the supplier is becoming independent of the used CAD system because for all
relevant CAD systems (at least in automotive and aerospace industry) there are
translation tools available that convert native CAD data of all currently used CAD
systems in a very good quality to the JT data format [16]. The quality of the
translators is benchmarked once a year at the PSI JT Translator Benchmark (see
Sect. 11.5).

Furthermore, one of the biggest advantages of the use of JT is the fact that the JT
data format does not contain the huge complexity that todays native CAD models
do, having a complex OEM-given model structure as a basis. The JT data format
has just to be created in a way the exchanging partner accepts it [17]. Having this in
mind, a common setting of the JT models was found in the automotive area driven
by the PSI in the JT Workflow Forum.

Fig. 11.13 Paradigm change in usage of CAD formats at Daimler [15]
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11.7.1.3 Downstream Processes in House

As a further step towards the productive usage of JT in automotive downstream
processes, pilot projects are established. Volkswagen decided to use JT for internal
downstream processes to eliminate the need for drawings [13, 18]. This application
is limited to the use case “single parts” and shall be subsequently extended to the
full assemblies to avoid the usage of huge JT monolithic files. Involved are the
downstream processes enumerated with 1 and 3 in Fig. 11.5 in particular the wide
area of industrial engineering, [19] where huge potential benefits were identified.

In case of Daimler, where a transition and data migration is running from CAD
systems CATIA V5 to NX, JT is fully accepted as a CAD native equivalent
engineering process format for many processes (Fig. 11.13). Use of engineering
drawing is not excluded yet, but it shall be also replaced by JT as much as possible.
Exclusive use of native CAD formats remains in core design areas where specific
process needs or applications exist (e.g. parametric relationships, knowledge-based
engineering (KBE), kinematics, flexible parts, advanced wire harnessing).

11.7.1.4 Supplier Integration

Supplier integration is becoming more and more important due to the fact that value
addition is more and more connected to the supplier’s side [20] (see Sect. 21.2). On
the other hand, dealing efficiently with complex heterogeneous IT landscapes is one
of the key factors in the successful supplier integration itself [21] (see Chap. 7).
Having this in mind, it is obvious to use standardized data exchange formats such as
STEP (ISO10303) and JT (ISO14306) to overcome these challenges (see Sect. 21.7).

In order to fulfill OEM needs (e.g. in case of data quality) it has to be ensured
that the JT and the accompanying structure formats are created properly. In a first
step the configuration settings of the JT translator have to be adjusted to the OEM
needs. Therefore, the aforementioned PSI JT content harmonization workgroup
(JTCH) has created a first best practice document [9]. In the second step, the OEM
specific data preparation has to be done. By removing the parametrics during the
translation from native CAD to JT, an important step in intellectual property pro-
tection is executed (see Sect. 18.6). Therefore, the Daimler JT supplier package
(JTSP) is available for all Daimler suppliers to facilitate the handling of JT data [6].

The Daimler JTSP offers the opportunity to edit the JT internal attributes and to
prepare XML based structure formats to meet the OEM requirements. The third step
in the process landscape is the data exchange to the OEM. In case of the Daimler
AG the Odette file transfer protocol (OFTP) based SWAN data exchange system is
used.

The final step of this process is the data import into the Daimler PDM system
Smaragd. At this point in time, the externally created JT datasets are released and
available to all Daimler downstream processes such as Viewing, DMU or DiC [15].

In the following the supplier integration use case is presented (Fig. 11.14). The
use case can be distinguished in
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• Early phase (conceptual phase with limited requirements)
• Late phase (with increased requirements).

In a first step the early phase of the use case will be shown and first requirements
will be derived.

A supplier sends a monolithic JT file (enveloping surface and connection points,
no inner structure) for the entire work package with all needed metadata to the
OEM. JT data has to be quality checked against a pre-defined check profile. The
quality check will ensure the completeness of masterdata, geometry (e.g. open
faces), colours etc. Every time JT contents were created—even if they were created
on the fly—they have to be quality checked (maybe in batch process) to prevent
unnecessary issues in the following processes. Units of measurement (weight,
length), surface area, material thickness, volume, material information, center of
gravity and moment of inertia must be provided in the package. Because of long
term archiving reasons the same JT file version should be used as in ISO 14306
(currently version 2012).

In the later phase, a monolithic file would not be precise enough and presumably
difficult to handle. Thus, a supplier is requested to send a “per Part” JT (enveloping
surface and connection points, no inner structure, but with further fixing and context
relevant data) with all needed metadata to the OEM. In this case, additional data on
product structure is needed e.g. by using a corresponding STEP file (as demon-
strated in Sect. 21.7).

One of the most challenging projects was the Daimler/Continental JT pilot
project by exchanging an ESP Electronic Control Unit. In the following the process
landscape (use case: supplier to OEM) of the Daimler/Continental JT pilot project is
shown in Fig. 11.14.
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Change
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Fig. 11.14 Usage of JT in partner integration [18]
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Meanwhile, the full CAD data exchange by using JT is going to be adopted as a
base CAD translation technology by supplier portals like OpenDESC.com (www.
opendesc.com) [22]. Like each other CAD translation, the use of JT sets high
requirements to the data creation processes, methods and corresponding data quality
[23].

11.7.1.5 3D-Based Shape Search

For several reasons (e.g. reduction of production costs), designers of new products
preferably use existing parts instead of creating new ones (see Chaps. 14 and 17).
Systematic reuse of existing parts and modules sets high requirements to entire
product data management (see Chap. 16) and requires appropriate measures and
tools [24]. To find parts which fit the new needs, a geometrical search within former
designs could be very helpful. For such purpose there are search engines like
Geolus from Siemens PLM which is a geometry-based search engine for both single
and multi-CAD environments. The search base is a collection of similarity vectors
which are calculated for the existing parts during their archiving in JT after the
approval procedure.

The search runs by loading an existing CAD model within the design envi-
ronment or using a catalog of standard parts or a new 3D sketch. In the next step the
geometric search is conducted by starting the Geolus software. Using JT records a
search is performed within seconds by geometrically similar components
(Fig. 11.15). The results are listed and give the user a detailed analysis and selection
of each matching component. The user can refine his search until the desired variant
is found and, therefore, use an existing component for a new or variant design. This
saves development time and costs, and demonstrates the benefits of 3D data-based
searches.

11.7.1.6 Multi-CAD

The usage of various CAD systems by different partners or even by individual in-
house departments is a daily business within challenging product development
processes. A CAD system is selected and introduced once, and shall be used during a
long period. Change of CAD system is an expensive, tedious process which shall be
considered carefully and avoided, if possible [25]. Nevertheless, certain flexibility in
use of a multi-CAD environment must be preserved. In this context, JT is used as a
kind of backbone format to serve different partners or within supplier integration
processes. Instead of complex, native conversion between different CAD formats, JT
is used for DiC within a multi-CAD environment. Distinction must be made between
non-hybrid and hybrid DiC. The key feature of hybrid usage is that the context data
based on JT can be loaded into the native CAD environment, displaying native
CAD and JT data in parallel. JT data is not converted to a CAD-internal format.
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Depending on a given set of parameters, e.g. distance to viewer, JT contents are
visualized in respective quality via different LODs or exact geometry.

In the case of multi-CAD based on non-hybrid DiC, the JT context data can be
imported into the native CAD environment. JT contents are then converted to an
internal CAD representation.

Within a regular multi-CAD process a design engineer creates a particular
product structure and geometry, which is to be used as context by another design
engineer. The exported JT files, including PMI, such as dimensions and tolerances
includes selective features as well, in order to be extracted by the receiving design
engineer.

The receiving design engineer loads JT geometry into the native CAD system,
which is then displayed hybrid to native CAD geometry, with the possibility to
switch between different resolutions of tessellated geometry, or to exact geometry.

Fig. 11.15 3D-based shape search at Continental [12]
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This allows handling of large assemblies. Native CAD geometry may continuously
be modified, with the addition of now being able to position CAD data in relation to
certain JT content, such as edges, vertices, faces, or auxiliary geometry, e.g. point,
axis or plane. Exact geometrical references, e.g. curves, are also possible. New PMI
can be added, associating native CAD or JT-based geometry. Going beyond typical
PMI like surface finish, selective advanced features, e.g. a drill hole with parametric
definition could be selected and displayed with the extensive content. Optionally,
the parametric definitions can be altered. When creating a technical drawing, new
PMI and loaded JT content are included as well.

An important prerequisite for a functioning multi-CAD environment is the
quality assurance. JT-data has to be quality checked against a defined check profile.
The quality check will ensure the completeness of master data, geometry (e.g. open
faces), colors etc. Every time JT contents were created—even if they were created
on the fly—the have to be quality checked. This may be done in a batch process
[23].

Through this JT based multi-CAD approach, a paradigm shift is taking place.
With JT, a CAD native equivalent engineering process format arises. The usage of
JT highly simplifies collaboration processes. JT enables part design in multiple
CAD systems and DMU in mixed assemblies. As benefits interiors of supplier parts
are hidden, data volumes get smaller and CAD data exchange becomes independent
from CAD systems.

Within future implementations, it is also imaginable to consider communication
from changes within JT back to the CAD model. For instance new PMI provided
based on JT are then transferred back to the original CAD model, which is
respectively updated. Likewise, if geometry is changed in the JT, this is commu-
nicated back to the primary CAD model. As a result native CAD geometry would
be positioned correctly in relation to JT context geometry. New PMI and feature
definitions would be updated in the original CAD model.

11.7.1.7 Archiving

For archiving of engineering data, it is generally necessary to take into account the
exact representation of the data, including all metadata and PMI information. The
latter are of importance in particular for the drawingless manufacturing, in which
drawings are substituted by 3D digital models, and 2D drawings are not available as
archiving medium any more.

For the long-term archiving of engineering data it is the main requirement that all
relevant information is stored in a format that can be read independently of a
specific IT infrastructure and even after a long period of time. After JT was stan-
dardized as ISO 14306, whereby its unique definition as well as its long-term
maintenance is ensured, it can be used for archiving too. JT data can be extracted
automated or manual from the authoring CAD and PDM systems and be used for
archiving purpose. The archiving process steps are illustrated within Fig. 11.16.
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Once again, data quality is of enormous importance for the archiving use case.
Besides the verification of the data quality, the validation of the JT files against the
native 3D CAD files has to be ensured [23].

The most important are the

• trouble-free combination of data from various authoring systems,
• ensuring that the data can be accessed after a long period of time and
• to cover all product related information.

Advantage of using JT for the 3D part of the archive is the comprehensive JT file
format specification, the long list of applications available and the established
quality assurance measures.

11.7.2 Machinery

Design and production of machines is a broad field determined by low series, light
supplier involvement, high reuse of existing, carry-over or standard parts and rel-
atively simple geometric properties of parts. Many machines have long dimensions
or are generally very large. For such reasons this industry has been looking for
alternatives to paper drawing for a long time.

11.7.2.1 Drawingless Manufacturing

Nowadays, the development of new products takes place almost continuously in
3D. However, derived 2D drawings are still considered the authoritative documents
for manufacturing, quality assurance, assembly and other downstream processes.
These 2D documents often contain valuable technical manufacturing information,
such as product and manufacturing information (PMI), material properties bills of
material, and annotations. However, 2D drawings discover fundamental deficits in
transparency and concurrency and are going to be replaced by appropriate 3D data.
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The aim of drawingless processes is to base decision processes, etc. on 3D
documents without derived 2D drawings. For storing any kind of geometry infor-
mation like simplified models or fully detailed designs the JT format is used. To
handle additional meta data different accompanying formats are meaningful: STEP
AP242 XML for any kind of assembly structure or PDM information. For further
meta data like release status, change history of technological information the PDF
format is highly appropriate. Beneficial with this approach is that any combinations
are possible through the use of 3D PDF documents. For instance the geometrical
product and manufacturing information can be covered by JT or the PDF internal
3D representation.

A 3D PDF document containing 3D geometry models as well as additional meta
data is shown in Fig. 11.16.

3D PDF containers bring together all the information in the product development
process into a single file. A compact container may contain all the 3D models, PMI,
and other related documentation necessary to integrate external manufacturing
partners into the product design development but also manufacturing process
(Fig. 11.17).

The main benefits for the use case drawingless manufacturing are

• less manual effort creating and revising drawings and other paper-based
documentation,

• a single container for all information from the product development process and
• the elimination of distributing and storing paper drawings.

11.7.2.2 Purchase Process with Request for Quotation

The purchase unit controls the central tendering processes in an enterprise by using
request for quotation. In case of technical goods seamless integration of technical
(e.g. 3D models) and administrative content can be highly useful. By using 3D PDF
technology all necessary information for an inquiry can be collected in one docu-
ment (RFQ) and, therefore, frequently exchanged between requester and bidder.
Used in conjunction with the PLM integration modules, 3D PDF technology allows
technical procurement staff to automate the integration of 3D models of parts to be
manufactured externally in their requests for quotation, enabling bidders to calcu-
late their offers more easily [11]. With this in mind, a form-based solution can
accelerate the RFQ process as part of a customer project. This allows supplier data
to be read automatically from the ERP system together with the purchase requisi-
tions and inserted into a PDF form template that is then sent to all the eligible
bidders. In the reverse direction, data from incoming offers can be extracted
automatically and transferred back to the ERP system for the purposes of bid
comparison.

The use of these ‘intelligent’ 3D PDF documents, which are filled automatically
with the current 3D models and 2D information from the back-end systems, also
speeds up the creation of sales and service documentation and their updates when
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products are modified. The rapid provision of such documentation presents a huge
challenge to companies with global operations in particular. One of the ways in
which they can use the 3D PDF technology is to augment spare parts lists with 3D

Fig. 11.17 3D PDF document [7]
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information, thus facilitating the search for the requisite spare parts by service
engineers working on the customer’s premises.

Such a solution can be fully integrated into the Adobe Digital Enterprise Plat-
form (ADEP) which provides right management (Sect. 18.6.3.3). The end-user is
still working in his well-known Acrobat Reader environment [8].

11.8 Future Directives

As broad commercial exploitation of IT standards pre-requisites their adoption by
main software vendors, requirements have to be harmonized and prioritized care-
fully with precisely defined use cases. Many use cases address requirements
regarding JT, STEP AP242 XML, or both formats. It is necessary to systematize the
detailed interaction of both formats. For instance, the usage of product structure is
possible with both formats with multiple options. As a consequence, best practices
from the user perspective are a prerequisite. Based on the elaborated use cases, the
derived requirements have be detailed and balloted by the users. One important
mechanism is external referencing to ensure the seamless interaction of JT with the
accompanying format STEP AP242 XML. For instance, external reference mech-
anisms are a prerequisite for kinematics. The first prototypes for the transmission of
assemblies including kinematics between different CAD systems have already been
implemented successfully. Thus, the first neutral, standard-based CAD data
exchange between development partners is possible. Nevertheless, an implemen-
tation in the current CAx applications and converters is still pending in many cases.

Within the current JT standard ISO 14306:2012 90 % out of the 200 singular
format requirements elaborated by the users were already fulfilled. As a conse-
quence, most of the 30 defined use cases can be implemented expecting their full
functionality [24]. The remaining format requirements are addressed to the next JT
version V2. The standardization roadmap of JT and STEP AP242 is illustrated in
Fig. 11.18.

Besides the standardization of the visualization formats and the functionality of
the applications, there is a strong need to harmonize the usage of JT. Reasoned by
the complexity and multifold of the data format, there are many degrees of freedom
regarding the content of JT files. For instance, it is mandatory to find agreement for
naming of user defined attributes, the accuracy of the applied LOD or the usage of
specific product structure options. Furthermore, a clear distinction between JT and
STEP AP242 XML must be made. The user has to define which information should
be stored within which format. By way of example, the storage of meta data is
possible within JT but also within STEP AP242 XML. These harmonization
activities have to be done in-house but even more across the enterprise.

Further exploitation of 3D PDF technology is coordinated by the 3D PDF
Consortium, an international community founded by 15 companies interested in
collaboration of dynamic 3D data through PDF files [27]. PDF will continue to
evolve and be managed through the ISO process—specifically ISO32000.
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Recognizing the value of harmonized implementation (see Sect. 11.3.2), the 3D
PDF Consortium has initiated the 3D PDF Implementor Forum in February, 2014.
It collaborates closely with the Association for Intelligent Information Management
(AIIM) which is responsible for the on-going development of the specification for
the PRC data format and PDF/E-2. The 3D PDF Consortium promotes 3D PDF
adoption through demonstrating best practices and generating awareness of the
power of 3D-enabled PDF to solve a multitude of communication and collaboration
challenges across various industries.

11.9 Conclusions and Outlook

This chapter has addressed the state of the art activities for establishing new 3D
lightweight formats (JT, 3D PDF) as a universal process format in engineering
domains. To harness the full benefits of 3D data, the manufacturing industries
require simple solutions for the efficient use of IT technology, including consistency
in processes. There are further requirements for lightweight 3D formats for the
visualization and downstream processes, complementary formats in order to
exchange meta data, structure data and kinematics data as well as open and stan-
dardized formats to reduce total cost of ownership and to minimize dependency of
single vendors [26, 28, 29]. At this time, commercial formats JT and 3D PDF fulfil
most of criteria and can be included in many industrial workflows [30, 31].

After these very promising, aforementioned achievements, the activities on the
subject of lightweight visualization based on JT and 3D PDF have already reached
a good level of maturity, encouraging the wide range of companies and users. The
capabilities of JT are proven by benchmark which runs every year. Furthermore, its
benefits were evaluated in many applications. The sum of software adopters
increases continuously.
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Further integration with the accompanying format STEP AP242 is the major
forthcoming task for JT development (Fig. 11.19). Although first applications
creating or using STEP AP242 XML as an out- or input format are already available
today, the wide usage will be announced in the next years [32]. The future data
exchange process will adopt JT as well as STEP AP242, ensuring the exchange of
whole complex products at all stages of product and process development. Further
development is preserved by international bodies which include implementer fora.
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Chapter 12
Reverse Engineering

Goran Šagi, Zoran Lulić and Ivan Mahalec

Abstract One of the most time-consuming aspects of creating 3D virtual models is
the generation of geometric models of objects, in particular if the virtual model is
derived (digitized) from a physical version of the object. A variety of commercially
available technologies can be used to digitize objects at the molecular scale but also
multi-storey buildings or even planets and stars. The process of 3D digitizing basi-
cally consists of a sensing phase followed by a rebuild phase. The sensing phase
collects or captures raw data and generates initial geometry data, usually as a 2D
boundary object, or a 3D point cloud. Sensing technologies are based on tracking,
imaging, and range finding or their combination. The rebuild phase is internal pro-
cessing of data into conventional 3D CAD and animation geometry data, such as
NURBS and polygon sets. Finally, in most cases, the digitized objects must be
refined by using the CAD software to gain CADmodels of optimal quality which are
needed in the downstream processes. Leading CAD software packages include
special modules for such tasks. Many commercial vendors offer sensors, software
and/or complete integrated systems. Reverse engineering focuses not only on the
reconstruction of the shape and fit, but also on the reconstruction of physical prop-
erties of materials and manufacturing processes. Reverse engineering methods are
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applied in many different areas, ranging from mechanical engineering, architecture,
cultural heritage preservation, terrain capture, astronomy, entertainment industry to
medicine and dentistry.

Keywords Reverse engineering � Scanning methods � Shape reconstruction �
Feature reconstruction � Innovative design � Intellectual property protection

12.1 Introduction

Engineering is the process of designing, manufacturing, assembling, and main-
taining products and systems. There are two types of engineering: forward engi-
neering and reverse engineering. Forward engineering (FE), or engineering design,
is a process of creating a new part or a complete product, applying imagination,
creativity and originality. Reverse engineering (RE) is a process of duplicating an
existing part, assembly, or product, generally without any technical documentation.
Chikofsky and Cross [1] defined RE as “the process of analysing a subject system
to—identify the system’s components and their interrelationships and—create
representations of the system in another form or at a higher level of abstraction”.
Wang [2] described RE as “a process of measuring, analysing, and testing to
reconstruct the mirror image of an object or retrieve a past event. It is a technology
of reinvention, a road map leading to reconstruction and reproduction. It is also the
art of applied science for preservation of the design intent of the original part”.
Pham and Hieu [3] defined RE “as a process of analysing an object or existing
system (hardware and software) to identify its components and their interrelation-
ships and to investigate how it works to redesign or produce a copy without access
to the design from which it was originally produced”. The focus of this chapter is on
the acquisition of the shape of an industrial product.

Many modern machines were invented with inspiration from nature, or rein-
vented through reverse engineering based on what was observed in nature. The
airplane is one of the most noticeable examples. One of the widely cited reverse
engineering examples in the military is the Soviet Tupolev Tu-4 bomber. During
World War II, three battle-damaged U.S. B-29 Superfortress bombers made
emergency landings in the Soviet Union. Although most airplanes can be distin-
guished from one another by their respective characteristics, the similarity between
the general characteristics of the B-29 and the Tu-4 bomber (Fig. 12.1) has led to a
conclusion that the Tupolev Tu-4 was a replica of the B-29 [2].

Nowadays, a three-dimensional geometric model is widely used in engineering.
It is an intermediate representation shared among the participants in the product
creation process and it contains the semantic information needed in the singular
steps (e.g. simulation parameters, materials, tolerances and manufacturing entities).
If the subject is an existing product whose digital model is unavailable, it is nec-
essary to first rebuild it with appropriate reverse engineering techniques. For many
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years, reverse engineering methods have found wide application in manufacturing,
industrial design and reverse innovative design (RID).

Answers to the questions why RE is needed and what is its role in Concurrent
Engineering can be found in Sect. 12.2, accompanied with related studies. The RE
process, data acquisition process and the most common non-contact scanning
methods are described in Sect. 12.3. Importance of material characteristics, dura-
bility and life limitations are given in Sect. 12.4. Tools for RE, especially software
tools for data processing, are presented in Sect. 12.5. Section 12.6 presents appli-
cations of the RE methods in different areas: automotive industry, railways,
machinery, architecture, archaeology and medicine. Ethical and legal issues con-
sidering RE are discussed in Sect. 12.7, followed by brief conclusions and an
outlook.

12.2 Background and Related Work

RE allows the duplication of an existing part by capturing its physical dimensions,
features and material properties. The challenge for RE is to reproduce this part with
an equivalent or preferably better functionality at lower costs. RE usually offers a
good value for money only if the items to be reverse engineered reflect high
development costs or will be reproduced in large quantities. But even if it is not cost
effective, RE is sometimes the best choice for engineers who have to carry out a
task of producing, for example, a part which is indispensable and crucial to the
system. Furthermore, RE allows the study into an unknown or malfunctioning
system to be carried out in order to enhance its efficiency and reliability. As to why
the use of RE might be the best solution for accomplishing an engineering task,
Raja [4, 5] and other authors quote the following:

• The original part or its design data are no longer available, but a customer needs
the product for repair.

• Creating data to refurbish or manufacture a part for which there are no CAD
data, or for which the data have become obsolete or lost.

• Inspection and Quality Control—Comparing a fabricated part to its CAD
description or to a standard item.

• Some bad features of a product need to be improved, e.g. excessive wear.

Fig. 12.1 Boeing B-29 superfortress bomber (left) and tupolev Tu-4 bomber (right)
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• Analysing the good and bad features of competitors’ products.
• Exploring new avenues to improve product performance and features.
• Creating 3D data from an individual model or sculpture for animation in games

and movies, or to create, scale, or reproduce artwork.
• Fitting clothing or footwear to individuals and determining the anthropometry of

a population.
• Architectural and construction documentation and measurement.
• Generating data to create dental or surgical prosthetics, tissue engineered body

parts, or for surgical planning.
• Documentation and reproduction of crime scenes.

12.2.1 Reverse Engineering in Concurrent Engineering

Although reverse engineering techniques have been applied in very different areas,
they are applied in a similar manner. RE not only helps to rapidly reproduce a
competitive product, but can also be used to study the behaviour of an existing
system. In the forward development process, Müller et al. [6] proposed to apply
simultaneously reverse engineering and forward engineering to achieve a more
complete understanding of the system. In this way, RE reduces the number of faults
in the development process and speeds up significantly the development of our own
new products. Performances, accuracy and speed of various RE techniques depend
crucially on the applied scanning method (Table 12.1).

12.2.2 Related Work

The area of reverse engineering is developing in several directions: development
of new methods and technologies, improvement of tools for data acquisition
(hardware) and data processing (software) in terms of the accuracy and acceleration
of the process itself, and usage of RE methods in new applications. Several
important papers deal with the development in each of these areas.

A comprehensive overview of the state of the art of 3D sensing techniques and
devices, their applications in a wide range of measurement problems in industry,
cultural heritage, medicine and forensics can be found in [8]. The authors present an
overview of techniques and sensors for the optical 3D measurement of surfaces and
evaluate different approaches to highlight which method can be used and what are
its main applications. They also give an insight into the results achieved in the
mentioned applications. The overview of systems proposed in this paper yields a
number of conclusive remarks. The first one concerns the cost of the equipment for
3D acquisition. The second remark concerns the fact that the use of 3D acquisition
is not a trivial task: the systems are still rather complex to use and need skilled
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personnel to operate them. The third remark, which is crucial from the metrologist’s
viewpoint, is the need for norms to guarantee the traceability of 3D measurements
to recognised standards. As 3D acquisition is rather new, these norms are not yet
mature. The final remark concerns the fact that 3D systems, in many complex
metrological issues, may not represent the solution to the problem when used alone.
The concurrent use of combinations of contact and non-contact systems, including
3D systems, may be required for a full metrological solution. The most common RE
methods are described in Sect. 12.3, and applications of the methods in different
areas in Sect. 12.6.

Table 12.1 Three RE types based on the end-use applications and technical requirements

RE types Objectives and technical requirements

Industrial reverse
engineering

Aim: Reconstruction of 3D geometrical models of physical
objects for engineering design, CAD-CAM-CAE-CNC-RP-
RP&T
Product development
Quality control and dimensional inspection
Typical object size: from 200 × 200 × 200 mm to
500 × 500 × 500 mm
Accuracy requirement:
Typically from ±20 to ±50 μ
In mould and tooling and in micro-manufacturing:
up to (1 to 5) microns
In ship building and aeronautic industry: quite flexible,
depending on the size of objects and their functions

Artistic and architectural
reverse engineering

Aim: 3D geometrical modelling and control of objects
Field: Topography, architectural and facade measurements,
as-built surveying, archaeology and cultural heritage
documentation and city modelling
Fashion and arts: 3D art modelling, portrait sculpturing
and prototyping
3D graphics and animations: virtual reality, games and films
Object size: from 10 × 10 × 10 mm to large topographic areas
Accuracy: Low in comparison with industrial RE. Outside
appearance, the general shape and forms of objects have
priority over accuracy

Medical reverse engineering
(MRE)

Aim: Medical application development and research. It is
normally involved in using patient data or biomedical objects
to reconstruct 3D models of anatomical structures and objects
of interest for the development of different medical products,
applications, and biomedical research
Accuracy (depending on specific applications):
For the personalised cranio-maxillofacial implants, bio-models
and training models, the accuracy requirement is not very
stringent compared to industrial RE, i.e. it is up to hundred(s)
of microns
For surgical tools and functional implants such as spine, hip
and knee implants, the accuracy requirement is very stringent

Derived from [3, 7]; CAE computer-aided engineering, CNC computer numerically-controlled
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An analysis of a digitization system on the basis of its accuracy, effectiveness
and the quality of distribution of points and triangular meshes in the field of reverse
engineering can be found in [9]. The actual experimentation with simple or com-
plex objects and different materials yields results that, in some cases, refute the
effectiveness of those systems. In order to help in choosing a digitization system on
the basis of its accuracy and the quality of distribution of points and triangular
meshes, the authors compared a few digitization techniques. It is shown that
measurements on real calibrated pieces and with different materials give greater
uncertainties than those given by the manufacturers. According to the authors, the
quality of the scanning system has been divided into: the accuracy of digitization,
the digitization of the piece, the distribution of points, the roughness of the mesh,
the mesh of edges and holes without meshing.

In [10], the authors evaluate recent advances in data acquisition and processing,
and provide an overview from a manufacturing perspective. Success of generating a
virtual representation of a physical object from a dataset of point clouds relies on
reliable algorithms and tools. Whereas 3D scanners have become powerful, the
performances of the corresponding software tools are perceived as unsatisfactory.
Commercial 3D modelling tools lack the ability to deal with large amounts of data.
End users often wish to automatically process a wide range of objects, possibly
from a variety of data capture devices with different characteristics, to produce
models in a variety of representations and accuracies. Many effective methodolo-
gies have been developed to solve various problems involved in data acquisition
and processing. But without a sound background knowledge of mathematics and
computer science, it is often hard to understand theoretical fundamentals of the
methodologies. The authors give an overview of software tools for data processing
through data filtering, data registration and integration, feature detection, 3D
reconstruction, surface simplification and segmentation. Also, the authors list
available 3D scanners, their manufacturers and stand-alone 3D data processing
software tools. Tools, especially software tools for data processing, are presented in
detail in Sect. 12.5.

Surface reconstruction from point clouds is fundamental in many applications. A
brief overview of surface reconstruction methods and a literature review are
available in [10]. In the topic of surface reconstruction and speeding up the process
of data processing, there is still a lot of room for improvement. Many researchers
are involved in this specific area. In [11], the authors proposed a surface meshing
method capable of dealing with a great variety of surfaces such as those which are
closed or not, orientable or not, uniformly sampled or not, with non-manifold
intersections or without. The current implementation of the proposed method is
roughly as fast as other recent popular methods. A new high-performance method
for triangular mesh generation based on a mesh-growing approach is proposed in
[12]. The performance of the proposed method has been compared with the per-
formance of reference method with applications of the mesh-growing approaches to
some benchmark point clouds and artificially noised test cases. The results show
that the proposed method is competitive in terms of tessellation rate, quality of the
generated triangles and produced defectiveness. In [13], the authors proposed a
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robust algorithm to surface reconstruction. The robustness of the proposed method
and some other methods is demonstrated on several examples with noise and
invalid data and with dense point clouds. In spite of limited application with respect
to the size of the input point cloud, both in running times and memory use, the
proposed method is proved to be a versatile tool for surface reconstruction.

Application of reverse engineering methods to new areas is shown on the
example of new design methodology called RID proposed in [14]. RID method-
ology comprises advanced design methodologies that facilitate the acquisition of
design knowledge and creative ideas for later reuse. RID is an integrated digital
design methodology incorporating digitizing, modelling with shape and product
definition parameters, CAE analysis-based product optimization and rapid proto-
typing (RP). Figure 12.2 shows a comparison between the workflows of conven-
tional RE and RID. The core of RID is the feature based parametric solid model
constructed from scanned data, for analytically shaped models as well as models
with freeform shapes. For analytically shaped models, features with natural defi-
nition parameters will be extracted with remaining freeform shapes fitted. Since
freeform shapes stand at the centre of RE historically, the ability to generate
parametric models with product definition parameters from models with freeform
shapes is essential.

In [15], the authors present a new technique for reconstructing a single shape and
its deformation (non-rigid motion) from a temporal sequence of point clouds from
real-time 3D scanner data. In addition, the authors give a brief overview of related
work in reconstructing correspondences of time variant geometry, review the related
work in the area of deformation modelling and compare it to the proposed technique.
The authors apply the technique to several benchmark data sets, increasing signif-
icantly the complexity of the data that can be handled in comparison to the previous
work, while at the same time improving the reconstruction quality.

Review and classification of methods for the acquisition of surface geometry or
volumetric descriptions of objects or phenomena with complex optical character-
istics (transparent, specular, etc.) can be found in [16]. While the 3D acquisition of
opaque surfaces is a well-studied problem, transparent, refractive, specular and

Conventional RE Workflow

3D digitizing

Surface reconstruction

3D CAD solid modeling

PR, NC, Drawing

Product

RID process

Parametric feature
building / extraction

Point Cloud Mesh model

Innovative design &
Design optimization

Nature parameters /
Product parameters

Solid model

New solid model

CAE analysis

PR, NC, Drawing

Product

New Design

Clay Model Physical Object

Solid model

3D digitizing
Clay Model Physical Object

Fig. 12.2 Workflow of conventional RE versus RID [14]
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potentially dynamic scenes pose difficult problems for acquisition systems. The
acquisition of digital models of such objects is far from being a solved problem.
This report is providing a reference for and an introduction to the field of the
transparent and the specular object reconstruction. Figure 12.3 shows an example of
transparent object scanning.

12.3 Methods of Reverse Engineering

When the shape of an object should be reconstructed without access to its design, a
RE process has to be applied. The selection of RE technology depends on various
factors: size of the object, its complexity, its material (hard or soft), its finish
(shiny or dull), its geometry (internal or external), the required accuracy, etc.

12.3.1 Reverse Engineering Process

The RE process consists of three phases: object scanning, point processing and
generation of 3D geometrical model (Fig. 12.4). The first phase, i.e. data acquisi-
tion, is a crucial part of RE. In this phase RE hardware is used to collect geometric
data that represent a physical object. The outputs are point clouds or 2-D cross-
sectional images that define the scanned object geometry. RE data produced by RE
hardware are transformed into a 3D geometric model by using the RE software. The
final outputs of this data processing are a polygon mesh or a NURBS mesh
(non-uniform rational B-splines mesh). Polygon models, usually in the STL,
VRML, or DXF format, are used for RP, laser milling, 3D graphics, simulations
and animations. NURBS surfaces or solids are used in computer-aided design,
manufacturing and engineering applications (CAD-CAM-CAE).

1. 3D Scanning: In recent years, an enormous number of various scanning tech-
nologies for capturing the shape of a physical object have been made available
at reasonable prices. The selection of appropriate tools and techniques has
become very challenging. The starting point for all of them is the acquisition of

Fig. 12.3 Fluorescent immersion range scanning. A photograph of an acrylic glass object (left), a
direct volume rendering of a recovered voxel model (middle, left), a cut-away iso-surface view
(middle, right) and a realistic rendering (right) [16]

326 G. Šagi et al.



a set of X-Y-Z coordinates in space, called point clouds, in one of the conve-
nient output formats. The clouds are then processed in the second phase of RE
process to provide an applicable output for the re-creation of the scanned object.

2. Data Processing: This phase involves importing the point cloud data, reducing
the noise in the data collected and reducing the number of points [4]. These
tasks are performed using a range of predefined filters. It is extremely important
that the users have very good understanding of the filter algorithms so that they
know which filter is the most appropriate for each task. This phase also allows
us to merge multiple scan data sets. Sometimes, it is necessary to take multiple
scans of the part to ensure that all required features have been scanned. This
involves rotating the part; hence each scan datum becomes very crucial. Mul-
tiple scan planning has a direct impact on the point processing phase. Good
datum planning for multiple scanning will reduce the effort required in the point
processing phase and also avoid introduction of errors from merging multiple
scan data. A wide range of commercial software is available for point pro-
cessing. The output of the point processing phase is a point cloud data set in the
most convenient format.

3. Generation of 3D Model: The generation of 3D surface or solid CAD models
from point data is probably the most complex activity within RE because potent
surface fitting algorithms are required to generate surfaces that accurately rep-
resent the three-dimensional information described within the point cloud data
sets. Most CAD systems are not designed to display and process large amounts
of point data; as a result, new RE modules or discrete software packages are
generally needed for point processing [4]. The RE software allows the user also
to compare the two different data sets. This process is very useful for inspections
of manufactured parts. In such cases, the designed CAD model is imported by
appropriate software and overlaid with the scanned point cloud data set of the
machined part.

3D Scanning

Polygon Models: STL – VRML – DXF
(Rapid Prototyping, Laser Milling, 3D-Graphics, ...)

NURBS: Surfaces or Solids (CAD – CAM – CAE) Inspection with CAD Model

Polygonisation

Point Cloud or 2D-Cross Sectional Images Multiple Scan Aligment

1. Scanning

2. Data Processing

3. Generation of 3D Model

Fig. 12.4 The generic process of reverse engineering. Adapted from [4]
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12.3.2 Data Acquisition

The taxonomy of hardware used for collecting geometric data of an explored object
is shown in Fig. 12.5. There are two main non-destructive technologies for RE data
acquisition: contact and non-contact.

When contact technology is used for scanning, tactile measurement machines
(Fig. 12.6) have to touch the object of interest to measure its geometry [4]. In such a
case either the object or the measurement probe could be damaged. Some com-
mercial coordinate measuring machine (CMM) systems claim to be non-contact
devices, but they still require a measurement probe to be quite close to the point of
measurement, just not touching it. On the other hand, non-contact optical systems
make measurements at some standoff distance. Furthermore, if the temperature of
the surface is too hot or too cold, the heat transfer could damage the measurement
probe. With a touch probe, a CMM (or a user) must carefully select a measurement
path that properly covers the surfaces of an object but that avoids wedging the
probe into tight spaces. The CMM must use a path that covers the object and yet
obeys the physical constraints imposed by the interaction between the object and
the probe. In practice, however, due to their disadvantages, optical 3D scanning
systems are less used than CMMs. One of the most significant features is accuracy.
Ultrahigh accuracy CMMs work in the 1–2 μm range, and more moderate CMMs
(in terms of cost) in the 10–20 μm range. Computer vision methods cannot compete
—as of yet—with these levels where most systems operate in the submillimeter
range of accuracy. The trend, however, indicates that CMMs have plateaued. Only a
few microns difference in accuracy can result in more than a €100 K increase in
cost. On the other hand, computer vision research indicates that greater accuracy is
yet to come with more precise lasers and higher resolution imaging sensors.

3D acquisition

Contact Non-contact

Jointed arm CMM Reflective Transmissive

Optical

Active Passive

Non-optical

Microwave radar Sonar

CT MRI

Laser triangulation

Time of flight

Structured light

Shape from shadows

Interferometry

Shape from focusing

Shape from shading

Shape from stereo (stereo version)

Shape from texture

Photogrammetry

Shape from focusing

Fig. 12.5 A taxonomy of scanning hardware according to [3, 8, 17]
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Contact scanners employ contact probes that automatically follow the contours
of a physical surface (Fig. 12.7). In the current marketplace, contact probe scanning
devices are based on CMM technologies, with a tolerance range of +0.01 to
0.02 mm. However, depending on the size of the part scanned, contact methods can
be slow because each point is generated sequentially at the tip of the probe. Tactile
device probes must deflect to register a point; hence, a degree of contact pressure is
maintained during the scanning process. This contact pressure limits the use of
contact devices because soft, tactile materials such as rubber cannot be easily or
accurately scanned.

Fig. 12.6 Multi-axis tactile measurement machines: Spin Arm M, 7-axis articulated measurement
arm and Crysta Apex, 3-axis CNC CMM (both from Mitutoyo)

Touch Probe Laser

Missed Feature

C

Fig. 12.7 Contact versus non-contact sensing: the scanning probe cannot touch the sharp inside
corner C, and the laser beam missed vertical walls parallel to laser axis [4]
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Contact methods use sensing devices with mechanical arms, CMMs and com-
puter numerical control (CNC) machines, to digitize a surface. There are two types
of data collection techniques employed in contact methods:

1. Point-to-point sensing with touch-trigger probes and
2. Analogue sensing with scanning probes.

In the point-to-point sensing technique, a touch-trigger probe is used that is
installed on a CMM or on an articulated mechanical arm to gather the coordinate
points of a surface [18]. A manually operated, articulated mechanical arm with a
touch-trigger probe allows multiple degrees of freedom (DOF) of movement to
collect the measurement points (Fig. 12.6, left). A CMM with a touch-trigger probe
can be programmed to follow planned paths along a surface. A CMM provides
more accurate measurement data compared to the articulated arm. However, the
limitation of using a CMM is the lack of number of DOF so that a CMM cannot be
used to digitize complex surfaces in the same way as an articulated arm. In ana-
logue sensing, a scanning probe installed on a CMM or CNC machine is used
(Fig. 12.6, right). The scanning probe provides a continuous deflection output that
can be combined with the machine position to derive the location of the surface.
When scanning, the probe stylus tip contacts the feature and then moves continu-
ously along the surface, gathering data as it moves. Therefore, throughout the
measurement, it is necessary to keep the deflection of the probe stylus within the
measurement range of the probe. The scanning speed in analogue sensing is up to
three times faster than in point-to-point sensing. The more advanced CMM systems
allow operators to upload a CAD model of the object and then the CMM uses this
model for the path planning strategy. The CMM will analyse the CAD model to
identify critical points and regions.

Non-contact Scanners: A variety of non-contact scanning technologies available
on the market capture data with no physical part contact [4]. Non-contact devices
use lasers, optics and charge-coupled device (CCD) sensors to capture point data.
Although these devices capture large amounts of data in a relatively short period of
time, there are a number of issues related to this scanning technology:

• The typical tolerance of non-contact scanning is within ±0.025 to 0.2 mm.
• Some non-contact systems have problems generating data describing surfaces,

which are parallel to the axis of the laser beam (Fig. 12.7).
• Non-contact devices employ light within the data capture process. This creates

problems when the light impinges on shiny surfaces, and hence some surfaces
must be prepared with a temporary coating of fine powder before scanning.

These issues restrict the use of remote sensing devices to areas in engineering
where the accuracy of the information generated is secondary to the speed of data
capture. However, as research and laser development in optical technology con-
tinue, the accuracy of the commercially available non-contact scanning device is
beginning to improve (Table 12.2).
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12.3.3 Optical Scanning Methods

There is a remarkable variety of 3D optical techniques, and their classification, as
given in Fig. 12.5, is not unique. In this section, some of the more prominent
approaches are briefly explained and compared (Table 12.3).

Active optical devices are based on an emitter, which produces some sort of
structured illumination on the object to be scanned, and a sensor, which is typically
a CCD camera and acquires images of the distorted pattern reflected by the object
surface [17]. In most cases the depth information is reconstructed by triangulation
(Fig. 12.8), given the known relative positions of the emitter-sensor pair. The
emitter can produce coherent light (e.g. a laser-beam) or incoherent light; in both
cases, a given light pattern (point-wise, stripe-wise or a more complex pattern) is
projected on the object surface. Different technologies have been adopted to

Table 12.2 Advantages and disadvantages of the contact and non-contact techniques [7]

Technique Advantages Disadvantages

Contact High accuracy
Low-costs
Ability to measure deep slots and pockets
Insensitivity to colour or transparency

Slow data collection
Distortion of soft
objects by the probe

Non-contact No physical contact
Fast digitizing of substantial volumes
Good accuracy and resolution for common
applications
Ability to detect colours
Ability to scan highly detailed objects where
mechanical touch probes may be too large to
accomplish the task

Possible limitations for
coloured or transparent
or reflective surfaces
Lower accuracy

b
β

θ

α

a

c

Emitter

A

B(C)

C

Optics

Sensor

Sampled
point

Image plane

Object’s surface

Fig. 12.8 A scheme of a typical optical scanner, where the 3D positions of the sampled points are
computed by triangulation given the sampled point projection B(C) on the sensor plane and the
known relative position/orientation of the emitter and the sensor [17]
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produce the structured light pattern: laser emitters, custom white light projectors
(which can filter light by means of a glass slide with a stripe pattern engraved via
photo-lithography), low cost photographic slide projectors and finally digital video
projectors.

Passive methods reconstruct a 3D model of an object by analysing the images to
determine coordinate data [3]. It is similar to (active) structured-light methods in its
use of imaging frames for 3D reconstruction; however, in passive methods, there is
no projection of light sources onto the object for data acquisition. The typical
passive methods are shape from shading and shape from stereo.

Laser triangulation method is a technique which uses the law of sine to find the
coordinates and distance of an unknown point by forming a triangle with it and two
known reference points [2]. In Fig. 12.8, A and B are the two reference locations
given by the camera and the sensor locations, and C is the location of the object
point of interest. The distance from A to B can be measured as c, and the angles α
and β can also be measured. Following the law of sine the distances a and b can be
calculated. The coordinates of A and B are known, then the coordinate of C can also
be calculated. The same principle is employed in various other scanning methods.

Time-Of-Flight (TOF) method uses the radar time-of-flight principle [8]. The
emitter unit generates a laser pulse, which impinges onto the target sur-
face (Fig. 12.9). A receiver detects the reflected pulse, and suitable electronics
measures the roundtrip travel time of the returning signal and its intensity.
Reflective markers must be put on the target surfaces. The measurement resolutions
vary with the range. For large measuring ranges (15–100 m), time-of flight sensors
give excellent results. On the other side, for smaller objects, about 1 m in size,
attaining 1 part per 1,000 accuracy with time-of-flight radar requires very high
speed timing circuitry, because the time differences are extremely short. In many
applications, the technique is range-limited by allowable power levels of laser
radiation, determined by laser safety considerations. Additionally, time-of-flight
sensors face difficulties with shiny surfaces, which reflect little back-scattered light
energy except when oriented perpendicularly to the line of sight.

Time 
difference

Laser pulse

Object
r

Detector

Point laser

Initial
time

P
Phase 

difference
Laser light

wave

Object
r

Detector

Point laser

Initial
phase

P

Fig. 12.9 Time-Of-Flight system (TOF) (left) measures the time required for a laser pulse to travel
to and return from an object. Continuous wave system (right) is a variation on the TOF method:
distance is computed by comparing the phase shift between an emitted wavelength and the
received light [18]
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Structured-light systems project a predetermined pattern of light onto the
object, at a known angle. An image of the resulting pattern, reflected by the surface,
is captured, analysed and the coordinates of the data point on the surface are
calculated by using a triangulation method. The light pattern can be (i) a single
point; (ii) a sheet of light (line); and (iii) a strip, grid, or more complex coded light
(Fig. 12.10). The CCD camera, the object and the light source form the triangu-
lation geometry (Fig. 12.11). The accuracy of these methods is primarily a function
of the camera resolution and secondarily of geometric dimensions and illumination
precision. System geometry and illumination are not as critical. Thus, structured-
light systems offer a more practical solution than passive stereographic systems in
achieving the accuracy necessary for an RE system.

The most commonly used pattern is a sheet of light, generated by fanning out a
light beam. To improve the capturing process, the light pattern containing multiple
strips is projected onto the surface of an object. The strips must be coded to enable
the recording without ambiguity. Structured-light systems have the following strong
advantages compared to laser systems: (i) the data acquisition is very fast (up to
millions of points per second), (ii) colour texture information is available, (iii)
structured-light systems do not use a laser and because of that they have the
advantage of being inherently eye-safe. These features have resulted in favouring
structured-light systems for digitizing images of human beings.

Moiré interferometry is used to measure tiny deformations of solid bodies,
caused by mechanical forces, temperature changes, or other environmental changes
[20]. It has been applied for studies of composite materials, polycrystalline mate-
rials, layered materials, piezoelectric materials, fracture mechanics, biomechanics,
structural elements and structural joints. It is practiced extensively in the micro-
electronics industry to measure thermally induced deformation of electronic
packages. Moiré interferometry combines the simplicity of geometrical moiré with
the high sensitivity of optical interferometry, measuring in-plane displace-
ments (Fig. 12.12). It is characterised by a list of excellent qualities. Moiré inter-
ferometry has a proven record of applications in engineering and science.

Image plane
Object

Single dot Image plane
Object

Grid patterns

Fig. 12.10 Different light patterns used in structured-light techniques [3]
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12.3.4 Other Non-contact Scanning Methods

Computer Tomography (CT) allows three-dimensional visualization of the in-
ternals of an object. It provides a large series of 2D X-ray cross-sectional images
taken around a single rotational axis [3]. By projecting a thin X-ray or Y-ray beam
through one plane of an object from many different angles and measuring the
amount of radiation that passes through the object along various lines of sight, a
cross-sectional image for the scanned surface is reconstructed (Fig. 12.13). CT is
widely used for medical applications; however, it has been extended and adapted to

Image Image

Silhouette

Object

Second point of observationCamera (point of observation)

Cone
Cone

Fig. 12.11 A simple approach to recover the shape of an object: shape from contours (or
silhouettes). The silhouette and the point of observation for each view form a cone containing the
object. The intersection of multiple cones is an estimate of object shape. Shape from contour
techniques, however, fail at recovering object concavities [19]
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Fig. 12.12 Schematic diagram of four-beam moiré interferometry [20]
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a wide variety of industrial and 3D modelling tasks. Today, high-resolution X-ray
CT and micro CT scanners can resolve details as small as a few tens of microns,
even when imaging objects are made of high-density materials. It is applicable to a
wide range of materials, including rock, bone, ceramic, metal and soft tissue.

Table 12.3 Comparison of optical range imaging techniques [8]

Technology Strenth Weakness

Laser
triangulators

Relative simplicity
Performance generally
independent of ambient light
High data acquisition rate

Safety constraint associated with
the use of laser source
Limited range and measurement
volume
Missing data in correspondence
with occlusions and shadows
Cost

Photogrammetry High data acquisition rate
Simple and inexpensive
High accuracy on well-defined
targets

Computation demanding
Sparse data covering
Limited to well defined scenes
Low data acquisition rate

Time-of-flight Medium to large measurement
range
Good data acquisition rate
Performance generally
independent of ambient light

Cost
Accuracy is inferior
to triangulation at close ranges

Structured light High data acquisition rate
Intermediate measurement
volume
Performance generally dependent
of ambient light

Safety constraints, if laser based
Computationally middle-complex
Missing data in correspondence
with occlusions and shadows
Cost

Stereo vision Simple and inexpensive
High accuracy on well-defined
targets

Computation demanding
Sparse data covering
Limited to well defined scenes
Low data acquisition rate

Interferometry Sub-micron accuracy
in micro-ranges

Measurement capability limited
to quasiflat surfaces
Cost
Limited applicability in industrial
environment

Moiré fringe
range contours

Simple and low cost
Short ranges

Limited to the measurement
of smooth surfaces

Shape from
focusing

Simple and inexpensive
Available sensors for surface
Inspection and microprofilometry

Limited fields of view
Non-uniform spatial resolution
Performance affected by ambient
light

Shape
from shadows

Low cost
Limited demand for computing
power

Low accuracy

Texture gradients Simple and low cost Low accuracy

Shape
from shading

Simple and low cost Low accuracy
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Magnetic Resonance Imaging (MRI) is a state-of-the-art imaging technology
that uses magnetic fields and radio waves (Fig. 12.14) to create high-quality, cross-
sectional images of the body without using radiation [3]. When hydrogen protons in
the human body are placed in a strong magnetic field, by sending in (and stopping)
electromagnetic radio-frequency pulses, the protons emit signals. These signals are
collected and processed to construct cross-sectional images. Compared to CT, MRI

Detector arrayCollimator

X-ray beam An object rotates 
in X-ray beam

Cross-sectional image

Fig. 12.13 Working principle of a CT scanner [3] and CT scanner for medical applications

Fig. 12.14 Magnetic resonance imaging (MRI): scanner and gradient magnets [21]

Fig. 12.15 The ATOS measurement (above, left), the 3D models made up of the STL files (above,
right), a 3D model of the racing vehicle for the Croatian Dakar Rally Team (down) [23]
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gives superior quality images of soft tissues such as organs, muscle, cartilage,
ligaments and tendons in many parts of the body.

CT and MRI are powerful techniques for medical imaging and reverse engi-
neering applications; however, they are the most expensive techniques in terms of
both hardware and software for data processing (Table 12.4).

12.4 Material Characteristics, Durability and Life
Limitation

Material characteristics are the cornerstone for material identification and perfor-
mance evaluation of a part made by using reverse engineering [2]. The determi-
nation of relevant material characteristics and their equivalency requires a
comprehensive understanding of the material and the functionality of the part that
was made of this material. To convincingly argue which of the mechanical, met-
allurgical and physical properties are the most relevant material properties that need
to be evaluated in a reverse engineering project, the engineer has to carry out at least
the following elaboration:

1. Property criticality: Explain how critical this relevant property is to the part’s
design functionality.

2. Risk assessment: Explain how this relevant property will affect the part per-
formance, and what the potential consequence will be if this material property
fails to meet the design value.

3. Performance assurance: Explain what tests are required to show the equivalency
to the original material.

Table 12.4 Comparison of
performances of various
non-contact scanning
technologies. Data extracted
from [3]

Technology Accuracy Speed (points/s)

Laser triangulation 8 μm–5 mm 6,666–256,000

Structured light 0.025–0.070 mm 6,666–442,368

Time-of-flight 0.025–25 mm 1,750–200,000

Interferometry 0.5 μm–0.6 mm 850–1,857,142

Computer
tomography

5 μm–0.25 mm 18,641–154,202

Fig. 12.16 The TRITOP/ATOS measurement (left), a CAD model of the new rear door opening
mechanism (right) [23]
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Mechanical properties include ultimate tensile strength, yield strength, ductility,
fatigue endurance, creep resistance and stress rupture strength. Metallurgical
properties refer to the physical and chemical characteristics of metallic elements
and alloys, such as the alloy microstructure and chemical composition. Physical
properties usually refer to the inherent characteristics of a material (i.e. density,
melting temperature, heat transfer coefficient, specific heat, electrical conductivity,
etc.).

Many mechanical components have life limits in their service due to the dete-
rioration of their durability over time. Although it is more technically challenging to
reverse engineer a life-limited part, market demands and higher profit margins
provide strong incentives for their reproduction using reverse engineering. The life
cycle of a part is determined either by the total load cycles the part has experienced
or by the total time period the part has been placed in service. The reverse engi-
neered parts are expected to maintain the same level of safety attributable to the
integrity of materials and machine functionality. A mechanical component usually
fails due to excessive elastic deformation, excessive plastic deformation, fracture,
environmental effects or a combination of these factors. The prevention of part
failure requires full knowledge of material characteristics, loading condition and
service environment. A thorough understanding of the part design functionality and
operation is critical for reproducing an equivalent mechanical component using
reverse engineering.

Fatigue is a dynamic and time-dependent phenomenon. When a component is
subject to alternating stresses repeatedly, it fails at a much lower stress than the
material yield strength due to fatigue. Most mechanical failures are related to
dynamic loading; therefore, the safety assessment in fatigue life plays a critical role
in reverse engineering.

The performance of a reverse engineered part compared to its original equipment
manufacturer (OEM) counterpart is vitally critical to the success of a reverse
engineering project. The performance of these parts is usually evaluated based on
three primary criteria: engineering functionality, marketability and safety. From an
engineering functionality perspective, part performance is judged based on its
structural integrity and system compatibility [2].

12.5 Tools for Reverse Engineering

Although the domain of RE is very broad, as mentioned in Sect. 12.3.1, a con-
ventional RE process involves the following three steps [14]:

1. 3D scanning of physical projects, typically generating a point cloud.
2. Data processing such as noisy data removal, registration, sampling, smoothing,

topology repair and hole-filling.
3. Surface reconstruction from mesh or point cloud by direct surface fitting or

surface reconstruction through curves such as section curves and feature lines.
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Data acquisition and data processing include both hardware and software tools
and the results of RE are usually surfaces that need to be imported into a 3D CAD
software. A hardware system acquires point clouds or volumetric data by using
established mechanisms or phenomena for interacting with the surface or volume of
an object of interest. There are many types of 3D scanning or data acquisition
systems available, as shown in Sect. 12.3.2, which differ in their characteristics such
as accuracy, speed, working volume, environmental operating constraints, reli-
ability, cost, etc.

A software system processes raw point clouds or volumetric data and transfers
them into a virtual representation of the object such as surfaces and features. One of
the critical tasks of vision-based manufacturing applications is to generate a virtual
representation and its success relies on reliable algorithms and tools. Processing of
raw scanned data or data cleaning is very important since curves and reconstructed
surfaces are based on the mesh model. Data processing and surface reconstruction is
the centre piece of a RE process. The interpretation of raw data to a required
computer model is a complicated process, and it involves the following typical
issues [10]:

Data Filtering: Raw data include noise, distorted and invalid data caused by the
hardware system and/or the environment. The acquired data must be filtered to
eliminate invalid data. Point data can be invalid due to many reasons, often caused
by reflectivity of surface elements, objects in the background, moving objects,
atmospheric effects, bright objects, etc. The elimination process often has to be
done interactively since no automatic method can foresee all possible causes.
The acquired data also may be filtered to reduce the level of noise caused by the
precision of the data acquisition system or to reduce the number of points in a dense
area.

Data Registration and Integration: Registration and integration are needed for
two different purposes, first, the combination of several point clouds taken from
different observation points and second, the referencing of the object in a global
coordinate system. A vision device can capture the surface facing the device in the
field of view. Therefore, multiple views are needed to acquire data over the entire
surface, and the data from different views have to be integrated. The registration is
used to determine the transformation of data from two different views so that data
can be integrated under the same coordinate system. Integration is the process of
creating a single surface representation from the sample points of two or more range
images.

Surface (3D) Reconstruction: Surface reconstruction from point clouds is
fundamental in many applications. Using the raw point clouds or volumetric data
acquired from an unknown surface, an approximation of the surface can be con-
structed and used to compare it with CAD models or for surface-based automated
programming. Reconstruction methods can be classified into two types: the com-
putational geometry approach focuses on the piecewise-linear interpolation of
unorganised points and defines the surface as a carefully chosen sub-set of the
Delaunay triangulation in a Cartesian coordinate system, and the computer graphics
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approach focuses on the visual quality of the resulting model without constraining
the surface to interpolate the sampled points.

Surface (Data) Simplification and Smoothing: A compact approximation of a
shape can reduce memory requirements and accelerate data processing. It can also
accelerate computations involving shape information, such as finite element (FE)
analysis, collision detection, visibility testing, shape recognition and display.
Simplification is useful to make storage, transmission, computation and display
more efficient.

Data Segmentation: Segmentation involves the partitioning of a given image
into a number of homogeneous segments in such a way that the union of any two
neighboring segments yields a heterogeneous segment. Segmentation refers to a
process for extracting the selected regions of interest from the rest of data using
automated or manual techniques. Data filtering and segmentation are two different
aspects of the same problem. A good filtering process should distinguish between a
set of significant regions and the border between them. Such a filtering process
assumes, implicitly, that the segmentation is known.

Feature Detection: Feature detection is used to recover a high-level geometric
description from the lower-level geometric representation of a part. Defects or some
basic elements on a surface can be dealt with as features. Examples of such features
include size, position, contour measurement via edge detection and linking, as well
as texture measurements on regions. Feature detection is used to identify defects
with certain features or validate if the acquired data fit a specific feature.

Data Comparison: A reference model is usually available for data comparison.
Data comparison calculates the derivations or differences between the physical
model and the reference model. It can be applied to inspection, surface control, or
CAD model comparison. For example, (i) in feature detection, point clouds can be
used to measure geometric elements such as planes, cylinders, circles, spheres and
boundaries; and (ii) in monitoring and control, as-designed and as-built models are
compared so that the deviation (average error), tolerance and distribution can be
evaluated.

Many methodologies have been developed to solve various issues involved in
data processing and some of them are mentioned in [10]. Available software tools
for data processing include an extensive collection of modules for different pur-
poses ranging from scanner control to 3D modelling.

In recent years, the RE process has not only been used for scanning and con-
verting data into a 3D surface, but also into solid parts. RP is often used in industry
due to its capability of creating 3D parts with complex geometries. To fabricate a
part by using RP processes directly from a representation in the form of point cloud
data, the necessity of integrating data processing in RE and RP is comprehensively
established. One of the methods for the direct generation of RP models from
arbitrarily scattered cloud data can be found in [22].
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12.6 Use Cases

Application of the RE methods is widespread in various fields of human activity.
Some of the applications are illustrated by the cases to be discussed next. The RE
methods are often integrated with other methods, thus representing a multidisci-
plinary approach to problem solving.

12.6.1 Automotive

In the automotive industry, the RE methods are for instance used in the following
areas: redesign, reconstruction and dimensional control. The following two cases
are similar examples of vehicle reconstruction with different final uses. In order to
make the required design changes, a 3D model of original vehicle parts had to be
created and measured. The surface of such complex objects and specific points on
the object can be digitised using various optical measuring systems. In the fol-
lowing tasks, presented in [23], two measuring systems were used: TRITOP (an
optical 3D CMM) and ATOS (an optical 3D scanner).

One of the tasks in the development of a racing vehicle for the Dakar Rally was
to fit the driver and co-driver’s doors, used in a serial production of SUVs, onto the
space frame of the racing vehicle to be developed. The development of completely
new doors, with high demands placed on water and dust proof sealing, only for this
specific application would be too expensive and too complicated (Fig. 12.15).

One of the fields of the automotive industry where the RE methods can be widely
used is the adaptation of serial production vehicles to the needs of persons with
disabilities. In this case, the ideawas to develop a rear door openingmechanismwhich
would perform a translatory movement of the door, so that a person with disabilities
could put their wheelchair more easily behind the driver’s seat (Fig. 12.16).

The obtained 3D models represent a good basis for the design interventions and
various analyses and simulation tasks. The use of optical measurement systems
results in shorter overall development time.

12.6.2 Railway

Welded swivel-trucks (Fig. 12.17) are used in many European trains. Each swivel-
truck needs to be measured and delivered with a measuring protocol. The mea-
surement of these swivel-trucks, a task that a few years ago could have only been
performed using tactile 3D CMMs or measuring arms, can be carried out easily and
efficiently with a portable TRITROP photogrammetry system.

With TRITOP and an automated evaluation routine, one person is able to per-
form the measurement of such a swivel-truck and create a measurement report
(Fig. 12.18) within forty minutes.
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According to [24], this time is required to apply the reference points, mark the
characteristic features, place the scale bars, record about fifty images and transfer
them to a laptop, carry out an automatic evaluation (the definition of the marker
lines, the alignment of the measurement data with the nominal data, the calculation
of the deviations) and to prepare and print out a measurement report.

12.6.3 Machinery

The case presented in [25] covers the measurement of a large iron casting for a wind
turbine gearbox with an optical LED-based triangulation system (Fig. 12.19). As
the castings undergo a final machining process, it is important to know the amount
of excess material. The presence of sufficient excess material will be precisely

Fig. 12.17 Finished swivel-truck (left), a frame detail with the reference points and marked
features (middle), the measuring process (right) [24]

Fig. 12.18 Example of a measurement report. The deviations from the CAD data are displayed
and evaluated (e.g. passed, failed, colour markings) [24]
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determined by the alignment of the part on the machine. By measuring the castings
before machining, it is possible to determine in advance the best suited alignment
and detect the castings that deviate too much to fabricate good parts, so that at least
the machining costs can be saved.

The results show that a systematic inspection of castings is an added value of the
production process. By measuring the part, it is possible to determine the most
suitable alignment for machining, so that the presence of sufficient excess material
is guaranteed over the whole part. It is also possible to detect in advance bad
castings, so that machining costs can be saved.

The RE methods are applied to various sizes of machine elements, from the
production of replacement gaskets, presented in [26] to the retrofit of turbines
presented in [27]. The main reasons for the turbine retrofit are extending turbine life
time, improving reliability and operational flexibility, decreasing specific heat
consumption and improvement of inner thermodynamic effectiveness. Typical steps
which include RE methods in a retrofit process are shown in Fig. 12.20.

12.6.4 Architecture/Archaeology

In architecture, building reconstructions, city planning and similar projects a 3D
data capturing of smaller scenes and large areas is needed. In such cases remote
sensing is required. The most popular methods used are: static terrestrial laser
scanning, terrestrial cinematic laser scanning from ground vehicles and airborne
laser scanning from aircraft. All of them have their limitations. For projects that
include a rapid and cost effective 3D data capturing of larger street sections,
especially if they include tunnels (Fig. 12.21), terrestrial cinematic laser scanning
could be the best solution.

Documentation of architectural and archaeological sites and monuments is an
activity that requires the capturing of information from different sources. Experi-
ence has shown that it is possible to provide the necessary information with the
required accuracy and completeness only by the integration of multisource data.

Fig. 12.19 Camera-based triangulation system in the back, the casting in the front (left), coloured
dots indicating the deviation from the CAD file of the casting (middle), a colour plot of the casting
scan compared with the CAD file of the machined part (right) [25]
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A parallel use of geodetic and surveying measurements and photogrammetric data
acquisition with imagery and terrestrial laser scans has proven to be an ideal
combination, especially in large and complex monuments.

A successful 3D modelling of the Obelisk Tomb was achieved by integrating
laser scanning technology with photogrammetry (Fig. 12.22). The approach com-
bines the 3D models (developed from the range-based data) with multiple high
resolution external images to yield photorealistic 3D models. The subpixel accuracy
in the 2D-3D co-registration process between the images and the model is funda-
mental to matching accurately the texture from the imagery to the final 3D model
without distortion. The presented approach is not only suitable for yielding high
quality perspective views and photorealistic 3D models but it is also suitable for
making amazing reality-based movies.

Fig. 12.20 Retrofit of a turbine [27]

Fig. 12.21 A tunnel profile measured by the terrestrial cinematic 360° four laser scanning system
StreetMapper [28]

344 G. Šagi et al.



12.6.5 Medical Applications

Medical Reverse Engineering (MRE) is aimed at using the RE technology to
reconstruct 3D models of the anatomical structures and biomedical objects for the
design and manufacturing of medical products as well as Biomedical Engineering
research and development. Different concepts and methodologies are provided to
understand fundamentally the MRE processes and workflow. According to [7, 30],
the key MRE applications are personalised implants for bone reconstruction, dental
implants and simulations, surgical tools, medical training, vision science and
optometry, orthopaedics, ergonomics, orthosis, prosthesis and tissue engineering. In
addition, the RE methods are today indispensable in the Virtual Reality Surgical
Planning (VRSP) process, whose flowchart is shown in Fig. 12.23.

12.6.5.1 Dentistry

In the case presented in [32], laser scanning was used to evaluate, by indirect
methods, the accuracy of computer-designed surgical guides in the oral implant
supported rehabilitation of partially or completely edentulous patients. Five implant

Fig. 12.22 View of the obelisk tomb and the Bab As-Siq triclinium in Petra/Jordan and a 3D view
of the four-point clouds collected [29]

Data acquisition
3D virtual model 
reconstruction

Physical model
production

3D model
validation

Virtual surgical
procedure 
simulation

Surgical procedure 
simulation

Surgical 
operation

Virtual plan-
ning validation

N

Y

Y

N

Fig. 12.23 Flowchart of the virtual reality surgical planning process [31]
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supported rehabilitations for a total of twenty-three implants were carried out by
computer-designed surgical guides, performed with the master model developed by
muco-compressive and muco-static impressions. For all the cases, the VRSP process,
starting from the 3D models obtained by the dental scan CT data, was performed.
The implants were inserted in the pre-surgical casts in the positions defined in the
process of virtual planning. These positions were acquired by three-dimensional
optical laser scanning and compared with the laser scans of the intraoral impressions
taken post-operatively. A comparison between the post-surgical implant replica
positions and the positions in the pre-operative cast, made for five patients, shows the
standard deviations within the range, which are absolutely negligible in the surgery
(Fig. 12.24).

The results of this research demonstrate an accurate transfer of the implant
replica position by virtual implant insertion into both a pre-operative and a post-
operative cast, obtained from impressioning. In previous studies, the evaluation of
the implant positions has required a post-surgical CT scan. With the indirect
methods, using laser scanning techniques, this extra radiation exposure of the
patient can be eliminated.

Fig. 12.24 The master model is oriented and drilled so that the implant analogues can be placed in
it (left), a CAD model of the post-surgical cast (middle), CAD model comparison (right) [32]

Fig. 12.25 Bone-implant complex (left), a 3D STL surface representation of the segmented μCT
bone-implant complex (middle), the application of load (red arrow) to the FE model of the bone-
implant complex and the enforcement of boundary conditions (blue surfaces) (right) [33]
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In the case presented in [33], the author’s first objective was to assess the strain
magnitude and distribution within the 3D trabecular bone structure around an
osseointegrated dental implant loaded axially. The second objective was to inves-
tigate the relative micromotions between the implant and the surrounding bone. In
order to reach these objectives, a μCT-based FE model of an oral implant implanted
into a Berkshire pig mandible was developed along with a robust software meth-
odology. The FE mesh of the 3D trabecular bone architecture was generated from
the segmentation of μCT scans. The implant was meshed independently from its
CAD file obtained from the manufacturer. The meshes of the implant and the bone
sample were registered together in an integrated software environment (Fig. 12.25).
A series of non-linear contact FE analyses, considering an axial load applied to the
top of the implant in combination with three sets of mechanical properties for the
trabecular bone tissue, was devised (Fig. 12.26).

The high level of resolution in the FE mesh of a novel μCT-based 3D FE model
of the trabecular bone structure provided a new insight into the complex bone strain
distribution pattern and showed that the calculated level of strain and micromotions

Fig. 12.26 Threshold plot showing the strain magnitude (equivalent micro strains) distribution
within the bone micro architecture (left), an open view of the implant-bone complex showing the
local displacements (micromotions of the bone with respect to the implant) of the trabecular
architecture (right) [33]

Fig. 12.27 Preoperative X-rays—a Judet obturator view (left), the stereolothographic image of the
fractured acetabulum (middle, left), a rapid prototyping (RP) model of the fractured acetabulum
(middle, right), a postoperative Judet view of the acetabulum (right) [34]
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in response to an axial load is in some qualitative and quantitative agreement with
published experimental data, thus confirming the usefulness of μCT-based FE
models in dental mechanics.

12.6.5.2 Surgery

The VRSP process is used in the cases of bone fracture with a complex geometry,
presented in [34]. The production of a copy of the fracture or a deformity in a bone
can be one of the important applications of the integration between two modern
computer-based technologies, reverse engineering and RP (Fig. 12.27). This case
presents the use of medical CT/MRI scanning, three-dimensional reconstruction,
anatomical modelling, computer-aided design, RP and computer-aided implantation
in treating a complex fracture of acetabulums, calcaneum and medial condyle of
femur (Hoffa’s fracture). This methodology reduces the surgical time, lowers the
requirement of an anesthetic dosage and decreases the intraoperative blood loss.

12.6.5.3 Prosthesis Development

In [35] the authors proposed a new 3D design paradigm for the development of
custom-fit soft sockets for lower limb prostheses. The new paradigm is centred on a
digital model of the selected part of the human body and it is completely based on a
computer-aided modelling and simulation of the two interfacing parts: the stump
and the socket (Fig. 12.28). In such a context, different issues related to the human

Fig. 12.28 Reverse Engineering equipment and techniques for morphology acquisition (up, left),
digital models of the stumps of four amputees (up, right), the generation of the 3D model of the
socket (down, left), the FEM simulation of the socket wearibility (down, right) [35]
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body are considered: acquisition of the stump morphology, generation of a com-
plete virtual model including both the external shape (skin) and geometry of the
internal parts (muscles and bones) and mechanical characterisation of the stump,
simulation of the socket-stump interaction, realisation of the physical prototype.

According to the authors, the proposed approach yields a better quality of the
final product, a shorter involvement of the amputee implying a lower psychological
impact, a limited use of physical prototypes and a shorter development time.

12.7 Ethical and Legal Issues

Intellectual Property Rights (IPRs) have become the key issue of the global inno-
vation policy (see Chap. 18). They are generally protected by utility patents, design
patents and copyright, but their strength varies from country to country. The
Agreement on Trade Related Aspects of Intellectual Property Rights (TRIPS),
signed in 1994 as a founding element of the World Trade Organisation (WTO),
represents the most important attempt to establish a global harmonisation of the
Intellectual Property protection. TRIPS, although an international treaty that obli-
gates member states of the WTO to protect trade secrets, neither requires nor
sanctions a reverse engineering privilege [36]. The World Intellectual Property
Organisation (WIPO) assists developing countries in the implementation of TRIPS
[37]. On the European level, the European Union Directive 2009/24/EC obligates
Member States to protect computer programs by copyright, by analogy to the
protection of literary works.

A standard legal definition of reverse engineering accepted by the U.S. Supreme
Court (1974) is that it is a process of “starting with the known product and working
backwards to divine the process which aided in its development or manufacture”
[2]. The Supreme Court (1989) underlined the importance of reverse engineering,
characterising it as an “essential part of innovation”.

A prohibition on reverse engineering would seem to have two beneficial effects
[36]: It increases incentives to introduce innovative products on the market, and it
avoids wasteful expenditures on reverse engineering. However, reverse engineering
has beneficial effects that must also be considered: it can create competition in the
marketplace, leading to lower prices and it can spur second comers to introduce
additional innovations into that market (Table 12.5).

Table 12.5 Social calculus of reverse engineering in manufacturing sector [36]

RE legal RE illegal

Incentives to innovate Lower (but adequate) Higher (but excessive)

Price Lower Higher

Follow-on innovation Higher Lower

Duplicated/wasted costs Higher (but avoidable by licensing) Lower
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The role of RE is very well expressed by Samuelson and Scotchmer [36] who
said that reverse engineering is fundamentally directed towards discovery and
learning. Engineers learn about state-of-the-art engineering not just by reading
printed publications, going to technical conferences and working on projects for
their firms, but they also learn by reverse engineering others’ products. Learning
about what has been done before often leads to new products and advances in
know-how. RE may be a slower and more expensive way of obtaining information
to percolate through a technical community than patenting or publication, but it is
nonetheless an effective source of information.

Analysing international activities in the field of IPRs over the last several dec-
ades, Archibugi and Filippetti [38] argue that the importance of TRIPS in the
process of generation and diffusion of knowledge and innovation has been over-
estimated by both their supporters and their detractors. Although the main
knowledge is today concentrated in the Western world, according to his opinion
“TRIPS alone will not lead to an increase in the technology gap between western
and emerging countries”. Giving the summary of the current intellectual property
global rule Henry and Stiglitz [39] claim that this rule may obstruct both innovation
and dissemination and suggest reforms to foster the global dissemination of inno-
vation and sustainable development.

12.8 Conclusions and Outlook

Engineering design is the process of devising a part (component), device, system, or
process, focusing on engineering intuition, creativity and originality. On the other
hand, reverse engineering is the process of discovering the technological principles
of a part, device, system, or process through the analysis of their structure, function
and operation. RE focuses on the recreation (reinvention) of the original parts,
system, or process and includes alternative engineering solutions. In recent years,
reverse engineering has become a standard practice for mechanical engineers who
need to replicate or repair a worn part, or control quality of a produced
part. Nowadays, reverse engineering has also become a practice often used by
various experts in different areas. Consequently, demand for RE tools has become
increasingly important and has led to the development of tools that are now
commercially available. Data acquisition tools (hardware) and data processing
techniques (software) are evolving rapidly. Tools and techniques are developing in
terms of accuracy, acceleration of the process and use of RE methods in new
applications.

In this chapter, basic information on RE methods has been presented. Particular
emphasis has been placed on reviewing, classifying and comparing the most
common RE methods and their applications in various fields of human activity.
Further, a short review of some aspects of RE (data acquisition and processing,
surface reconstruction, etc.) is included. The chapter also considers several
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important papers dealing with each of these aspects. The presented applications of
RE highlight the wide range of tasks that can be solved by using RE methods.

So far, RE applications have been introduced in many areas, and typical
applications include product development and manufacture (CAD-CAM-CAE),
RP, quality control and inspection of mechanical parts, 3D graphics and animations,
3D art modelling (sculpturing), topography, architectural, archaeology and cultural
heritage documentation applications, as well as biomechanical and medical appli-
cations. The applications also show that the RE methods are often used together
with other methods which results in a multidisciplinary approach to problem
solving. This approach requires the interaction and collaboration of various experts
from different areas, including reverse engineering and RP, design and manufac-
turing, material sciences, biomedical engineering, medicine, etc. All experts, with
different and complementary advantages and limitations, can improve RE activities,
and such an approach is particularly effective when dealing with complex tasks.

Today, a wide range of tools for reverse engineering is available. It is often
difficult to select the most suited tool or system for a specific task. All systems have
their own particular strengths and weaknesses. When selecting a RE system, three
main technical specifications should be kept in mind: task requirements, part
restrictions and environmental restrictions. However, the use of data acquisition
tools is not a trivial task: the use of the systems is still rather complex and skilled
professionals are required to operate them. Also, data processing in most of the RE
applications require high skills of image processing as well as design and geo-
metrical modelling.
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Chapter 13
Digital Mock-up

Roberto Riascos, Laurent Levy, Josip Stjepandić and Arnulf Fröhlich

Abstract Product development in the mobility industry is characterized by
extreme time-to-market, high product complexity, cost pressure and many
geographically dispersed stakeholders. Thus, efficient control mechanisms are
necessary to manage a seemingly unmanageable project successfully and to achieve
a strong finish. Digital mock-up (DMU) serves, as a central validation instrument in
such a complex scenario, not only to visualize spatially the current status of the
virtual product but also to evaluate the project’s progress. In conjunction with a
high-variant product structure, as it is the case in modern vehicles, the use of DMU
makes the check of the spatial consistency of the overall product possible, taking
over what today’s CAD and PDM systems alone are not capable of. Taking the
function of the product into account, the result is the so-called functional DMU
(FDMU) which aims at facilitating the direct experience of functions on the virtual
model in the overall context of the product. While DMU offers a visual straight-
forward human interface for control, DMU creation, calculation and processes can
be automated well, so that the spatial test (collision check, assembly check) can be
performed for all conceivable product variants in batch during the night). Never-
theless, human intervention is still required for the solution of design conflicts.
Although all current problems are not yet solved in the context of DMU, leading
PLM vendors do offer powerful tools to support the DMU process. Due to its
central role in the development process DMU is subject of intensive research and
development for speeding up the process and to increase accuracy.
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13.1 Introduction

While for a long time the term mock-up denoted a preferably realistic replica
(mostly made of cheap material) of a complex material product for illustrative or
installation purposes, with the entry of CAD and efficient computer graphics, the
digital mock-up (DMU) accrued. The term DMU indicates a computer generated,
true-to-life product model, successively built up within a development project
following the project progress, to replace a part of the very expensive, real product-
testing by computer simulations. The idea of DMU arose from the need for
replacement of the cost-intensive and time-consuming physical test carriers
(physical mock-up) by means of computer support. Objectives of the DMU are the
replacement of as many physical mock-ups as possible and the provision of various,
up to date and consistent views of a product’s shape and function in the form of
virtual models.

The DMU is one of the parts of product lifecycle management (PLM).
Considering PLM as a holistic approach for the management of products from
initial requirement to decomposition, DMU is the PLM component displaying the
product at any point of the Product Lifecycle including all development stages and
variant diversities. Based on a DMU, a plurality of validations such as installation
and removal tests, interference checks and build-ability checks can be performed.
Therefore, the term Digital Engineering Validation is used as a synonym for DMU
in many companies too. Furthermore, DMU can be understood not only as a
technique, but as a superordinated cross-domain engineering process with aim to
continuously provide a transparent view on the progress of a development project
by using workflows defined in product data management (PDM) systems and
various visualization techniques and tools.

Depending on the application, DMU can be used company-internal, or even in
collaboration scenarios with external development partners [1]. Thus, DMU rep-
resents an important methodology in distributed, global product development
processes.

The structure of this chapter reflects this aim. In the following Sect. 13.2, the
historical background of DMU and the need for DMU in particular in context of
concurrent engineering (CE) are briefly introduced. The differences between CAD
and DMU are also outlined. All components which are needed to fully build and
maintain a DMU are explained in Sect. 13.3. In the following Sect. 13.4 functional
capabilities of an efficient DMU are described: communication, analysis, man-
agement, completeness, and process automation. Subsequently, practical commer-
cial applications are shown in Sect. 13.5, classified as standard and customized
solutions. Recent research activities have sought to introduce functional validation
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[Functional DMU (FDMU)] (Sect. 13.6). Subsequent Sect. 13.7 showcases the
practical achievements by three typical DMU applications for the aerospace and
automotive industry. A conclusion section gives insight into the future of DMU
from a CE perspective.

13.2 Evolution of DMU

DMU is a re-encounter of the original and intuitive design process with its need to
have a reliable representation of the product that is easily assimilated not only by
the designer but other actors involved in the product’s life cycle with different
technical education and needs. Primordial lifecycle process consisted in the varia-
tion of time consuming and expensive prototypes or physical mock-ups (hereon
called merely mock-up). The lack of a widespread set of rules and agreements to
realize an organized and documented mock-up based product conception flowed
into the introduction of a series of symbols and conventions illustrated in 2D
technical drawings whilst winning an unambiguous interpretation of the depicted
information but, at the same time, paying the price of losing one dimension and
therefore understandability for a broader stakeholder audience. With the develop-
ment of digital technologies and the arrival of systems for 2D technical drawings,
more actors could be again involved in a concurrent design. Technical drawings
still did not fulfill the need for mock-ups, although their interpretation among expert
groups delivered sufficient information.

In the 1980s, CAD software editors went progressively to 3D representation, at
first in a wireframe representation and later as solid. The step from 2D technical
drawings to 3D models closes the lost dimension gap and opens the possibility to
produce a digitally created mock-up regaining most of the mock-up’s virtues and
surpassing them with a relative low cost creation.

A further step in the direction of a DMU was taken when companies like
ComputerVision with CAMU, Dassault Systèmes with CATIA Session and VPM,
understood that representing the product as an assembly was the step beyond to
represent a complete product. They used the bill of material principle, already valid
(and still) in all industry, to adapt their product structure software to the need. In the
90s, some industrial companies added their configuration management system into
the DMU to manage the evolution of their products.

DMU evolved further while the CAx chain broadened. DMUs overtook several
test scenarios of its predecessor, lowing costs, booting time to market and
increasing quality of the product, while, allowing a higher product complexity.

Mock-ups are still widely used, especially in the manufacturing phases of the
product life-cycle where they prove the fulfillment of expected requirements in
geometrical design. In the further phases prototypes are used, being among them the
difference that prototypes fulfill some kind of functionality of the real product,
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whereas the mock-up just geometrically represents the product. In this order of
ideas there is also the difference between a DMU and a Virtual Prototype. The
DMU reduces itself to the mere product presentation, leaving functionalities aside.
The functionality extensions of a DMU will be discussed in Sect. 13.6. A further
extension of the DMU to give the designer the possibility to virtually have a feel of
the product or virtually touch the mock-up to improve its operability is reached
combining a virtual and physical model in a hybrid [2] approach. This approach is
especially useful in the design of household apparatus and cell phones where the
user interface has a very high priority.

Mock-ups themselves have also lived a parallel digital evolution. Instead of being
digitalized their creation is being updated to the modern technologies. Mock-ups
were usually made of an alternative material like wood an ever rising tendency goes
to create them in other materials like plastic, using stereo lithography and 3D
printing.

13.2.1 A Need for Digital Mock-up

Reacting to today’s market requirements companies have high pressure to keep
constantly lowering times and costs with raising quality and innovation [3]. Models
are often renewed as a reaction to the market. E.g. in the 1980s a car’s model was
renewed every 10 years, whereas this nowadays happens every 4 years. This major
constraint pushed manufacturers to invest on CAD technologies in order to adjust to
the market’s time, quality and innovation needs. These investments plus others in
digital technologies allowed companies ever more to virtualize several phases of the
product life cycle especially in the development phase. Giving the starting point of
a CE strategy crossing several departments and actors united around the same
information basis. Engineering designers, stress specialists, producers were able to
work together, nearly at the same time, to create the better compromise for the
product.

Although a high investment is needed to create a DMU, the cost reduction effect
of using a DMU as a central platform can be objectively [4] and economically
measured and is noticeable in other fields like conceptual layout, communication,
decision taking, CE, prototype creation, maintenance, retrofit engineering and
product recycling among others.

Industries are more and more in a worldwide competition, where alliances with
international partners or suppliers are becoming important for enlarging their
markets, to find cheap partners, and to ensure political agreements [5]. Therefore
engineering and manufacturing must communicate fast all around the world. Net-
work bandwidth is in some cases too limited to exchange live data. Nevertheless,
data exchanges with certain frequencies are sufficient to work efficiently with
far laying partners or suppliers.
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13.2.2 Digital Mock-up in Concurrent Engineering

In order to allow several designers from different disciplines to work on the same
product, in the same spatial entities, at the same time, a CE strategy using a DMU as
the central axis of information exchange is mandatory. ADMUhas to be supported by
master PDM systems that manage the complementary information to the geometry.

Managing information in a central or master PDM system from which a DMU is
created enables to create information in a visual and fast representation easy to
assimilate reducing redundancy in information management.

13.3 Components of a Digital Mock-up

A DMU consists of three types of product data: product structure, geometrical data,
and meta data. The product structure is a hierarchical decomposition of the product
into nodes, from the top node, the product itself, in main and sub components. This
description dismembers the product in spatial or functional nodes that at the same time
get dismembered until reaching the last possible entity, namely the geometrical data.
High end and modern CAD systems allow at the same time an internal product
structure within the geometrical description, this information gets lost while creating a
DMU raising the issue of a black-box product structure, which can be both source of
problems and solutions, while handling the DMU. In the product structure may
sometimes contain the position of each element in space or relative to its parent node
in the structure. The position is a 3D matrix with the space translation in the x, y and
z coordinates plus the rotation of the element in space relative to the x, y and z coor-
dinates. This information is at best managed in a PLM system using a single database.

The geometrical data is derived from the 3D CAD models that describe each
element of the product in form and function. This description is usually simplified,
thus losing information from the original data, like features, design history, color
and texture among others. Simplified data, although possessing lesser information,
has the advantages of being lightweight and facilitating automation processes. A
simplified, tessellated 3D representation of a product, which is no more than a
collection of neighboring triangles that wrap the original geometry giving a fairly
good description of it, allows an automated space and collision analysis treating the
geometry as collection of finite elements using known algorithms of this discipline.

All other information that describe the product like version, naming, numbering,
description, material, product manufacturing information (PMI) among several
engineering parameters, which are usually managed in a PDM system, complete the
basic information needed to build a DMU. This information can be complemented
with the use of extra data from other coupled systems.

The combination of DMU data with real life imagery captured in real time, live
with video cameras produce an augmented reality (AR) or mixed reality (MR).
AR/MR tools replace computer algorithms for geometry positioning, e.g. in

13 Digital Mock-up 359



assembly planning, where instead of hardcoding the movement of geometrical data,
the user can move the geometrical object within the data imported from the cameras
and then save it [6].

13.3.1 Building a Digital Mock-up

There are several ways to describe a product through its component decomposition
in the form of a product structure. In order to build a DMU there are several
approaches to do this product structure:

1. Avoid loops in the product structure
2. A DMU product structure is rather flat (horizontal) than long (vertical)
3. In the decomposition of the product prefer a space based before a functional

based breakup.

The main goal of a DMU is to achieve a useful visualization of the product. In
big and complex products a DMU is needed to analyze spaces where several
assemblies for different functions coexist. For this reason is recommendable to
prefer a space decomposition of the product before a functional decomposition
where assemblies that not necessarily have a functional relationship with each
other will have a common parent node.

While choosing the right product structure of a product the node decomposition
should aim to have a broad, flat, horizontal product structure with as many
assemblies as possible parallel to each other. Achieving all assemblies and geom-
etry at the same product structure depth is impossible. Therefore, it is necessary to
define a boundary where all nodes at the same level take the same space or function
and fulfill only an administrative role. Below this boundary is ideal to place a
configuration level where the high level assemblies below can be steered into the
different product variations. Above the configuration level, the product structure
will be called upper level, below lower level. In the lower level, node decompo-
sition can be done freely as needed. For the decomposition of a lower level for a
DMU is recommended not to mix assembly elements with parts with geometry in
the same assembly. This problem is easily avoided through the insertion of an extra
node under the assembly node and the geometry (Fig. 13.1).

A resulting product structure without loops arises, because all high level
assemblies should be at the same level.

The necessary metadata to create a DMU is all related to name and numbering of
elements, variant and configuration data that create the link between product
structure and geometry and are necessary to build a bill of materials (BOM). Further
than the necessary data to create a DMU, all other data that wants to be visualized
must be related to the metadata e.g. maturity, origin (own, sub-contracted, bought,
etc.), positions of moving parts, etc.

Building a DMU is a three layered process: creation of product data, manage-
ment and integration of product data, and visualization of product data.
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13.3.1.1 Creation of Product Data

In this layer of the process all product data that will be visualized in the DMU is
created. This indicates the production of geometrical data but also all other data that
describe the product, most of which is based in the geometrical description and the
requirements of each element or part.

Geometrical data is created with 3D CAD software resulting in a 3D description
of the product and its parts. Working on the basis of a product structure, each leaf of
this structure is an element to be modeled (or directly created from a laser scan
session usually done in retro-fit activties). Elements that are geometrically, spatially
or functionally bound together form an assembly, assemblies can be bound together
with other assemblies, the sum of all assemblies and elements that are not related to
any assembly is the geometrical product description.

Modeling for a DMU

Modeling in modern 3D CAD depends on the capabilities of the 3D CAD system,
the geometry elements available for the modeling process (points, lines, planes,
surfaces or volume elements) and the internal mathematical description of these
elements (analytical or parametrical). These capabilities are especially important at
the point of the data conversion. The visualized data in the DMUmust not always be
the original CAD data, in the process of converting CAD data into lightweight
visualization data there is a chance of failure in data conversion due to a wrong
modeling strategy or conversion algorithm. Modern CAD systems offer the use of all
types of geometrical elements and their combination with a parametrical description.

Product
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of components

Configuration level*

Assembly and part level
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Fig. 13.1 Product structure decomposition
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In some cases, the details can cause data conversion problems, especially with
the geometry of the part which has too many triangles while converting. These
failures are common around corners where roundings meet, threads etc. In these
cases a less detailed or intentionally simplified model of the part is better for
generating a good DMU. The user has to think, if in the case of the thread of a
screw for example (not meaning a spiral conveyor) is necessary for DMU purposes
or further work in the CAx chain (Fig. 13.2).

The granularity of a part within an assembly is a decision of the designer, taking
into account the reusability of the parts. If two parts are always used together, a
mini assembly with the two parts is recommended. An approach to mature the
geometry in the DMU is to use a three phase plan to reach the fullest possible
maturity for a DMU useful for the CAx chain.

In the first step the part or geometry is just represented with a basic volume (box,
cone, pyramid, sphere, torus, etc.) containing also in simplified form the interfaces
to other parts. To represent this interface, usually, a cone or pyramid is used to
define additionally the direction of the interface. This first model fulfills the high
level requirements to the part or assembly like space volume, position and inter-
faces (Fig. 13.3).

In the second phase the form of the part is recognizable, although, certain details
like rounding, tapers and threads are left out. In this phase, it is possible to take the
decision to split the part into several parts and, thus, create an assembly. This model
fulfills the next level of requirements regarding form and function. Models in this
phase are suitable for further analysis using the DMU (Fig. 13.4).

A third and last phase defines in every detail the form and function of the part
including interfaces and relationships to interfacing parts or systems. This model
has every necessary detail and fulfills the rest requirements for the part like weight,
center of mass, etc. (Fig. 13.4).

FILE FORMAT FILE SIZE [KB]

.prt | Native CAD 432 208

.jt | Tessalation of the file above 156 16

Fig. 13.2 File size of a screw with and without the thread feature in native CAD and JT
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Product Structure for a DMU

There are three strategies for 3D modeling and assembly building: bottom-up
modeling, top-down modeling and a combination of both modeling strategies. CAD
Systems offer the possibility to create an internal product structure inside the
geometrical file or in a separate file that contains the product structure information.
This functionality can be a disadvantage to create a DMU.

Assemblies are built using the constraints among geometrical data, e.g. a bolt fits
concentrically into a hole as far as the bolt end fits the hole’s bottom. This rela-
tionship is saved within the CAD system as a relationship between geometrical
attributes of the CAD parts; the axis of the bolt goes through the center of the hole’s
bottom that at the same time touches the face end of the bolt.

Several problems emerge in this approach if the bolt and the hole do not belong
to the same design team. The team responsible for the hole may change the hole’s
deepness, the bolt would lie deeper into the hole and thus all other geometrical
dependencies to the bolt would move, probably deforming appearance of the DMU
as a whole. This may also be the case when a part within the assembly is replaced

A380 Belly Fairing A380 HTP

Fig. 13.3 Initial phase of DMU evolution, space allocation mockups [7]

Phase 1 Phase 2 Phase 3

Fig. 13.4 Example of the three phases of DMU evolution
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by a variant of itself (Fig. 13.5). While these relationships are useful, for the DMU
it is better if the geometry is placed relative in space to the origin of the parent node,
avoiding changes that occur in the dynamical nature of CE [8].

In order to perform further analysis based in the DMU like completeness and
maturity of the product a differentiation between external parts and assemblies has
to be done in the DMU. Analogous to the dilemma between make and buy, where
made parts are repaired and bought parts are replaced, in the DMU parts or
assemblies that are made are versioned and those that are bought are replaced
(mostly with a data exchange procedure depending on the level of integration of the
supplier in the PDM system).

Management of Product Data

The ideal software to manage product data are PDM systems (see Chap. 16). In
these systems and important for the creation of a DMU is the management of the
product structure through which the geometrical data is managed. PDM systems
can not only manage the huge amount of product data created during the lifecycle
process but ensure a correct and secure data access to the right departments, teams
or people in the correct format depending on predefined work-flows that are also
managed within the PDM system.

Due to the increasing demand for a stronger and more efficient cooperation,
proprietary systems are either replaced or web-based PDM systems are established,
in which people with incompatible applications or operating systems meet on the
internet and communicate with each other. Here, documents can be viewed and
edited together.

Fig. 13.5 Variants of the same product
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PDM systems are supported by configurable computer-systems, so that every
user can only view information and documents relevant to her/him and has no
access to the remaining documents.

13.3.2 Maintaining a Digital Mock-up

Maintaining a DMU in completely updated state and available to all parties requires
a support team that has the professional understanding of the processes around a
DMU. Another strong aspect to take into account is the security; all the positive
aspects of a DMU make it prone to be a security problem.

Summarized, maintaining a DMU is divided in three essential aspects: infra-
structure, security and services. While the infrastructure and security aspects may
fall into a wider IT strategy of a company, the services needed for the DMU are
specific and need specially trained personnel to be accomplished.

13.3.2.1 Infrastructure

Working with a DMU obliges enterprises to do an investment in IT infrastructure
split in network, equipment, hardware and operational sites. High speed and
broadband networks are needed to exchange the necessary amount of data to
guarantee an updated status of the DMU. These networks must reach all sites
involved in the life-cycle process using DMU data. Working with PDM and CAD
software obliges enterprises to acquire high performance computers that can cope
with the computing strain imposed from data base queries and heavy weight
computer graphics.

To ensure a correct and thrift use of the DMU these infrastructural aspects need
to be maintained, kept up to date and continuously supported.

13.3.2.2 Security

Whilst the DMU contains a complete description of the product, securing the data
contained in the DMU is a primary issue. The DMU itself as a light weight digital
product description is prone to be stolen. The fact of insuring a well spread DMU
for all necessary recipients is its biggest weakness, only controllable through
thorough on-site security. The outlay of the IT infrastructure must take all security
issues into account. Off-site suppliers must be contractually liable for the security of
the exported data and data exchange processes must be encrypted and secured
against data theft.
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13.3.2.3 Services

The following DMU aspects have to be met through services:
Complete: a DMU is only useful if all the parts within a space that is to be

analyzed are loaded. E.g. a moving part analysis is worthless when the whole
environment is not loaded and a moving collision with all parts is not taken into
account. In the definition of completeness is also a full data conversion meant. All
CAD data has to be successfully and faithfully converted to the DMU file type.

Up-to-date: the geometrical and product structure information of the DMU has
to have the latest data in order to be useful. This is the case even in the first design
phases, where the detailed data is not visualized but rather the pre-design models.
All data from suppliers that have no direct management of their data in the product
structure master to the DMU needs to be updated. All metadata from third systems
that want to be integrated in the DMU and visualized have to be updated.

Available: the DMU hast to be available to all needed instances to guarantee a
flawless CE process. All access the third party systems with data what needs to be
visualized has to be granted. Dedicated DMU for certain focus groups e.g. boxed,
configured, functional, reduced DMU has to be available.

Data exchange: although the supplier must be contractually made responsible
for a correct data delivery, a service of data exchange has to be offered to linked
suppliers. These must be supplied at first with a valid and specific number range
which they must so that data is problem free integrated into the PDM system.
Suppliers also need check quality standards and tools defined by the manufacturer,
among these count CAD geometry checkers, PDM checkers, tools to evaluate the
tesselated or facetted quality of the data, etc.

13.4 Capabilities of a Digital Mock-up

In this section main functionalities and application areas of DMU are described.

13.4.1 What You Can Achieve with a Digital Mock-up

The use of a DMU allows the transfer of competences and responsibilities to
external and offshore specialized partners, where local as well as external partners
can work in neighboring parts of the same working space at the same time. This
results in shortening the time to market while at the same time increasing the quality
with the integration of specialized stakeholders while keeping the benefits of
reducing costs with expensive mock-ups.

A DMU creates a virtual environment where complex products can be efficiently
managed in all phases of the life-cycle [9] supporting simulations, reducing costs
and risks delivering high reliable results [10].
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• Human simulations such as the RAMSIS (Computer Aided Anthropometric
Mathematical System for Passenger Simulation) human model used in the
automobile industry or simulation of human movement to simulate ergonomic
cases [11].

• Simulation of environments, where physical variables such as gravity, temper-
ature, lighting, stress and relative movement are digitally changed.

• Virtual machines with virtual machining and manufacturing [12].
• Product behavior simulations [13].

An end-to-end use of the DMU in the phases of life-cycle of the product is
shown in Fig. 13.6.

13.4.2 Communication

Design reviews evaluate the technical progress toward meeting specification
requirements. In these reviews multiple stakeholders with sometimes opposite
agendas get together to decide the approval or rejection of technical solutions.

Using a DMU enhances the efficiency and development of reviews starting in a
very early stage the verification process [14]. Enhancing the use of DMU with
advanced telecommunication systems and media such as teleconferencing, common
environments and virtual rooms allows stakeholders to be part of the review without
having to be physically present in the same room, thus allowing all necessary
stakeholders be part of the event. A common checklist and protocol of the review
also leave a history of the methodical and structured process that derived into a

Feedforward

and

Jigs, Tools
Manufacturing

Planning

Section
Integration

Workflow 
Plant Layout

Marketing, 
Pre-Sales

Operations,
Support

Manufacturing, 
NC Programs

Maintainability, 
Operability

Definition
Model

Space 
Allocation
Models

Master 
Geometrie Feedback

of

Information

Fig. 13.6 Exemplary use of DMU in the aerospace product creation process
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decision, which in itself can then be as metadata added to the information available
from the DMU [15] enriching the life cycle documentation and collaborative work
[16] with different levels of interaction. Important in this case is thorough docu-
mentation of the reviews to recall and track decision making.

Decision making has to be bound to design rules based on clear requirements.
Reviews are then necessary when a deviation of the requirements is proposed or
when requirements of different systems collide or conflict with each other. In most
cases when a compromise is needed, the DMU as a highly understandable product
description enables the decision making of all stake holders in the levels of coor-
dination, cooperation and collaboration (see Chap. 7) [1].

13.4.3 Analysis

A DMU allows users to perform digital analysis on the product representation
without needing to destroy or damage the mock-up. Performing analysis of several
types on the DMU is the most common use of it besides mere visualization. The
most performed analysis are static collision and clearance detections which serve as
starting point for analysis of further complexity such as dynamic collision detection,
assembly and use analysis etc.

13.4.3.1 Collision and Clearance Analysis

Collision analysis aims to find allocation errors in the DMU before they have to be
corrected, sometimes with use of brute force, in the mounting site. Collision
detection is a highly automatable DMU process; almost all vendors offer a collision
or clash detection module. Mathematically a collision detection is the analysis of
the intersection of two planes spanned inside the boundaries of two triangles, where
each triangle is part of the tessellated representation of the parts analyzed. These
calculations fall under the realm of computational geometry.

The analysis starts with loading the DMU consisting of parts and the sur-
rounding environment and then continues with calculation of the geometry inter-
sections in a static mode or if the movement of parts is simulated, in a dynamic
mode taking into account technological, functional and space constraints.

The result of the analysis is usually saved and documented in a log file con-
taining the name and the position of the two parts involved in the collision, details
of the collision in the form of a polyline, details of the collision based in the
volume, deepness and center of mass of the intersection. These results need to be
reviewed by a team of experts who decide the relevance of each collision and, thus,
start a redesign or change process.
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Nevertheless, not all collisions need to be checked. Know-how must be used to
filter found collision. Experience shows some types of collision can be ignored and
do not need to be reviewed or at least where collisions must be expected or even
intentioned. Some examples of these cases are:

• Collisions of screw threads with nut threads,
• Collisions against flexible parts such as isolation, foam, springs, seals, etc.,
• Collisions with parts with a press or tight fit,

Furthermore, filtering out known and duplicated collisions spares time in the
review process [17]. Reviewing engineers must know the context of the design and
collision in order to evaluate it. This analysis can be done in static or also taking
into account dynamics and movement of bodies in the DMU.

13.4.3.2 Assembly Investigation

Using DMU data that represents with high fidelity the real product, engineers are
able to digitally plan the assembly of a product and avoid expensive changes if
errors in the assembly are found after production.

The use of DMU goes from conceptual assembly planning in very early stages of
the product conception where product variations can be discarded because assembly
processes and procedures cannot be fulfilled [18] or interactively with the user
recording hand position and gripping movements in an AR environment combining
DMU with real time camera videos and so defining the assembly sequence and
procedures defining the assembly cycle.

13.4.4 Management

Tracking the DMU is a useful indicator to take management decisions. Com-
pleteness, quality, maturity and DMU milestones among other can help manage-
ment stakeholders to specify internal strategies or external regarding clients,
subcontractors and suppliers.

The high amount of DMU issues, for example, collisions or low completeness in
a specific design team, could reflect a lack of experience in the design team, faulty
communication with other stakeholders, underestimation of the design complexity
or merely under-staffing resulting in delays in the project calculations and costs.

The DMU also gives management stakeholders the chance to understandably
communicate with the client, and receive direct and accurate feedback that can
directly flow into other stakeholders that must take action. It increases dramatically
the transparency of project progress and, therefore, helps identify any issue in an
early phase.
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13.4.5 Completeness

The design completeness of a product can be calculated based on the DMU data,
through the analysis of the product structure, geometry and meta-data searching for
a full product description [19]. The completeness of a DMU has to take into account
the different phases of the DMU. It supposes a certain level of design maturity.

Assuming the DMU is built in the three phase geometrical approach described in
Sect. 13.3.1.1 several methods can be used to calculate the completeness of the
DMU. Below an example is proposed based on the number of interfaces each part
of the product has. Furthermore any other convenient feature or meta-data of the
DMU can be used:

1. Phase 1 completeness: as being in the phase 1, models in the product structure
are expected to roughly claim the space where design and interfaces with other
systems are expected to be positioned. Therefore, phase 1 completeness can be
defined as the amount of planed interfaces per part as a part of the whole and the
amount of existing models as a part of the expected.

2. Phase 2 completeness: in the phase 2 some parts may have shifted to assemblies
depending on their complexity and functionality. In phase 2 it is important to
define all interfaces geometrically and form and function of the part or assembly.
The completeness of the DMU in this phase would be then the amount of well-
defined interfaces per part or assembly as a part of the whole and all the parts of
models that meet already phase 2 requirements as a part of all model expected.

3. Phase 3 completeness: in the third phase the design has to be in its final stage of
definition. The configuration of the product has to be taken into account. The
completeness aims to calculate if for the configured specific product, all parts or
assemblies are in phase 3.

13.4.6 Automation of Processes

The advantages of creating a DMU is the availability of a virtual, digitalized
environment that fully describes a real system that can then be simulated [20] and
routine checks, formerly done manually can be either done within the digital
environment or digitally planed for real missions done by humans or robots [21]
with minimal user assistance.

The DMU is a collection of geometrical digital information plus its metadata
than can be digitally manipulated using software algorithms to perform tasks that
manually would be time consuming, would only be done in a few samples, and do
not guarantee a reliable repeatability. For this reason DMU is called Repeatable
Digital Validation too.
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13.4.6.1 Boxing

Boxing is a geometrical filter of DMU parts that are contained in a spatial shape,
mostly a three dimensional quadrilateral made of right angled sides called a box, or
within a sphere. In the first case the box is defined with two opposite corner points,
in the second with a point defining sphere center and its radius. The most common
geometrical filter used is the method by defining a box thus giving the name to the
method. Boxing is an efficient method to allow loading a specific reduced DMU
saving loading time and at the same time giving the user only the information
needed, with less straining of the computer deriving in higher performance.

CAD systems offer out-of-the-box solutions for boxing solutions but these
usually involve native CAD data and are prone to crash or have extremely long
calculation times and depending on the filtering parameters the filter may not work
to the satisfaction of the user. Therefore, it is very useful to have an automated box
creation which is based on an analysis of the product structure and the bounding
box of the geometry attached to it.

13.4.6.2 Wet Surface Filtering

Wet surface filtering is another geometrical filtering method that aims to create a
dedicated DMU with only parts of the product that can be seen from an external
observer. This DMU is useful for sales purposes, extraction of data for 3D printing
etc. Wet surface filtering methods vary from using the opposed algorithm to boxing:
filtering out all parts inside the box, to deactivating unseen features in the parts
directly from CAD system [22].

13.4.6.3 Specific DMU Generation

Cable harnesses positioning and design have an especial place in the priority of
product design. Cable harnesses have very specific and standardized requirements
usually coming from formal authorities, at the same time the flexible nature of cable
harnesses obliges harnesses in most cases to adapt its routing to existing design.
A DMU based harnessing is ideal to adapt the pros and contras of its design. The
design of cables obeys very specific geometrical rules e.g.:

• Perpendicular progression of the cable into interfaces,
• Dripping of water from the cable into the interface or connectors,
• Catenary course of the cable due to gravity,
• Clearance of certain routing types to other routes or to systems transporting

water or damp to avoid interference or eventual electrical accidents.

These constraints make an automated or half automated cable harnessing pos-
sible, using the routing constrains as parameters for a spline from which a tube
representing the cable is derived [23].
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13.5 Available Digital Mock-up Technologies

Almost each CAD/PLM vendor offers his own or partner solutions for DMU which
are mostly embedded in its PDM or CAD system.

13.5.1 Vendors

For visualizing and using the advantages of a DMU big CAD/PLM vendors offer a
broad spectrum of out-of-the-box solutions that companies can then customize for
their own needs. These solutions are found as Visualization Systems or Digital
Review Systems, all offering functionalities to view 2D and 3D data formats.
Vendors use mostly their own proprietary formats which allow extra functionalities
for reviewing going a step further than merely visualizing. Most of them support
open source or standard formats like STEP, JT or VRML.

Three out-of-the-box solutions from the main PLM vendors are shortly presented
below.

13.5.1.1 Dassault Systemes

Within the Workbenches of CATIA V5 and of latest V6 DMU-Navigator allow a
DMU visualization through an internal conversion of proprietary formats to the
own simplified CGR or 3DXML formats. Information of the design intent like
features are lost. DMU Navigator can also be used as a stand-alone solution while
only importing known formats.

Further workbench in the CATIA world is DMU Space Analysis that offers
functionalities of collision calculation (called clash analysis), cutting and clipping,
comparison of 3D geometry. Combined with the Object Manager Workbench the
calculation of measurements, gravity center and center of inertia are possible.

13.5.1.2 Siemens Teamcenter Visualization

In 2007 Siemens AG took over UGS PLM software package, now called Siemens
PLM. The most important products are the high end NX series of CAx software, the
mid-range option of SolidEdge combined with a package of PDM solutions under
the name of Teamcenter. The DMU tool is the Teamcenter module for visualization
(PLM Vis) that manages along with other commercial proprietary and open 2D and
3D formats the own JT and PLM-XML files for lightweight product visualization.
PLM Vis is a scalable package offering from a free plug-in viewer, building up
options and functionalities in collaboration to a full professional version.
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This product’s market success is inseparably linked with a massive market
penetration of the format JT (see Chap. 11). While DMU became the core appli-
cation of JT, it gathered a broad utilization in discrete manufacturing with over
4,000,000 licenses of software in use. JT was recognized by capability for the
interactive display of very large assemblies (i.e. whole cars) [24].

13.5.1.3 PTC DIVISION Mock-up

The product visualization and DMU suite of the company PTC now goes under the
name of Creo Elements/View. Creo is currently the PTC package of all software
family devoted to CAx and visualization technologies. Since 2008 PTC offers a
complete new software definition that replaces the former ProductView and
DIVISION mock-up for processing faceted model as well as validating procedures.
At the same time the program serves as a viewer as well as a complex validation
tool with the special characteristic of being able to handle huge assembly groups:
visualization of structures and navigation within huge assembly groups (thousands
of parts and a data volume of several gigabyte) [25].

13.5.2 Customized Solutions

Vendor tools meet most of the client requirements. However, some have very
specific needs that cannot be addressed by customization of out of the shelf vendor
technologies. Therefore, manufacturers are obliged to tailor their own solution to
satisfy their needs.

13.5.2.1 NetDMU

In the case of Airbus Industries, given the increasing amount of data and com-
plexity and therefore collisions and collision follow-ups of the aircraft’s DMU plus
the obsolescence of UNIX workstation systems, the company found the opportunity
to take into own hands the configured collision and clearance detection of its DMU.
For this a 3 year project with a fully owned solution based on open source tech-
nologies was developed that efficiently calculates all collision and clearance checks
needed overnight.

NetDMU is a three layered solution:

1. Data Processing: data that form the DMU from PDM, TDM and visualization
systems is extracted, searching for the latest possible version of each assembly
for all possible configured aircrafts of the actual programs. Product structure
data is then broken down into discrete, smaller packages to avoid unnecessary
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and result-less collision and clearance calculations. All possible calculation
combinations are planned allowing the system to recognize calculations that can
be performed only once but used in several result pools (e.g. parts A and B will
collide against each other in several parts of the aircraft under different
assemblies, built in different aircrafts). Finally geometrical data is finally con-
verted into open-source, readable files that will be used into next layer.

2. Collision and Clearance Calculation: based on the thoroughly prepared data a
collision and clearance calculation is started. To cope with huge amount of
calculations needed NetDMU administers a large pool of client computers that
calculate overnight and thus take advantage of not used computer power.

3. Data Management and Visualization: all data collected from the calculations is
then again processed to condense repeated or reusable results. These results are
then compared with existing ones feeding a results history data base. All results
are then presented in a web-based interface, independent of platform or oper-
ation system, where all results can be viewed on an open-source format through
an open-source web plug-in in any Internet browser.

13.6 Functional Digital Mock-up

The extension of the DMU to functional aspects (FDMU), is an attempt to create
more powerful tools for product development. The virtual products stored in DMU
shall be enriched by the information extracted from simulation and measurement
tools which describes the functionality with respect to environment in an early
phase of the product creation processes [26].

13.6.1 Background

Based on DMU, FDMU shall comprise the results of all simulations needed for full
presentation of the behavioral system description. Literally spoken, FDMU extracts
the data from all virtual models of a product and gives them a physical meaning. It
makes the product function experienceable and facilitates the physicalisation of
data by setting the physical effects in context of a product [27]. As a prerequisite,
one has to ensure a deep interaction between visualization and numerical simulation
with respect to product life-cycle management. FDMU application requires three
basic components: a description of the geometry, a description of the behavior and a
comprehensive visualization of the results with fine adjustable filtering capability
(Fig. 13.7).
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13.6.2 Existing Concepts

Nowadays, FDMU is rather a concept than a software product due to the complexity
and challenge of its scope and diversity in the IT market. It is based on interopera-
bility of design and simulation using a continuous information exchange between
both types of models. The approaches can be basically divided into four groups based
on different types of interoperability between geometry and simulation models [28].

A tremendous impact for all those FDMU approaches is given by Modelica
Association with the recent functional mock-up interface (FMI) [29]. In this
approach, corresponding commercial modeling and simulation tools are equipped
with a common interoperability interface, listed in [30]. This interface exports the
model output containing both the behavior and the input parameters of a simulation:
those are practically the calculation method and the initial values of equations. A
simulation tool with the FMI interface can then read these models to simulate a
particular behavior. This approach is therefore particularly interesting in that several
models and several simulations can be run in parallel (co-simulation), and, there-
fore, the overall behavior of a complex system can be represented and evaluated.

Nevertheless, all described approaches have significant weaknesses in repre-
senting the performance in the entire product context (e.g. a passenger car) with a
short lead time (quasi online). While by zooming it is possible to online visualize
each relevant detail within the DMU, the similar way is expected from experienced
users for physical effects within FDMU. The FMI interface is already recognized in
the automotive industry, its broad acceptance in the market is not assured yet.

Fig. 13.7 Pillars of functional DMU
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13.6.3 Use Case

Typical use cases for FDMU always arise when several different physical effects
appear on the tight space of a product. One such example is the passenger car,
wherein the comfort of a living room is anticipated, which is affected by many
vehicle-related as well as environmental influences. A central component of com-
fort optimization is the vehicle acoustics, which is considered in the complex NVH
(noise, vibrations, harshness). While noise and vibration can be determined by
appropriate experimental methods, harshness is a subjective property, and reflects
human subjective impressions [27]. The psychoacoustic characteristics of a vehicle
are a decisive factor for almost every buyer of premium cars.

No less important is to make the properties of the sound system in the vehicle in
the way that an optimal subjective perception is achieved for every passenger at
every interior variant. Here, both the position (driver seat, passenger seat, rear seat)
and the fine adjustment of the seat position have great importance.

This is an area for FDMU that the acoustics of the vehicle interior is depicted for
each vehicle variant for each passenger in each seat position to ensure that decisions
on the design of the overall system can be represented entirely. The scenario
describes a system for automatic volume control of (at least) two active sound
sources. In this scenario, a person is in the vicinity of the two sound sources. His
position, and, therefore, the distances from the sound sources can be changed. Both
sound sources emit varying signals, e.g. music from a stereo system. In the area
noise is present too, compromising the clarity of the music. Another part of the
system is a microphone which detects the total sound pressure in the interior of the
vehicle. Total sound pressure is composed of both the music and from the noise.

To support this analysis, an independent FDMU solution for use in the interior of
passenger cars is developed based on CAD system CATIA V5 and the JT format
paired with an appropriate viewer. The processing of the acoustic models is carried
out with a specially developed solver module. Microsoft Excel supplies the Input/
Output and low level standard calculations.

The user inputs data in the design table with the position and kinematics of seats.
These data affect the behavior as well as the geometry in the selected use case. The
user can change the CAD model if necessary, without influencing the behavior. The
body height of the human as well as his seat position (driver, passenger, rear seat)
are parameters, too. The list of parameters is closed by the geometrical position of
the loudspeakers and the microphone in the context of a car interior.

One sheet in the result report contains the result for behavior with the required
changes in the noise power of the speakers. A second sheet contains the description
of the behavior in the use case. First, there is the distributed architecture of several
frequency ranges with amplitude values measured by the microphone. These
measurements represent the total sound pressure of all sounds in the application
scenario. Secondly, the sound power levels of both speakers are registered across
multiple frequency ranges. Along with the overall sound pressure measured by the
microphone in the area and later determination of the position of the passenger, the
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sound pressure level of the noise can be determined (Fig. 13.8). It is desirable that
the behavior of the system can also be shown directly on the geometry model, such
as an application scenario for heat distribution on surfaces. It would illustrate the
goodness of the sound field.

All means needed for visualization of such fields are available in the proposed
concept, based on standard software. The implementation is necessary only by
refining of the simulation algorithms. Similar procedure can be used in the dem-
onstration of further interior equipment (e.g. sensors, heating, air conditioning,
environmental effects, etc.).

13.6.4 Further Development

As an integrated standard FDMU system in the market offering of a software
vendor seems unlikely at the present time, the further development must obviously
run in two main directions.

First, the candidate applications must get better interoperability capabilities. For
this purpose, the consistent implementation of FMI for each simulation tool would
be very helpful und shall become one of the purchasing criteria.

Second, the loose coupling of individual components must be hierarchically
controlled. FDMU is therefore distributed on four building blocks (Fig. 13.9):
CAD/PDM system, hardware-in-the-loop (HIL)/software-in-the-loop (SIL) system,

0

20

40

60

80

100

16 31.5 63 125 250 500 1000 2000 4000 8000 16000S
ch

al
ld

ru
ck

p
eg

el
 in

 [
d

B
]

Frequenz in [Hz]

Sound pressure of environmental noise t1

Mikrofon - dB Mikrofon - dB(A)

Change loudspeakers‘ sound preassure
level at the center of hearing to

59.73443 dB (A)

Loudspeakers‘ mean sound pressure level
located at center of hearing resulting in

56.72413 dB (A)

Necessary change in sound pressure level
of loudspeaker 1 for balanced impression

-1.26949 dB

Necessary chang in sound preassure level 
of loudspeaker 2 for balanced impression

4.946456 dB

Geometry: Change in geometry model 
Behaviour: Effect of parameter Variation

Visualisation of information
Numerical and logical values

Fig. 13.8 Illustration of spaces with equal noise pressure level

13 Digital Mock-up 377



DMU/VR system and, finally, the FDMU environment. To achieve a higher
performance of the overall system, it is necessary to strengthen the component
FDMU environment so that it assumes the user interface and the control of residual
components. A similar application is described in [31]. This component shall also
provide a template by which individual applications are inserted into FDMU system.

Finally, the open question remains of how the FDMU can be integrated into an
enterprise-wide PLM concept to ensure the quick access, the data consistency and
the broad data availability.

13.7 Industrial Case Studies

As DMU is mostly used in aerospace and automotive industry, this section covers
three use cases which demonstrate the broad range of industrial practice.

13.7.1 Asynchronous Offshore DMU Validation
in the Aerospace Industry

As described in Sect. 13.4.3.1 a collision detection aims to find design errors in the
DMU so they can be corrected early enough in the process. The data collected from
the collision detection can be also automatically analyzed but at a certain extent a
human analysis is needed so the relevant collisions can be taken to an expert group
to be discussed and reviewed.

Fig. 13.9 FDMU architecture
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The initial situation is a collision correction process done through automated
detection. The collision detection delivers to each collision data regarding the
colliding parts and their spatial position absolute and relative to each other allowing
an automated filtering of known collisions. An on-site human evaluation of
unknown collisions is performed by a follow-up team. Relevant collisions will be
reviewed in an expert group. This procedure has the following problems:

• The main problem lies in the high costs of qualified personnel for the visually
made human evaluation.

• Further problems in this situation are bound to the dynamical nature of the DMU
being investigated. In this process there is no freeze of the geometry or product
structure, this implies that in the time elapsed between a found collision, an
analysis and the following review there can be changes in the DMU.

To tackle the costs of the follow-up a first optimization of the process is taken
hiring an off-shore team of engineers that after intensive training of the follow-up
team should realize the collision analysis and send the evaluated data back to the
manufacturer.

In order to complete this strategy a package containing the frozen DMU (snaphot
of product structure and geometry) is sent through secure data exchange to the off-
shore team for the analysis. The package is stored into the suppliers file systems and
the collision evaluation is started. The checks of relevancy are performed, in the
case a collision is found relevant a screenshot of the DMU is made.

Through the same secure data-exchange channel the screenshots and the eval-
uation results are sent back to the manufacturer. The data of the off-shore supplier is
then integrated into the collision databases of the manufacturer.

Collisions are then in design reviews solved.
This proposal implied itself new challenges and problems listed below:

• Data exchange of big data. The volume of the data sent to the supplier is
significant challenging the bandwidth of both the manufacturer and the supplier.
It has to be ensured that that big data packages were successfully exchanged.
Problems with incomplete data-exchange caused extra delays in the evaluation
thus augmenting the problem of data ageing and the completeness of the
evaluated DMU.

• Data ageing. As described above the problem of data ageing is still a factor, the
analyzed DMU can and may change during the evaluation time, making it
difficult for the manufacturer to find the error in the DMU.

• Completeness. Trying to tame the problem of data size in order to reduce the
complications in the data exchange, to find the balance of the amount of data
needed for an evaluation became a challenge. In order to perform a good
evaluation as much environment geometry as possible has to be taken into
account. Too much information makes data packages even bigger and may
deliver too much information that can become a security issue.

• Security. Although the data is send via secure channels to the supplier, the latter has
sensible data of the manufacturer saved and stored in their file servers. Contractual
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constrains define the usage and deleting of manufacturer data, nevertheless the
manufacturer design information should be kept as secure as possible.

• Offshore. Personnel working in a different time zone reduces the overlaying
work-time with the design department. Real time information flow is therefore
constrained.

• Integration. An integration of the evaluation results has to be conducted in the
manufacturers systems. To simplify this the supplier has to use the same tools
and systems of the manufacturer recurring into, on one hand, a huge investment
in licenses on the other hand installation of internal tools and data bases of the
manufacturer into suppliers systems.

The problems above listed do not take into the account the quality of the analysis
with a new team of inexpert co-workers. This approach was not a suitable alter-
native to the original situation. Costs and quality goals were not reached. New
challenges emerged in terms of bandwidth, security and communication.

The second approach consisted of performing the clash evaluation on-site with
the manufacturers systems, do packages of 3D PDF files with the results and
exchanging them with an off-shore supplier.

Parts of the DMU involved in the found collisions, environment geometry and a
3D marker of the clash position are saved into 3D PDF files that are then sent via
secure data exchange channels to the supplier. The data is checked by the supplier
that sends the manufacturer an XML file with the inspected collisions and their
relevance. The content of the XML file is mapped and transformed to be integrated
into the manufacturers system.

This approach solves several of the problems from the original situation and
those of the first approach (Fig. 13.10):

• Data Ageing: the data saved in the PDF file is not synchronized with the master
DMU, therefore the problem of data ageing is partially solved. The dynamic
changes of the DMU can always occur between the detection, analysis and
reviewing but a frozen copy of the geometry exists to track back all problems.

• Completeness: the PDF file contains as much geometry as needed, the com-
position of the geometry can be decided by the manufacturer. The amount of
geometry and, thus, the size of the PDF has to be well controlled in order not to
create too big files that the supplier and/or manufacturer cannot open.

• Data Exchange: the solution with several relatively small PDF files solves the
data exchange problem. Packages are sent and although data exchange problems
may occur all packages that were successfully transmitted allow the supplier to
start working. On the other hand, the packages sent back are very small XML
files that pose no problem to the data exchange in terms of volume.

• Security: PDF files offer several ways of securing its content. For this solution a
variant was implemented where the PDF file could only be opened by the
supplier as long as they have a connection to a license server on the manu-
facturer’s side. This gives the manufacturer the power to decide who, from
where and when can open a PDF file and therefore define when the PDF file
expires protecting its content.
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• Integration: the integration of the XML file with the results pose no problem to
the manufacturer.

• Off-shore time overlapping: this problem is not solved with this solution.

13.7.2 Car Concept Validation in Automotive Industry

Progress of DMU was driven by the automotive industry too. Complex products,
short lead times, broad collaboration, high density of the package are all the reasons
for the development and use of DMU. As shown in Sect. 10.6, Knowledge-based
engineering (KBE) is an appropriate means for support of validation processes in
the concept development of passenger cars, in particular in case of modular
architecture and multi-brand product strategy. The concept development of a pas-
senger car runs by creating a 3D master model and using many knowledge based
assistants that support the designers in dedicated design tasks: silhouette of a car,
design of wheel housing, pedestrian protection, gap tolerance area, ejection miti-
gation, barriers for bumper tests protection, seat belt numerical simulation [32].

In the area of design validation by DMU there is strong demand for automatic
cross-section generation in 3D models. Creation and evaluation of conceptual
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designs takes place in 3-D CAD. Pre-defined 2-D design cross-sections of
traditional package plans still form an indispensable part of the development pro-
cess. Whenever new CAD software is introduced, the methods of interactive 2-D
section derivation with special applications are preserved. Due to growing model
sizes, design engineers have had to accept constantly increasing amounts of manual
effort and waiting times for this purpose. The assurance of sustainable faultlessness
—i.e. currency, accuracy, repeatability—for regular cross-section generation is
becoming increasingly difficult with the growing number of projects.

To fulfill increasing process requirements, cross sections of all conceptual DMU
data shall be generated fully automatically during the night. The automatic cross-
section generator shall provide project coordinators with extensive configuration
options for classifying the cross-section geometries for various graphic represen-
tations. Various benefits are expected: substantial time-saving for concept devel-
opers, obsolescence of manual cross-section maintenance and a significant increase
in process quality.

To support this, a software tool called Automatic Cross-Section Generator has
been developed, offering various configuration options for automatic processing of
car concepts. It is implemented as an additional workbench with CAA V5 appli-
cation programming interface for CATIA V5 and fully embedded in the CAD
infrastructure. It consists of four main building blocks: configuration, pre-pro-
cessing, sectioning and post-processing (Fig. 13.11).

Configuration is maintained via graphical user interface. It facilitates the setup of
global options, section-job definition, continuous sections, special sections and
section of reference cars (from previous or other current product families). Addi-
tionally it ensures typical administration tasks: classification/configuration of sec-
tioning results, editing job definitions and defining sets of job definitions.

Sectioning
Post-

processing

Configuration

Pre-
processing

Section
Definition

3-D conceptional
DMU

Section Definition

3-D conceptual 
DMU Automatic Cross-Section Generator

Conceptual 
cross sections

Section plan with
classified cross-section

Fig. 13.11 Architecture of automatic cross-section generator [32]
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The building block pre-processing prepares the operational sectioning carrying
out the following tasks: analysis of 3D product and section definitions (valid
product-structure, duplicate detection, check of metadata, valid input for sectioning
process, space analysis) and modification recognition while minimized calculation
time is achieved based on detection of modified geometry.

The main building block of the automatic cross-section generator is sectioning
that processes the input CATIA package following the complex design rules. The
input 3D conceptual DMU CATProduct remains unmodified, while cross-sections
are created in the CATProduct containing the section plans. Report files are gen-
erated and put in pre-defined directory.

After the needed sections are generated, the resulting cross-section data is stored
in the 3D CAD structure during post-processing. Modification of resulting cross
section geometry is based on classification rules: structure, geometrical sets,
properties, line type, line thickness and line color.

To leverage the operation and monitoring, strong optimization of loading and
memory strategies is implemented. Batch operation is optimized by subdivision into
different processes what ensures high performance as well as decrease of maximal
memory usage. Realization of different report and protocol levels round up the user
interaction.

Introduction of the automatic cross-section generator and batch operation on a
high-performance server signifies a substantial time-saving for the concept devel-
opers. Thus, significant process quality improvement by automation and permeation
of the whole vehicle project at predefined levels without user interaction are
achieved. Resulting time and capacity savings are significant, while the move from
manual to fully automated work has become possible.

13.7.3 Automotive Mixed Mock-up

With the new development platform Automotive mixed mock-up (AMMU), hybrid
prototypes could be made available for the different engineering divisions at every
development phase. Those prototypes combine the current stage of virtual devel-
opment (DMU) as well as physical development (physical mock-up). This novel
development platform provides a basis for new specification and validation
approaches within the different development phases, ranging from the first digital
drafts to the start of production in the plant [33]. Traditionally, digital and real
processes ran consecutively. Initially, to ensure solutions were viable to put to real-
world tests, early studies were conducted in a virtual environment during the
development phase as well as mock-ups and part builds, such as seating configu-
rations for ergonomic studies or complete vehicle prototypes, were then produced.
Decisions were made either using models in the virtual world or directly affecting
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the real builds. MR linked these two worlds, the digital and the real, by embedding
the virtual mock-up into real-life environment ensuring the assessment and visu-
alization of modifications and new concepts as mixed mock-up.

MR first uses a camera to capture photos of a particular area of the prototype,
such as the engine compartment (Fig. 13.12). The precise spatial relationship
between the real-life and digital world is established using tracking systems, which
precisely determine the current position of the video camera in relation to the
overall product such as a vehicle. These video images are then displayed on a
monitor and a variety of different components are installed virtually. Typical
examples of application include positioning new electrical components such as
wiring harnesses or control units, optimized heat shields or hydraulic functional
units such as the brake force booster with corresponding lines. However, it is also
possible to conduct installation tests with new engine configurations. In this case,
the engineers assess whether a modified engine will fit in the existing installation
space or if it can be easily mounted during the production process. Special spatial
analyses are used by developers to assess the accessibility of individual components
within the engine compartment to ensure that installation and maintenance work
can be easily carried out on the vehicle at a future date. The first validation of
virtual models is taking place in the real world with the use of MR.

This approach points out the capability of realigning respectively of adapting
established processes (like maintenance and training activities) to new and uprising
demands by means of allocating a clear and visual interface inbetween virtual and
physical product development. Particular attention is paid to the information and
knowledge transfer between the several organisational units, especially the expe-
rience and perception exchange in between virtual and physical development steps.

Mixed Reality

Reality – Virtuality (RV) Continuum 

Hardware Mock-Ups, which serve the validation of 
concepts, components  and whole car definition

Realistic computer simulation of a product with all 
needed functionalities for support of:

design/planning/production & maintenance

Physical Mock-Up (PMU) Digital Mock-Up (DMU)

In case of car development

Augmented 
Reality (AR)

Augmented 
Virtuality(AV)

Real Environment Virtual Environment

Mixed Reality (MR)

Real 
Environment

Virtual 
Environment

Fig. 13.12 Automotive mixed mock-up (AMMU) (reproduced with kind permission from
Daimler AG © 2014 [33] )
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13.8 Conclusions and Future Perspectives

The DMU is a very useful tool for the product development and integration of
stakeholders around a common goal to create competitive products. The future of
the DMU is dependent on:

• The integration of information never meant for the mock-up.
• Development of networked virtual environments (NVE).
• Integration of DMU tools with other technologies.
• Usage of the DMU as a center piece of broader lifecycle strategy.

The perspectives of the DMU look forward to integrate information that origi-
nally was not meant for a mock-up and therefore was no requisite for the DMU
development such as the aesthetic intentions of the design [34], concepts and
inspirations, best practices, tips and tricks that may not be well documented in the
PLM strategy.

The development of DMU usage goes hand in hand with the development and
use of NVEs, how users are connected over different physical locations and the
within build working spaces [34] and the capabilities of these environments to
allow users interact with each other. The possibilities of interaction surpass the
human face-to-face interaction. The advancements of technology pass over hurdle
after hurdle of needs and goals of collaboration and communication [35], the
challenge of the DMU is to integrate these technologies to improve the design and
review process.

An interesting future perspective of the DMU is the impact of the Web 2.0,
especially social media in the design process [36]. Product relevant information can
be shared through social media similar functionalities that are or coupled with the
PLM system or are part of it in the form of an extension. After this information has
reached a certain maturity it can be then saved in the PDM system attached to the
product structure [37] and hence enhancing the scope of metadata as part of the
DMU. This information may be useful to the validation, review process or any other
derived from the DMU giving a broader view of the context surrounding the
geometry that is being visualized acting as a business tool that communicates past
decision taking, context etc. Visualizing and incorporating such information is still
an option rather not a challenge due to the vast growth of social media technologies
and gaming in the past years crossing the problem of user friendliness of PDM
systems across the enterprise [38].

The design information can be also done itself in a collaborative session closing
the gap with the posterior design review while developing a technology of simul-
taneous real-time design where while reviewing designing is also possible [39, 40].

The DMU is an as designed description of the product and differing from the
mock-up, does not always take into account changes that occur during the manu-
facturing or assembly process. Bend sheet metals, casting models and spontaneous
last minute on site decisions at the assembly create an unavoidable difference
between the DMU and as manufactured product. In those cases the DMU is not
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actual, mature or accurate. The flow of information back into the DMU is possible
using 3D optical shape acquisition used for quality checks [41] comparing the
DMU with the actual product at part by part level (see Chap. 12). The further step is
to recognize the changes comparing the manufactured part with the design part in
the DMU and in the case of a change generating new geometry with the changes
while updating the geometry in the product structure and thus the DMU [42].
Although this step is today with constraints possible the practice is not widely used
and the problem of closing the as design—as manufactured gap is not widely
recognized.

References

1. Alguezaui S, Filieri R (2014) A knowledge-based view of the extending enterprise for
enhancing a collaborative innovation advantage. Int J Agile Syst Manage 7(2):116–131

2. Aoyama H, Kimishima Y (2009) Mixed reality system for evaluating designability and
operability of information appliances. Int J Ineract Des Manuf 3:157–164

3. McLay A (2014) Re-reengineering the dream: agility as competitive adaptability. Int J Agile
Syst Manage 7(2):101–115

4. Mengoni M, Germani M (2006) Virtual reality systems and CE: how to evaluate the benefits.
In: Ghodous P et al (eds) Leading the web in concurrent engineering. IOS Press, Amsterdam,
pp 853–862

5. Stevenson M (2013) The role of services in flexible supply chains: an exploratory study. Int J
Agile Syst Manage 6(4):307–323

6. Valentini PP (2009) Interactive virtual assembling in augmented reality. Int J Interact Des
Manuf 3:109–119

7. Jareño JJ (2009) Application of the engineering in the aeronautics. http://tv.uvigo.es/uploads/
material/Video/5147/PRESEN-2009-12JJjare____o.pdf. Accessed 15 Nov 2013

8. Mart T, Cangelir C (2013) Lessons learned for better management of master geometry. In:
Bernard A et al (eds) Product lifecycle management for society, IFIP advances in information
and communication technology, vol 409. Springer, London, pp 712–721

9. Di Gironimo G, Patalano S, Tarallo A (2009) Innovative assembly process for modular train
and feasibility analysis in virtual environment. Int J Interact Des Manuf 3:93–101

10. Voss T (2008) Untersuchungen zur Beurteilungs- und Entscheidungssicherheit in virtuellen
Umgebungen. PhD thesis, Technische Universität München

11. Hudelmaier J (2003) Sichtanalyse im Pkw unter Berücksichtigung von Bewegung und
individuellen Körpercharakteristika. PhD thesis, Technische Universität München

12. Dierßen S (2002) Systemkopplung zur komponentenorientierten Simulation digitaler
Produkte. PhD thesis, Eidgenössische Technische Hochschule Zürich

13. Deuschl M (2006) Gestaltung eines Prüffelds für die Fahrwerksentwicklung unter
Berücksichtigung der virtuellen Produktentwicklung. PhD thesis, Technische Universität
München

14. Mendonça CH (2007) The system verification breakdown method. In: Loureiro G et al (eds)
Complex systems concurrent engineering. Springer, London, pp 65–72

15. Verlinden J, Horváth I, Nam T-J (2009) Recording augmented reality experiences to capture
design reviews. Int J Interact Des Manuf 3:189–200

16. Hrimech H, Merienne F (2010) Interaction and evaluation tools for collaborative virtual
environment. Int J Interact Des Manuf 4:149–156

17. Ludwig L, Haurykiewicz J (2007) Collision checking analysis tool: discovering dynamic
collisions in a modeling and simulation environment. Int J Interact Des Manuf 1:135–141

386 R. Riascos et al.

http://dx.doi.org/10.1007/978-3-319-13776-6_12
http://tv.uvigo.es/uploads/material/Video/5147/PRESEN-2009-12JJjare____o.pdf
http://tv.uvigo.es/uploads/material/Video/5147/PRESEN-2009-12JJjare____o.pdf


18. Mas F, Gómez A, Menéndez JL, José Ríos J (2013) Proposal for the conceptual design of
aeronautical final assembly lines based on the Industrial Digital Mock-Up concept. In: Bernard
A et al (eds) Product lifecycle management for society, IFIP advances in information and
communication technology, vol 409. Springer, London, pp 10–19

19. Dolezal WR (2008) Success factors for digital mock-ups (DMU) in complex aerospace
product development. PhD thesis, Technische Universität München

20. Zachmann G (2000) virtual reality in assembly simulation—collision detection, simulation
algorithms and interaction techniques. PhD thesis, TU Darmstadt

21. Raffaeli R, Cesetti A, Angione G, Lattanzi L, Longhi S (2012) Virtual planning for
autonomous inspection of electromechanical products. Int J Interact Des Manuf 6:215–231

22. Kanai S, Iyoda D, Endo Y, Sakamoto H, Kanatani N (2012) Appearance preserving
simplification of 3D CAD model with large-scale assembly structures. Int J Interact Des
Manuf 6:139–154

23. Valentini PP (2011) Interactive cable harnessing in augmented reality. Int J Interact Des
Manuf 5:45–53

24. Handschuh S, Dotzauer R, Fröhlich A (2012) Standardized formats for visualization—
application and development of JT. In: Stjepandić J et al (eds) 19th ISPE international
conference on concurrent engineering, concurrent engineering approaches for sustainable
product development in a multi-disciplinary environment. Springer, London, pp 741–752

25. Rakotomamonjya X (2007) Experimentation of an enterprise architecture in aerospace
electrical engineering process. In: Loureiro G et al (eds) Complex systems concurrent
engineering. Springer, London, pp 683–691

26. Balasubramarian B (2008) Entwicklungsprozess für Kraftfahrzeuge unter den Einflüssen der
Globalisierung und Lokalisierung. In: Schindler V, Sievers I (eds) Forschung für das Auto von
morgen. Springer, Berlin, pp 359–372

27. Fukuda S, Lulić Z, Stjepandić J (2013) FDMU—functional spatial experience beyond DMU?
In: Bil C et al (eds) Proceedings of 20th ISPE international conference on concurrent
engineering. IOS Press, Amsterdam, pp 431–440

28. Biahmou A, Fröhlich A, Stjepandić J (2013) Improving interoperability in mechatronic
product development. In: Proceedings of PLM 10—international conference on product
lifecycle management. Inderscience, Olney, pp 510–521

29. N N, Functional mockup interface (FMI)—version 1.0. https://www.fmi-standard.org/
downloads. Accessed 15 Nov 2013

30. Blochwitz T et al (2012) Functional mockup interface 2.0: the standard for tool independent
exchangeof simulationmodels. In: 9th internationalmodelica conference,Munich, 3–5Sep2012.
https://trac.fmi-standard.org/export/700/branches/public/docs/Modelica2012/ecp12076173_
BlochwitzOtter.pdf. Accessed 15 Nov 2013

31. Stork A et al (2009) FunctionalDMU: towards experiencing the behavior of mechatronic
systems in DMU. Fraunhofer IGD, Darmstadt. http://www.igd.fraunhofer.de/sites/default/files/
FDMU%20Pr%C3%A4sentation.pdf. Accessed 15 Nov 2013

32. Brüning HC, Liese H (2013) Reliable methods for the virtual car design process in the
conceptual Development of passenger cars at volkswagen AG. In: ProSTEP iViP symposium.
Hannover, 16–17 April 2013

33. Geißel O (2012) AMMU automotive mixed mock-up. Konzeption einer neuen
Entwicklungsplattform für die Automobilindustrie. PhD thesis, Universität Stuttgart

34. Cheutet V, Léon J-C, Catalano CE, Giannini F, Monti M, Falcidieno B (2007). Preserving car
stylists’ design intent through an ontology. Int J Interact Des Manuf (2008) 2:9–16

35. Baladi M, Vitali H, Fadel G, Summers J, Duchowski A (2008) A taxonomy for the design and
evaluation of networked virtual environments: its application to collaborative design. Int J
Interact Des Manuf 2:17–32

36. Brown J (2012) Social business collaboration and the product lifecycle: combining the
collaborative power of social media with PLM. Tech-Clarity Inc. http://www.tech-clarity.com/
documents/Tech-Clarity_IssueinFocus_Social_Business_PLM.pdf. Accessed 9 July 2013

13 Digital Mock-up 387

https://www.fmi-standard.org/downloads
https://www.fmi-standard.org/downloads
https://trac.fmi-standard.org/export/700/branches/public/docs/Modelica2012/ecp12076173_BlochwitzOtter.pdf
https://trac.fmi-standard.org/export/700/branches/public/docs/Modelica2012/ecp12076173_BlochwitzOtter.pdf
http://www.igd.fraunhofer.de/sites/default/files/FDMU%20Pr%C3%A4sentation.pdf
http://www.igd.fraunhofer.de/sites/default/files/FDMU%20Pr%C3%A4sentation.pdf
http://www.tech-clarity.com/documents/Tech-Clarity_IssueinFocus_Social_Business_PLM.pdf
http://www.tech-clarity.com/documents/Tech-Clarity_IssueinFocus_Social_Business_PLM.pdf


37. Doumit N, Huet G (2013) Fortin C (2013) The role of enterprise social media in the
development of aerospace industry best practices. In: Bernard A et al (eds) Product lifecycle
management for society, IFIP advances in information and communication technology, vol
409. Springer, London, pp 356–364

38. Huet G, Zeng Y, Fortin C (2012) Theoretical foundations supporting the implementation of
complementary information structures across the life of a product. In: ASME 2012 11th
biennial conference on engineering systems design and analysis. Nantes, France, 2 July 2012

39. Aronoffa M, Messinaa J (2007) Collaborative augmented reality for better standards. In:
Loureiro G et al (eds) Complex systems concurrent engineering. Springer, London, pp 479–
486

40. Dineva E, Bachmann A, Moerland E, Nagel B, Gollnick V (2014) New methodology to
explore the role of visualisation in aircraft design tasks: an empirical study. Int J Agile Syst
Manag 7(3–4):220–241

41. Raffaeli R, Mengoni M, Germani M, Mandorli F (2012). Off-line view planning for the
inspection of mechanical parts. Int J Interact Des Manuf 1:1–12

42. Herlem G, Ducellier G, Adragna PA, Durupt A, Remy S (2013) A reverse engineering method
for DMU maturity management: use of a functional reeb graph. In: Bernard A et al (eds)
Product lifecycle management for society, IFIP advances in information and communication
technology, vol 409. Springer, London, pp 422–431

388 R. Riascos et al.



Chapter 14
Modularity and Supporting Tools
and Methods

Josip Stjepandić, Egon Ostrosi, Alain-Jérôme Fougères
and Martin Kurth

Abstract The paradigm of modularity has emerged as a relevant way to meet
customer requirements with a wide range of variety and customisation of products,
from unique to standard ones. The modularity area is becoming increasingly
multidisciplinary, which implies holistic and articulated concurrent engineering
approaches. Modularity can intersect technical aspects with the business aspects.
The use of modular technology has wide-reaching implications for any design and
development company that undertake to use this paradigm. This chapter provides a
framework for understanding the modularity in the context of concurrent engi-
neering. It involves design for modularity as well as management of modularity.
Theoretical and practical development of consistent modular methods, their
implementation technologies and tools for mass customization and product con-
figuration are examined. Some of the possible implications of these developments
are presented from concurrent engineering point of view. The current trend is drawn
toward usage and integration of different technologies such as advanced CAD
systems, product configurators, agent-based systems and PDM systems. Three
particular application areas with industrial use cases are presented. A discussion
about research challenges and further developments closes this chapter.
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14.1 Introduction

Many sectors of human existence are tightly connected with the term of modularity.
Besides techniques, modularity is intensively used in education, science (mathe-
matics, informatics, psychology, biology and linguistics), media science, manage-
ment, organization, financial services and the public administration. Modular
products accompany practically a person throughout his life. As a commonly
known artifact, the entire Web has a modular structure, composed of independent
sites and pages, and each webpage itself is composed of elements and code that can
be independently modified and can interact via clearly defined interfaces [1].

Modularity as an engineering and management domain has become relevant in
the 60 s of the twentieth century through the design of the first modular computers.
Through the development of concepts and a body of knowledge modularity has
become an area worthy of study in its own right. It can be considered that the roots
of modularity can be derived from human cognitive abilities [2]. In the 1980s Fodor
revived the idea of the modularity of mind, although without the notion of precise
physical localizability. According to Fodor modular (cognitive) systems fulfill
certain criteria:

1. Domain specificity: modules only operate on certain kinds of inputs
2. Informational encapsulation: modules need not refer to other psychological

systems in order to operate
3. Obligatory firing: modules process in a mandatory manner
4. Fast speed: probably because modules are encapsulated and mandatory
5. Shallow outputs: the output of modules is very simple
6. Limited accessibility
7. Characteristic ontogeny: there is a regularity of development
8. Fixed neural architecture.

These criteria are also valid in equal measures for modular technical systems.
The precise definition of product modularity is provided by articulating a product
system modularity construct in the domain of tangible assembled artifacts [3]. It
focuses product modularity to the criteria of component separability and component
combinability. This definition is finally related to other definitional perspectives
synthesized by a literature review: component commonality, function binding,
interface standardization, and loose coupling. The nomological network of the
product modularity construct is derived from it and subject to further validation.

In context of concurrent engineering, modularity combines technical aspects
with business aspects, both from a qualitative and a quantitative viewpoint
(Fig. 14.1).

Complex products can be understood as a network of components that share
technical interfaces (or connections) in order to function as a whole. Component
modularity is defined based on the lack of connectivity between components [4].
Technically (Fig. 14.1), it can be expressed with three measures: (a) how compo-
nents share direct interfaces with adjacent components, (b) how design interfaces
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may propagate to nonadjacent components in the product, and (c) how components
may act as bridges among other components through their interfaces. All three
measures of component modularity have been identified for the product architecture
of a large commercial aircraft engine. While trying to redesign components it was
detected that the relationship between component modularity and component
redesign depends on the type of interfaces connecting components.

Component commonality—the use of the same version of a component across
multiple products—is being increasingly considered as a promising way to offer
high external variety while retaining low internal variety in operations. As com-
ponents influence to a greater or lesser extent nearly every process step along the
supply chain, a multitude of diverging commonality problems is being investigated
in literature. Representation of networks of components by graphs and the devel-
opment of graph-based approaches have been applied as flexible and efficient
means to a wide range of commonality problems [5].

Product-family design and platform-based product development also use the
concept ofmodularity. Decision frameworks have been also introduced in this context
to reveal a holistic view, encompassing both front-end and back-end issues such as
product portfolio and product family positioning, platform-based product family
design, manufacturing and production, and finally supply chain management [6].

From the business point of view (Fig. 14.1), modularization has three purposes:
to make complexity manageable, to enable parallel work, and to accommodate
future uncertainty [7]. The impact of modularity to the financial and organizational
structure of an industry can be described with three aspects: (1) Modularity is a
financial force that can change the structure of an industry; (2) The value and costs
associated with constructing and exploiting a modular design are explored; (3) The
ways in which modularity shapes organizations and the risks that it poses for
particular enterprises are examined.

Modularization in enterprise leads, thus, to the disaggregation of the traditional
form of hierarchical governance. The enterprise is decomposed into relatively small
autonomous organizational units (modules) to reduce complexity and to integrate
strongly interdependent tasks while the interdependencies between the modules are
weak. The dissemination of modular organizational forms yields a strong process

Functional
aspects

Strategic
aspects

Performance
and behaviour

aspects

Economic
aspects

Technical Business

Quantitative

Qualitative

Fig. 14.1 Aspects and
viewpoints of modularity
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orientation: the complete service-provision process of the business is split up into
partial processes, which can then be handled autonomously by cross-functional
teams within subunits [8].

This chapter examines the main developments and implementation of modularity
in the context of CE. In Sect. 14.2, the foundations of modularity are highlighted
from design and management perspective. Approaches for support of modular
design are explained and compared in Sect. 14.3. Subsequently, technologies and
tools for modular design are introduced in Sect. 14.4. Three industrial use cases
(automotive, aerospace, plant design) are described in Sect. 14.5. A discussion
chapter gives insight into further development in field of modularity. Finally, an
outlook is given with respect to the future of modularity from a CE perspective.

14.2 Modularity: Design and Management

In general, from a management perspective modularity is seen as a business strategy
for efficient structuring of complex products, procedures and services with the
objective to rationalize the enterprise [9]. A modular system (product, procedure,
service) is, in contrast to monolithic systems, composed of separate modules, which
satisfy Fodor’s criteria and can be used in different product variants. It is possible to
develop modules independently of each other and then bring them together in an
integrated whole, a product, a procedure or a service on the market. Basically, a
module (as a building block or black box) is interchangeable with another one. By
fusing of different modules the range of products and services (solution space, range
of articles) is enlarged. Opposite to an ad hoc reuse, this approach invests selec-
tively in systematic reuse ability for later benefit.

14.2.1 Modular Design

Modular design combines both, the benefits of standardization and the benefits of
customization. The advantages of modularity result from the reuse of parts and the
repetition of operations. Hence, higher quality, lower cost of production, lower
delivery time and easier spare parts procurement are expected [10]. Modularity
facilitates collaboration and thereby helps to increase flexibility and to minimize
economic risk. Since many modules already exist and can be purchased from an
external vendor, the best module available (outsourcing) can be selected. Because
of mutual independency a module is easier to design, produce, test, maintain and
repair than a single more complex system [11]. As a result, a large product variance
can be covered with a minimum quantity of modules.

The disadvantages of modular products are a limited selection within the supply
range compared to a (entirely) customized product or service as well as high
sensitivity to possible design errors in a single module or, even worse, in the
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interface between two modules. Furthermore, the function of each product variant
can never be optimal, while some variants may be over-dimensioned. Conse-
quently, product differentiation for the customer may be inhibited or lost [12].

Modular design considers functions, properties and interfaces of product con-
stituents. Standard interfaces make parts interchangeable, thereby reducing the
expenditure for the combination of different product constituents. Modular design
usually involves the following processes: the identification of product architecture
and reusable components (building blocks) from existing products, the agglomera-
tion and adaptation of singular building blocks into modules to derive a new design,
and assessment of product performance and cost. Modular product architecture is
generated by deriving a rule base (scheme) for the mapping of product functions to
physical components. For the utilization of modules comprehensive interfaces
become crucial. A modular architecture is distinguished from an integral architecture
by the way functional elements are mapped to physical components: it has a one-
to-one mapping (design logic) from functional elements to physical components of
the product. Three basic types of modular architecture are defined, namely slot, bus
and sectional, according to the interfaces between components [13].

Platforms as a special expression of a modular design are of particular relevance
for an industrial practice. A platform is a standardized base product with funda-
mental functions and properties of the total product, on which a variety of similar
products can be efficiently built by using subsystems, modules and components. In
the platform the architecture and the interfaces to optional elements are included,
which are used for differentiation of the end products [14].

14.2.2 Mass Customization, Variety and Configuration

Under the term “Mass Customization” a business strategy is defined that utilizes
modular design for complex offerings of products and services that are configured
on demand to achieve the best fit with customer-specific needs [15]. Product variety
and customization are provided through flexibility and quick responsiveness
(“Configure-to-Order”). Mass customization joins two concepts that are usually
supposed to be opposite: mass production and customization including two
approaches: mass and craft (single-piece) production. Mass production manufac-
tures low cost products by reaping the benefits of standardization and scale econ-
omies. On the other hand, craft production assumes a high level of individualization
since the products are tailored to specific customer requirements.

Opposite to entirely individual products from special-purpose production cus-
tomization options are allowed for allocated product structure areas only. Similarly,
the processes of order processing are highly standardized, in order to quickly and
cost-efficiently fulfill individual customer requirements. One of the reasons to
establish mass customization is the replacement of the strategy build-to-stock (BTS)
which refers to products that are built before a final purchaser has been identified,
with production volume driven by historical demand information. BTS becomes
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inflexible with new market demands. To prevent costs expansion by large finished
goods inventory, an introduction of a build-to-order (BTO) strategy is necessary to
become a mass customization manufacturing enterprise [16]. By moving the cus-
tomer order decoupling point (CODP) upstream in the value creating chain, the
customer influence is increased and the response time shortened. In case of
the automotive industry it realizes the delivery to the customer of a bespoke vehicle
5 days after placing the order [17].

Product structures of customized products must be thoroughly adjusted for
specific customization options by adopting entirely individual components that are
specifically created besides of standardized and configurable modules. Generally, a
fixed and a variable area of product structure can be identified, in which mandatory
and optional spaces are foreseen for individual implementation. In such a structure,
technologies and tools as follow in Sect. 14.4 are useful, supported by CE tech-
nologies like Knowledge-based Engineering (see Chap. 10) and Digital Mock-up
(see Chap. 13). Management of such a flexible, change-robust product structure is
predetermined in a superordinate PLM concept (see Chap. 16).

Mass customization heavily affects all phases in the product creation process.
Product customization is usually supported by configuration systems (see
Sect. 14.4.2). Generic conceptual procedures for designing such systems are
important for mass customization. These procedures involve analysis and redesign
of the business processes, which can be supported by a configuration system,
analysis and modeling of the company’s product portfolio, selection of configu-
ration software, programming of the software, and implementation and further
development of the configuration system [18].

14.2.3 Modularity from a Management Perspective

By now, modularity has become a basic irreplaceable development methodology
inside the product strategy for a variety of technical products planning based on
market research and correspondent forecast. Individual products are not developed
anymore, only whole product families or product spectra. A later change on this
strategy would be very expensive and could implicate massive negative effects [19].
Development of new modules is essentially a new innovation process.

Modularity seems counter-productive, when selective distinctive features are the
reason to buy a product. When customers focus on elements, like styling, haptics, or
specific colours creative freedom is necessary. In such cases modular design is not
applicable, because investments in modular design outweigh the efforts to create a
user-specific product of which the number is often very small.

With the introduction of modular design, project control has to be adapted when
focused on individual projects. The funding of the development of individual
components has to be increased for every development project for a modular
product family. The integration of different product variants does not come with any
monetary benefits if it is not organized through a holistic controlling approach [20].
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This approach enables the assessment of modular product families as well as their
holistic management based on the new modularity-balanced-score-card (M-BSC).
Additionally, the different perspectives from production, development, marketing
and sales need to be integrated.

Cost schemes of modular products can be established by decomposing the
product family into generic modules to support cost calculation [21]. The candidate
modules that are closest to the customer requirements can be retrieved by com-
puting a similar degree of the case module and the target module for the same
module model quantitatively. The search space is restricted for generic modules.
The cost structure of the different types of modules is analyzed, i.e., the basic
module and customized module, and the different cost estimation approaches are
applied to different types of modules. The product cost can be accumulated with
cost of modules in each level of the modular product family progressively.

14.3 Methodical Support for Modular Design

Modularity is achieved by partitioning information into visible design rules and
hidden design parameters. It is beneficial only if the partition is precise, unam-
biguous, and complete [9].

The visible design rules (“visible information”) are basic decisions that affect
subsequent design decisions. Ideally, the visible design rules are established early in
a design process and communicated broadly to those involved. Visible design rules
consist of three categories:

1. An architecture, which specifies system modules and their functions.
2. Interfaces with description of module interaction (fit, connect, communicate).
3. Standards for testing a module’’ conformity to the design rules and for com-

paring performance of competing modules.

The hidden design parameters (“hidden information”) are decisions that affect
the design only within the local module. Hidden parameters can be used late and
changed whenever necessary.

Common attributes of modular products are defined as follows [16]:

1. Commonality of modules: Components or modules are used at various positions
within a product family.

2. Combinability of modules: Products can be configured by combining compo-
nents or modules.

3. Function binding: There is a fixed allocation of functions to modules.
4. Interface standardization: The interfaces between the modules are standardized.
5. Loose coupling of components: The interactions between the components within

a module are significantly higher than the interactions between components of
various modules.
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In modularization the combinability of elements is increased when starting from
an existing production structure [22]. Thereby, through reduction of interdepen-
dence a larger amount of product variants can be generated from a given number of
element variants. Another opportunity concerns reduction of the level of integra-
tion. This can be achieved by interface standardization.

There are various methods to support modular design like axiomatic design
(AD), functional modeling, design structure matrix (DSM), modular function
deployment (MFD) and variant mode and effects analysis (VMEA), which can be
also used in combination with an architecture development process [23]. The
interdependence and the level of integration of components are a measure of
modularity. Classification of various product modularization methods and the
comparison of methods in several application areas (product variety, product
generation and product lifecycle) have shown that the generation of modules
depends on both the chosen method and the weighting of different criteria [24].

14.3.1 Axiomatic Design

Axiomatic design (AD) is a systems design methodology using matrix methods to
systematically analyze the transformation of customer needs into functional
requirements, design parameters, and process variables [25]. Hereby, the attempt is
made to build on the development of new products based on a system of axioms,
which are based on mathematics or physics sciences. The formalization is supposed
to lead to the design of technical systems. Starting from two axioms (the inde-
pendence axiom and the information axiom) a system of theorems is set up.

AD contains four domains: customer domain, functional domain, physical
domain and process domain. Each domain has its corresponding design elements,
namely, customer attributes (CAs), functional requirements (FRs), design param-
eters (DPs), and process variables (PVs). The zigzag mapping among domains
follows the process of product design. The independence axiom, which demands
maximizing the independence of the functional requirements, is used to judge the
rationality of design. The information axiom, which demands minimizing the
information contents of the design, is used to select the optimum design.

The mapping process can be expressed mathematically in terms of the charac-
teristic vectors for functional requirements (FRs) and design parameters (DPs) that
define the design goals and design solutions. The relationship between the two
vectors can be expressed by the design equation for product design as following:

FRsf g ¼ A½ � DPsf g; ð1Þ

where [A] is a matrix defined as the design matrix that characterizes the product
design. Ideally, it’s a square matrix (when the number of FRs is equal to the number
of DPs). When the design matrix is either diagonal or triangular, the corresponding
design satisfies the independence axiom (“uncoupled design” resp. “decoupled
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design”). Any other form of design matrix is called full matrix and will result in a
coupled design that is not beneficial. The uncoupled design indicates that the design
tasks are mutually independent, and can run concurrently shortening the develop-
ment time significantly. The decoupled design indicates that the design tasks should
be processed by sequence so that the whole process can be managed effectively.

The modular design based on AD runs in three major steps:

1. Analysis of product using AD: The fundamental functions requirements and
design parameters are decomposed into levels of sub-function requirements and
sub-design parameters resulting the functional-structure model and a full design
matrix.

2. Module definition: Product design is implemented agglomerating the modules
from the singular functions and the components in the functional-structure model.

3. Reconfiguring the sequence of modules: The relationships between modules are
uncoupled or decoupled on the basis of AD. The uncoupled relationships mean
that these modules can be carried out simultaneously and the decoupled rela-
tionships mean that these modules must be performed in sequence so that the
effect of former modules can be considered and the iterations of design can be
reduced. In this step, we can get the module-junction structure diagram that
indicates the design sequence.

Mapping of the modular product architecture follows the axiomatic design to
maintain the cross-domain module independence of functional requirements.
Aerospace and defense systems have been analyzed as complex systems with long
lifecycles with particular attention to time and flexibility [26]. By dividing the
design perspective into two domains, one long-term architectural and one short-
term modular, and identifying an ideal product architecture for that situation, the
design in terms of integral architecture and modular flexibility was optimized and
the resolution of the issue with conflicting short and long term goals supported.

14.3.2 Functional Modeling

Functional modeling place product functions as a central idea for structuring of
product into modules. The role of functional modeling is not only to clarify
understanding of a design problem, but also to serve as core to the modular solution.
Questions arise from these roles of functional modeling. How should functions can
be expressed or represented so that their structure can be used for modular design?
What are rules or heuristics to identify modules from patterns in function structure?

Functional modeling is based on the assumption that product functions can be
decomposed into smaller, easily solvable sub-functions. The modeling of functions
as operations on flows allows designers to represent product functions and to
decompose these functions into chains of connected elementary sub-functions. The
sub-functions in these chains are related by the flow of energy, material or signal
passing through the product to form a functional model, known as a function

14 Modularity and Supporting Tools and Methods 397



structure. The product functions and sub-functions are described in a verb-object
form. They are represented by a black-boxed operation on flows of energies,
materials, and signals.

Modularity and the modular form of the product depend on the form of chains of
connected elementary sub-functions. The modular design based on the function
decomposition follows these steps [28]:

1. Define product functions. Product functions are defined as operations on flows
of energies, materials, and signals. They originate from customer needs.

2. Decompose product functions into sub-functions. For each product function,
decompose the flows of energies, materials, and signals. For each input flow,
define a chain of sub-functions that transforms the flow step-by-step into an
output flow. Because sub-functions are modeled also as operations on flows,
they can be standardized. A library of flows and sub-functions has been pro-
posed by Hirtz et al. [27]. These libraries are called functional bases. A designer
can decompose product functions into sub-functions chosen from the library of
sub-functions (Table 14.1). Modeling of sub-functions as operations on flows
implies a temporal order relationship between sub-functions.

3. Integrate the chains of sub-functions. The temporally ordered chains of sub-
functions are integrated by connecting the chains. Thus, series of sub-functions,
sequentially and/or in parallel, transforms input flows step-by-step into output
flows. The decomposed product functions form now a function structure.

4. Identify modules. Groups of sub-functions related by flows can be observed in
the function structure of the product to form modules. This observation has led
to the formulation of heuristics to identify modules. Stone and Wood [28]
proposed three heuristics based on the three patterns that a flow can experience:
1) a flow may pass through a product unchanged, 2) a flow may branch, forming
independent function chains, or 3) a flow may be converted to another type.
Figure 14.2 shows the overall function of an electric wok with its function
structure with heuristically identified modules [28].

This method provides a systematic technique for identifying modular patterns at
the functional model stage. This method also allows product architecture decisions
to begin at a much earlier stage, i.e. at the functional model stage. Once modular
patterns in functional structure are defined, the design of alternative layouts and
components become more straight forward tasks. Optimization techniques may then
be applied to find optimal modular product.

14.3.3 Design Structure Matrix

The design-structure-matrix (DSM) is a simple and meanwhile commonly used tool
for the visualization of complex connections in systems in a compact and easily
adjustable format. This facilitates their analysis. The systems can be both technical
and social (e.g., organizations) [29].
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The DSM is represented as a square N × N matrix, mapping the interactions
among the set of N system elements. Depending on the type of system being
modeled, DSM can represent various types of architectures (product, process,
organization, multiple domains). For example, to model a product’’ architecture, the
DSM elements would be the components of the product, and the interactions would

Table 14.1 Library of sub-
functions [27] Primary Secondary Tertiary

Branch Separate Divide

Extract

Remove

Distribute

Channel Import

Export

Transfer Transport

Transmit

Guide Translate

Rotate

Allow DOF

Connect Couple Join

Link

Mix

Control Actuate

Regulate Increase

Decrease

Magnitude Change Increment

Decrement

Shape

Condition

Stop Prevent

Inhibit

Convert Convert

Provision Store Contain

Collect

Supply

Signal Sense Detect

Measure

Indicate Track

Display

Process

Support Stabilize

Secure

Position
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be the interfaces between the components. Using the advanced three-dimensional
DSM (DSM3D), designers are able to highlight the differences among singular
members within families of products, modules, and interfaces.

The DSM can be illustrated by the modular design of a single-use camera
[29, p. 75] (Fig. 14.3). Through marks outside the diagonal (21, 21–15, 15) it is
shown, that one component in the system is dependent on another one. Reading
across a row reveals what to what other elements the element in that row provides
outputs, and scanning a column reveals from what other elements the element in
that column receives inputs. In the example, element 11 (inner lens plate) provides
input for the elements 9, 10, and 13, simultaneously. Due to the symmetry, inter-
dependent elements can be recognized: 9 needs 11 at an early stage and at the same
time 11 is providing output to 9.

In this use case five Kodak single-use cameras were dissected. By comparing
component interactions across the five camera models, interfaces were categorized
as common (occurring in all five), variant (occurring in some of the five), or unique
(occurring in one of the five) and colored (red, blue, yellow, respectively) into the
matrix in Fig. 14.3. Based on interaction among components and appropriate
clustering, five modules were identified indicated by square borders in the DSM.
The last component in the list (structure) is related to many other components,
as indicated with the many colored squares along the bottom of the DSM. This
bus-type component is strategic because there is an opportunity to use common
interfaces to save costs and better handle diversity.
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Fig. 14.2 An overall function of an electric wok with its function structure with heuristically
identified modules [28]
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The DSM enables designers to study basic aspects of product architecture such
as bus, mini-bus, and strength of physical interactions. It also helps to investigate
the architectural distribution of modules and interfaces.

The DSM shows that many interfaces are variants. Interfaces and modules
having instantiation in multiple products are named respectively cross-interfaces
and cross-modules. By identifying cross-interfaces and cross-modules, which are
beneficial from a cost saving point of view, designers should avoid variant inter-
faces (colored blue) that provide diversity and incur additional cost. In the case of
variant cross-modules, the DSM indicates that it is necessary to develop a common
cross module with common interfaces.

A small number of computer software applications incorporate dependency
structure matrices in particular for software development. The DSM knowledge is
maintained by the DSM Community, an interdisciplinary expert group [30].

A four-step product module identification approach by combining AD and DSM
is proposed in [31] (Fig. 14.4). The overall pertinence DSM of DPs is obtained in
first step, which assembles the three aspects of pertinence relationship of func-
tionality, structure, and manufacturing process. The similarity DSM of DPs from
manufacturing process is built in the second step. Based on the two steps above,
the overall pertinence DSM with similarity DSM is aggregated and the overall
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interrelation DSM of DPs is obtained in the third step. The overall interrelation
DSM is clustered and modules generated by using genetic algorithms and minimal
description length in the fourth step.

14.3.4 Modular Function Deployment (MFD)

As a further occurrence of a matrix method, the modular function deployment
(MFD) approach was developed by Erixon [32] with the target to facilitate the
development of a “robust” production program that is easily adaptable to the
varying requirements. It is based on the quality function deployment (QFD)
methodology, which is expanded with the modularity concept. The MFD approach
introduces dedicated criteria (“module drivers”), which compile a business strategy
into a framework for modular product design. Module drivers yield the basis for a
systematic evaluation of technical solutions for a given product, based on an
accommodated product structure.

MFD consists of five major steps (Fig. 14.5):

1. Clarify customer requirements: This step ensures that the precise design spec-
ification as functional requirements is derived from customer requirements e.g.
by using QFD.

2. Evaluation of functions and selection of technical solutions: This step is also
called “functional decomposition” because functions and sub-functions are
identified and assigned to the technical solutions (“function drivers”) to fulfill
the functional requirements. For each requirement there are many possible
technical solutions.

Fig. 14.4 Product module identification based on AD and DSM [31]
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3. Identify possible modules: The most important step contains the systematic
generation and selection of modular concepts, in which the module indication
matrix (MIM) is used to identify possible modules by examining the interrela-
tionships between dedicated criteria (“module drivers”) and technical solutions.
A questionnaire is provided to support this activity.

4. Evaluation of various solution concepts: MIM also provides a procedure for
investigating opportunities of integrating multiple functions into single modules
by using the interface matrix. Herein, modules are first sorted in the expected
assembly sequence. In this matrix is recorded which module are coupled by
which kind of interface (so called “hamburger” or “base part assembly”). The
expected effects of the redesign can be estimated and an evaluation can be
provided for each modular concept.

5. Improvement of modules: The singular modules are improved—independent on
each other by using appropriate ranking methods (e.g. Rank Order Clustering).

The overall understanding of MFD is that improved product modularity facili-
tates the entire flow of information and materials—from development and pur-
chasing to logistics and delivery. The focus lies on the combination of function
assignment and economic criteria (“module drivers”). It is a modularity shaping
method, which integrates different weighed goals and produces a modular product
architecture. Thus, multidimensionality is its special characteristic.

Fig. 14.5 Modular function deployment
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14.3.5 Variant Mode and Effects Analysis (VMEA)

The Variant Mode and Effects Analysis approach (VMEA) helps to depict the
impacts of product variants in all units of the enterprise from definition of the product
program to distribution. It includes an evaluation of target costs and discovers cost-
saving potential by eliminating product variety that is not customer-perceived.

The VMEA is divided into three different levels; (1) basic VMEA, in the early
design phase, when we only have vague knowledge about variation; the goal is to
compare different design concepts, (2) advanced VMEA, further in the design
process, when we can better judge the sources of variation, and (3) probabilistic
VMEA, in the later design stages, where we have more detailed information about
the structure and the sources of variation; the goal is assessment of reliability [33].

Advanced VMEA is used to optimize modularity [34]. A systematic develop-
ment of variety diversity is supported according to technical and economic criteria.
Optimal product structures are determined by variation of parts and modules. The
VMEA integrates business units like marketing, product program planning, product
development, production and distribution and is executed through the following
steps (Fig. 14.6):

1. Market-oriented evaluation and design of product functions and determination
of target costs.

2. Derivation of design alternatives for the realization of a homogenous product
structure.

3. Evaluation of design alternatives for technical and economic aspects and
selection of variant solution.

4. Definition of the product program and its transfer to sales.
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Fig. 14.6 Variant Mode and Effects Analysis (VMEA)
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The primary benefit of VMEA is that the systematic preparation of multiplicity
information and the graphic presentation of the development of variants can support
the required communication between the units involved in VMEA: marketing/sales,
development/design, work preparation/production and budgeting/controlling. Thus,
the diversity of variants is known for future products and unneeded reserves con-
cerning performance and flexibility of the equipment can be avoided.

14.4 Technologies and Tools for Modular Design

Currently, manifold technologies and tools are offered to foster modular design:

• Select pre-defined components and assemblies (standard parts library/catalog),
• Configure the product based on customer demand (product configurator),
• Facilitate the saving and selecting of knowledge of modular products (agent-

based approach) or
• Facilitate definition and maintenance of general product structures, so called

“150 % product structure” (PDM system).

These technologies have been developed independently and support specific
aspects of modular design. They can provide optimal functionality by mutual
integration and interaction with other systems (e.g. ERP). If their mutual custom-
ization is conducted thoroughly, all characteristics of modular design can be
mapped.

14.4.1 Standard Parts Catalog/Library

The module standard parts catalog, which exists in every modern CAD system, is
an easy way to foster product modularity, not only because it provides standard
parts (according to national and international standards), but also because it facil-
itates the insertion of external part libraries and carry-over parts as a CAD func-
tionality. In this case, the designer’s activity is limited to the selection, insertion and
validation of such parts in an assembly.

Based on this basic CAD functionality, enterprise part library solutions have
been developed, which facilitate the allocation, administration and integration of
external part libraries (e.g., which are provided by component suppliers) as an
alternative for individual (printed or digital) catalogues. Thereby, extent and
selection of purchased parts can be limited and prioritized according to individual
criteria by a central standardization department in cooperation with the purchase
department (e.g., parts of component suppliers with the best quality certificate are
preferred). This will lead to massive cost savings. As a result of such search a
designer gets 3D and/or 2D models in the desired native or neutral format (STEP,
IGES, DXF) plus metadata for down-stream applications.
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The administrator has the possibility to maintain the database in real-time by
considering the business activities of a supplier (e.g., extension of its product
portfolio). Also, regional differences in delivery can be considered. In case a
standard part is required, which is not available, a pre-defined work flow exists to
automate the generation of requests and to provide tracing, justifying and moni-
toring the processing of requests, and for reporting nonconformities. In addition to a
part library a search engine for 3D data can be used that locates similar parts in
large, heterogeneous data resources within fractions of a second. It analyzes the 3D
geometry of the parts and automatically extracts characteristic features and facili-
tates part reuse in such way.

14.4.2 Product Configurator

A product configurator is a multi-functional, commercial IT tool which serves as
interface between sales and delivery in an enterprise. It supports the product con-
figuration process so that all design and configuration rules, as expressed in a
product configuration model, are guaranteed to be satisfied. The configurable
products are usually characterized by the following properties [35]:

• each delivered individual product is adapted according to individual
requirements

• products are pre-designed in order to accomplish a given range of individual
requirements

• each individual product is specified as a combination of pre-designed compo-
nents or modules

• the products have a pre-designed general structure
• no creative or innovative design is needed as a part of the sales-delivery process
• products are adapted by a routine, systematic product configuration process.

A product configurator is based on configuration software, which is able to map
complex configuration rules with or without usage of a geometry kernel to create a
CAD model in modular design. A product configurator implements formalized
product logic, which contains all “If-Then” configuration rules and constraints. The
usability of configurators has been improved also through the use of a compilation
step in which the full space of valid configurations can be constructed. Product
configuration tasks are shown in Fig. 14.7. The customer inputs his detailed
requirements controlled by the user interface. The configuration problem consists in
finding a feasible product that satisfies both the customer requirements and feasi-
bility constraints. A configurable product is defined by a set of attributes or com-
ponents whose possible values belong to a finite set of values and a set of
constraints on these attributes, which specify compatible combinations of the val-
ues. A product, which meets the customer’s requirements in the best way, is then
selected. After validity check and cost analysis, the bill of material (BOM), CAD
models, and finally, the bid are generated.
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Today available commercial configurators have been designed as either enterprise
resource planning (ERP)-centric or CAD-centric, depending on the need for a final
CAD design activity (e.g. mounting specific adjustments) after the configuration is
closed. By force of circumstance, as its function affects multiple core areas of an
enterprise, a product configurator has to be integrated deeply with the involved IT
systems such as ERP, product lifecycle management (PLM), CAX technologies.
However the complexity associated with managing and synchronizing configuration
master data across different applications such as ERP, PLM and CAX is an important
barrier to the deployment of integrated product configuration. One study gives a
comprehensive overview of the product configurators that are available on the
market [36]. This plethora of commercial solutions indicates the maturity of this
approach to support modular design as well as its deep market penetration.

14.4.3 Agent-Based Approach

Design for configurations is not only a structural problem but also a collaborative
design problem [37]. Product configuration must explicitly consider different actors
and their perspectives influencing the design of configurable products simulta-
neously. Uncertainty is also an integral part of configurable product modeling.
Indeed, configurable product modeling must be able to deal with various unstable
and imprecise requirements coming from customers, on the one hand, and some
forms of uncertainty such as imprecision, randomness, fuzziness, ambiguity, and
incompleteness, on the other [38]. Imprecision is caused by non precise or exact
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nature of design information. Randomness is referred to the lack of predictability or
irrelevant or meaningless data considered as noise. Fuzziness is caused by inca-
pacity to define the semantic of a variable rigorously, or the definition could be
meaningless. Ambiguity is caused by indefiniteness in several interpretation of one
word in the same language. Incompleteness is caused by the lack of information.
Design process is, thus, the source of the uncertainty.

The agent paradigm can be applied to handle complex uncertain problems
where global knowledge is inherently distributed and shared by a number of agents,
with the aim to achieve a consensual solution in a collaborative way. Agents are
autonomous and distributed entities capable of executing tasks either by themselves
or by collaborating with other agents. An agent is a computer entity, located in an
environment that it can perceive, in which it can act, possibly composed of other
agents with which it can interact in an independent way. Fuzzy agents are proposed
to solve distributed fuzzy problems [39] as well as to model the processing of the
fuzziness of information, fuzziness of knowledge, and fuzziness of interactions in
collaborative and distributed design for configurations [37, 40]. Structural problems
of configuration are also formalized with the help of configuration grammars [41]
and implemented in a grammar-based multi-agent platform [42]. An agent-based
system called fuzzy agents for product integrated configuration (FAPIC) is devel-
oped for product configuration (Fig. 14.8) [43]. In FAPIC, each requirement,

Fig. 14.8 Agent-based architecture of the FAPIC platform [44]
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function, solution and process constraint is a fuzzy agent, with a degree of
membership in each community of agents: requirement community, function
community, solution community and constraint community.

Cooperative interactions between fuzzy agents are of two types: (1) Intra-
communities interactions such as the interactions of fuzzy agents in the intra-
community of functions and intra- community of solutions; (2) Inter-communities
interaction between fuzzy agents of different communities such as the interactions:
(a) between the requirement agents and the function agents, (b) between the
function agents and the solution agents, (c) between the process constraints agents
and the solution agents, and (d) between the configurations agents and the solution
agents. Hence, there are discrete and continuous interactions between the agents of
different communities.

In the first phase, FAPIC builds different societies of fuzzy agents, necessary for
the configuration of a product. The agent-based system has been built according to
five steps: (1) fuzzy agent-based communities building, (2) building interactions
between fuzzy requirement agents and fuzzy function agents, (3) building inter-
action between fuzzy function agents, (4) building interactions between fuzzy
function agents and fuzzy solution agents, and (5) building interactions between
fuzzy constraint agents and fuzzy solution agents.

In the second phase, the fuzzy set of consensual solution agents emerges. First
the fuzzy set of requirements for a particular customer is defined. Given the fuzzy
set of customer requirements, the fuzzy set of product function agents are computed
using the fuzzy relationship between requirement agents and product function
agents (active functions). As soon as the set of active function agents emerge,
solutions agents interact with them to compute the fuzzy set of solutions, (active
solutions). At the same time, constraints of different process views, involved in the
configuration task, are defined. After integration of constraints, fuzzy constraint
agents interact with active solution agents to converge towards fuzzy sets of
solutions satisfying all fuzzy constraints. The fuzzy set of consensual solution
agents emerges after the intersection of active fuzzy set of solution agents satisfying
customer requirements, fuzzy set of solution agents satisfying all fuzzy constraints.

In the third phase, the optimal configuration emerges from fuzzy consensual
solution agents and their affinities. During this phase, the consensual solution agents
through their interactions and using their affinities are structured into modules.
Maximization of interactions between the consensual solution agents within a
module and minimization of interactions of consensual solution agents in-between
modules is the objective function to be optimized.

In the fourth, final phase agents seek the consensus. Interactions between fuzzy
solution agents and fuzzy configuration agents are built so that the consensus
emerges. Thus, consensus agents interact with fuzzy solution agents as well as with
the fuzzy configuration agents. They can inform the designer about the different
coefficients established to measure the consensus that emerged. Among the advan-
tages provided by discerning the consensus nuclei of configurations by fuzzy agents,
is the creation of a common ground for moving toward an acceptable configuration
and, thus, it provides assistance to the collaborative and distributed design for
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configuration. In addition, the fuzzy consensus can promote the capitalization
of consensual configurations according to consensual functional requirements and
consensual constraints. It permits the expertise of the various actors to be shared.

14.4.4 PDM Approach

In modern PDM systems, the overall structure of a modular product is mapped in a
generalized product structure, the so-called “150-percent-bill-of-material” (BOM).
Alternative or optional items are initially managed in the database of PDM systems
in the same way as all other items, i.e., items as master records with corresponding
attributes. Differences to the usual article management arise only in the structuring
of the product in the form of bills. Through the use of variants in product structures,
PDM systems are able to manage order neutral BOMs with varying and optional
positions. This approach is beneficial for product development and less for pro-
duction and accompanied departments, because there explicit BOMs are needed for
each product variant to be produced.

Furthermore, there is a risk that the data management is very complicated, while
compromising the performance of the system needs to be tolerated, especially when
a large number of product variants needs to be managed. To resolve these conflicts,
modern PDM systems are extended by the module “ariant Manager” of which a
schematic workflow is depicted in Fig. 14.9. In the base module all master data
(parts, structures and processes) are managed. In case of variants explicit ones are
derived by the configuration and clone modules. Various reports can be generated
by a reporting module that also contains neutral data when needed.
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Fig. 14.9 Modular design driven by PDM system
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14.5 Use Cases

Several examples of configurable products have been studied in the literature such
as: cars, elevators, computer equipment, computer software, telephone switching
systems, telecommunication networks, etc. Many companies such as Siemens [44],
Mercedes [45], Jaguar Land Rover [46], Volvo Trucks and Fiat [47] have their own
history in the development of configuration technologies and tools. This chapter is
completed by three use cases, which demonstrate the support of modular design by
appropriate configuration tools in the automotive and aerospace industry, and plant
manufacturing.

14.5.1 Automotive

Jaguar land rover (JLR) is a premium vehicle manufacturer with two brands: Jaguar
produces high performance sports cars and saloons, whilst Land Rover produces
class leading 4-wheel drive vehicles.

Caused by JLR’s varied ownership heritage two product-definition authoring
configurators still exist, both originated in the early to mid-1990s. Both configu-
rators can handle “f-Then”rules and they have a constraints capability. Three
cooperating IT applications have been designed to enable the company to operate as
an assemble-to-order manufacturer: a product definition application, a bill-of-
material system and an order-scheduling system. However, configuration data is
increasingly to be distributed across multiple applications throughout the enterprise.
In the context of assemble-to-order configuration, a use case has demonstrated a
range of configuration concepts to be modeled which are representative of the
complexity of JLR’s vehicles [46]. Based on these experiences JLR decided to
introduce a single-rule authoring and configuration management application, which
encompasses product configuration in an integral module. Table 14.2 summarises
the configuration concepts and configuration principles.

It was found that neither a PLM, nor an ERP-oriented standard application is
able to supply the needed functionality for a lifecycle approach to product con-
figuration. PLM systems are product-centered tools, whereas ERP systems consists
of operational business tools. A JLR’s specific configuration lifecycle management
(CLM) system was proposed to support the complete product lifecycle for a JLR
configuration [47]. Table 14.3 shows some aspects of PLM, CLM and ERP and
their differences from a product configuration management perspective.

The interfacing between PLM, CLM and ERP is conveniently built on product
features and their families. Features are the basic building blocks for defining
configurations of vehicles and provide the basis for one common modelling lan-
guage through which to write rules (see Sect. 10.6.3). The features include cus-
tomer-facing features used in the ordering of products as well as technical features,
which are unimportant to customers but are essential in driving the manufacturing
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Table 14.2 Configuration concepts and configuration principles [46]

Configuration concepts tested Configuration principles

1. Support for effectivity • Support for effectivity based configuration throughout the
product lifecycle.

• Effectivity is a time point or set of points which define the
availability period of an object e.g. a feature, a feature rule,
a feature specification, etc., in a product.

2. Support for concurrent build
periods

• Differentiation between production builds and prototype
builds using effectivity.

• Releases managed around timing points and change
points, with multiple programms of work being managed
independently.

3. Support of an integrated
modelling environment

• Support for both perpetual and model year based releasing
in the product-modelling environment.

4. Support for rule inheritance • Creation of marketed intent will be defined within the
bounds defined by the engineered intent.

5. Support for the authoring
cross-carline rules

• Enable modular product modelling, for example,
homologation rules and certain architectural technical
constraints apply accross multiple car-lines.

Table 14.3 Aspects of PLM, ERP and CLM from configuration management perspective [46]

PLM CLM ERP

Purpose Supporting product
knowledge
management.

Supporting configuration
lifecycle management.

Supporting opera-
tional business
requirements.

Approach Project-based. Supports both project based
and transactional view with
one set of configuration
master data.

Transaction-based.

Time cycles Supports time to
market.

Supports both time to market
and time to customer.

Supports time to
customer.

BOM focus Definition of an
engineering BOM.

Generation of solved feature
strings.

Execution of a
manufacturing BOM.

Solve
performance

BOM-explosion
workload: 10’s per
hour.

Performs many types of
solves also to support,
among other things, BOM
explosion at a rate of 10000 s
per hour.

BOM-explosionwork-
load: 1000 s per hour.

Types of con-
straints
authored

Technical
constraints.

Technical and commercial
constraints coexist.

Commercial
constraints.

Change of
product con-
figuration
offerings

By model year. Linking model years and
running changes.

Running.

Configuration
space

Partially defined
configuration space
biased towards
technical features.

Fully defined configuration
space linking technical and
commercial features.

Partially defined
configuration space
biased towards
commercial features.
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processes. Thus, an important shared resource is a master feature dictionary, which
contains the common vocabulary of all allowed features across the involved sys-
tems. A master feature dictionary should be managed carefully to avoid duplica-
tions of features. The master feature dictionary will evolve over time and some
re-modelling of feature families is unavoidable as vehicle technologies develop and
otherwise simple features change into combinations of sub-features.

14.5.2 Aerospace

An automated configuration design method and tool for the realistic representation
of various aerospace vehicle geometries, using fewer control parameters, build an
aircraft geometry step-by-step using typical and common components. It is intended
for using them in conceptual and preliminary design phases [48].

This tool, called PCAD, is based on effective use of a super-elliptic formulation
with exponential and polynomial distribution functions in an example of configu-
ration design. With this design method, designers can represent the geometry either
of airplane, helicopter, fighter or missile more realistically, quickly and efficiently.
After that, they can store the geometry data in a PDM system, and manipulate
complex shapes with a small number of control parameters. An aircraft geometry
model in an associative environment, which is represented more realistically and
precisely, is applicable to different stages of the design and development lifecycle,
and can be edited like any other interactively created CAD model.

PCAD encompasses several modules: a graphical user interface (GUI), an air-
craft ‘‘configuration scheme selection’’ decision-making tool, ‘‘surface coordinate
points generator’’ (‘‘control points grid’’), customized CAD software adapted to the
needs of designers and a commercial PDM tool and is fully embedded in CATIA/
Enovia environment by using CATIA V5 CAA interfaces (Fig. 14.10).

14.5.3 Plant Design with Product Configurator and KBE

In plant design, machines with more than 10.000 parts are applied which are
documented in 3D-CAD and PDM systems. They are customized by the following
criteria: market and customer requirements, technical producibility, own business
aims and the general possibility to create modules. Thereby, both arbitrary com-
plexity and the reduction of product offering have to be avoided. The right product
configuration is generated by a Web based product configurator. Additionally, a
convenient product presentation for given configuration is chosen by using KBE.

Even for factory planning with more than 500 machines in one production hall
and internet applications, complex models which show every detail cannot be used
for performance reasons. Furthermore, no company wants to share its know-how
with its competitors through the internet discovering fully detailed CAD models.
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The key is the separation of complex and simplified CAD models in two different
data sets, which, though, are managed by the same status information. The sim-
plified model can be generated in different characteristic features (simple, mid,
complex). As an example, the sales staff discusses the design of the machine hall
with the client and configures the design in 3D on site. In doing so, the charac-
teristics of the individual machines are written down in the CAD system and the
simplified models are used. A prime scale drawing can be printed locally and an
offer is generated directly. Moreover, it is possible to add a rendered 3D picture to
the offer.

In the example of Fig. 14.11 the machine designed by KBE and CAD is able to
adapt every of the 50 million possible combinations in the CAD model. According
to the client´s choice, the desired variant is adjusted with the product configurator.
This variant is checked for doublets at any level of the structure and checked
automatically in the PDM system. The parts can be produced directly in the con-
nected sheet bend machine. The variant selection can be effected by an internet
solution with the simplified model and, hence, can be directly passed to order
management. The processing time for one job is reduced from days to hours.

Configurator can communicate bidirectionally with other sections and internal
systems (CRM, ERP, PDM) by detached status information from the CAD system.
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Fig. 14.10 Aircraft configuration design tool [48]
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This solution allows building up bottom up relationship knowledge and setting up
assembly plans by ERP object lists. Similar concepts, which combine product
configuration with KBE are used for the design of automotive components [50].

14.6 Further Development

Design for product variety, design for product configuration, and design for mass
customization are considered to be highly collaborative and distributed processes.
Therefore, from a holistic point of view, there is still much to be desired in order to
achieve system-wide solutions for these design processes and platform-based
product development, which can consider collaboration and distribution, intensive
interaction between distributed actors, heterogeneity, dynamics and evolution of
organization, and the uncertainty.

The design of a modular product is considered to resolve a system-based
interdependency problem. Traditionally, this issue has been seen as system archi-
tect’s task. Architects design a functional and physical architecture of a system and
their greatest concerns are still with the systems’ connections and interfaces. The
development of modular designs often requires a redesign of the components
themselves resulting in new components. Consequently, an architect should assess
the achievable technical performance of systems based on their underlying modular
or integral architecture. Modular design should be the result of a coherent and
rationale design process, where the options, modular or integral, are early
explored in response to technical constraints and the set of requirements. Finding

Machine line 2
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Guidelines

3D CAD

complex

3D CAD

simplified

Hight, length, depth, …Client specific needs 1

Client specific needs 2 Current, material

3D CAD

complex

3D CAD
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Web selection

3D layout in CAD

Machine line 1

Fig. 14.11 Modular design with product configurator and KBE (Reproduced with kind
permission from Lino GmbH © 2014 [49] )
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the relationship between sparseness, modularity, technical constraints and the set
of requirements, could allow such assessment early in design process. A task in
modularity assessment is also the issue of increasing the effectiveness of modu-
larity. Finding the relationship between the level modularity and the effectiveness of
modularity is an open-ended issue.

Product configuration and modularity are inherently related to product archi-
tecture. As the product architecture is considered to be the governing force in
lifecycle design, the issue of product architecture lacks theoretical foundation. The
design of product architecture has been considered rather more as a know-how issue
of architects than a scientific-engineering issue. In what ways a product architec-
ture, accounting nowadays only for the functional and physical aspects of a
modular product, integrate all other lifecycle characteristics is an important issue.

Actually, the lifecycle of a module is confined to predefined scenarios that
depend on its interfaces and its connections. A product with increased adaptability
and suitability requires more efforts of design and manufacturing due to increased
variety and complexity. How to design intelligent modules is an important issue
related to the design of intelligent products.

The use of open architecture in modular design is a solution to allow the
adoption of new technology. The use of existing modules as well as the use of
independently developed modules to design new modular systems, while respecting
the integrity of these modules, have to do with the suitability for integration of
modules. The adaptability and suitability of modules for integration in a wide range
of possibly larger systems is an important issue of the design and development of
intelligent systems. The concept of an intelligent product should maximize the
design space of architects and system designers.

The change management of requirements, functions, solutions and process
constraints is another question in modular design. The development of intelligent
modular products is strongly related to the development of intelligent models and
intelligent tools. Thus, development of intelligent multidisciplinary collaborative
and distributed platforms can better handle the modularity and variant management
problem. The multi-agent paradigm has the potential to respond to this challenge
and to pave the way for the introduction of innovative technologies in a dynamic
environment characterized by important changes and evolution.

Development of intelligent models and intelligent tools on the one hand and the
development of intelligent modular products, on the other, which can communicate
and cooperate between them, need holistic and concurrent engineering approaches.
These approaches can offer the possibility of the design of self-sustainable models
and self-sustainable products.

To create long-lived modular systems, the foundations of the system have to
reflect the corresponding relevant reality. The design of a modular product should
exploit this principle thoroughly. More modularity is better in all lifecycle view-
points. However, except architects, other actors like development project team
members and management in general have often limited access to dependency-
based system views. Transfer and sharing of knowledge, from architect to various
actors and vice versa, are essential to be able to support all lifecycle viewpoints in
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system level project coordination. If collaborative design in this context is to be
successful, it must be built on a shared rationale of critical design decisions.

A key motivation of modularity is the specialization in the design and production
of modules. The modular product serves much larger user groups over longer
periods of time than a single combined product. Thus, the performance of the
structure of modular product reflects the performance of actors’ coordination in
an organization. Should a modular organization in a dynamic world reflect the
modularity of the product, and, should a modular product reflect the modular
organization, are still open questions. Thus, finding the relationship between the
performance of the structure of modular product and the performance of coordi-
nation of an organization could allow the early assessment of modular product
design.

14.7 Conclusions and Outlook

Modules are encapsulated groups of similar interconnected physical components
that operate on a flow of energy, material, or information and perform a set of
functional requirements. Autonomy or independence from external, dependence of
internal is an important characteristic of modules. Minimization of interactions with
external components and maximization of interactions between components within
the module is an important characteristic of modules. The common attributes of
modular products are: commonality of modules, combinability of modules, function
binding in modules, interface standardization between modules, and higher inter-
action within module versus lower interaction in-between modules.

Modularity is an important property of product design as a multidisciplinary
concept. In the context of concurrent engineering methods, modularity can be
defined as the degree to which a product’s architecture is composed of modules to
respond to a set of requirements, including lifecycle issues and the organization of
collaborative and distributed design processes. It includes also the organization of
quantities of data, information, and knowledge of these design processes.

Design methods for modular design use principally the decomposition principle.
The decomposition of functions into ordered sub-functions such that a group of
ordered sub-functions can be modularized, the decomposition of relationship
between components such that a cluster of components can define a module, as well
as the decomposition of the relationship between the function and components such
that a cluster of components corresponds to a cluster of functions, are the most used
modular design approaches. Methods such as MFD use these principles from
requirement to production. The goal is to facilitate the development of a “robust”
production program adaptable to the varying requirements. Modularity is also used
as a key measure of design for product variety, design for product configuration and
design for mass customization. To optimize modularity the Axiomatic Design, the
Design Structure Matrix, and the advanced variant mode and effects analysis
(VMEA) can be used.
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Various technologies and tools have been developed and used to achieve sys-
tem-wide solutions for modular designs. The current trend is to use, combine and
integrate different technologies such as advanced CAD systems, product configu-
rators, agent based systems and PDM systems. Development of intelligent models
and intelligent tools as well as the development of intelligent modular products (i.e.
intelligent model-tool-product system), which can communicate and cooperate,
demands the design of more intelligent organizations of designs processes for
product variety, for product configuration, and for mass customization. Develop-
ment of intelligent model-tool-product systems needs the development of holistic
and concurrent engineering approaches. These approaches can offer the possibility
of the design of intelligent self-sustainable models and intelligent self-sustainable
products.
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Chapter 15
Multidisciplinary Design Optimization:
Designed by Computer

Cees Bil

Abstract Multidisciplinary design optimization (MDO) has been a field of
research for 25 years. It refers to the formulation of the design problem in
mathematical models and applying optimization techniques to find the minimum or
maximum of a predefined objective function, possibly subject to a set of constraints.
MDO has become an important tool in concurrent engineering (CE), with the ability
to handle many design variables (DV) across various disciplines. Advances in
computer technologies and software engineering have facilitated the practical
application of MDO in industry, including aerospace, automotive, shipbuilding, etc.
However, active research and development in MDO continues. The creative input
of the human designer to the design process is critical and must be integrated in the
MDO process. For MDO to be effective in the design of modern complex systems it
must also incorporate non-technical disciplines, such as finance, environment,
operational support, etc. It remains a challenge to do model them with adequate
fidelity. Simulations and analytical models have imbedded assumptions, inaccura-
cies and approximations. How do we deal with these in an MDO environment?
This chapter gives an introduction to MDO with an historical review, a discussion
on available numerical optimization methods each with their specific features, the
various MDO architectures and decompositions and two case studies where MDO
has been applied successfully.
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15.1 Introduction

The whole is more than the sum of its parts—Aristotle

When the Wright brothers made their historical flight in 1903, their objective was to
achieve powered and controlled flight. In the twenty first century, achieving
powered and controlled flight is hardly the challenge anymore, the question is how
well will it fly and will it meet the user’s needs. The user’s needs are not necessarily
focused on hardware, but on a total business solution, including maintenance,
support, upgrades, etc., that achieve a certain objective over the life-cycle of the
system. Since the industrial revolution, engineers have invested their ingenuity in
developing increasingly complex machines, but perhaps the most striking devel-
opment in terms of rapid technical progression and complexity is the aerospace
domain (Fig. 15.1).

The current design environment of complex systems is defined by a rapid
turnaround of cost effective solutions, involving all operational and business
aspects. The concurrent engineering (CE) approach considers all technical and
business aspects simultaneously, rather than sequentially as in the traditional design
approach. A sequential design approach does not guarantee that an overall optimum
design is found. Figure 15.2 shows a typical aircraft design problem. In the
sequential design process, the aerodynamics group determines the best aspect ratio
(AR), for example, for maximum range P, subject to performance requirements
(design 01). Unfortunately, the structures group cannot comply with the flutter
requirement and needs to increase the wing weight Wmin (design 02). For design 02
all requirements are met, but it is not the optimum design (design 03). Considering

Fig. 15.1 Evolution of engineering complexity in the past century
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aerodynamics, structures and performance at the same time, i.e. concurrently,
would have resulted in an improved design.

This chapter introduces the multidisciplinary design optimization (MDO)
approach that represents a modelling and simulation environment where numerical
optimization techniques are applied to drive the optimization process. This chapter
gives an overview of MDO applications to complex systems design. Section 15.2
provides the motivation for using MDO and its potential benefits in reduced lead
times and improved design quality. Section 15.3 gives an historical background to
MDO development. Section 15.4 discusses a range of numerical optimization
methodologies, their classification and specific features. Section 15.5 cover more
specifically nonlinear optimization methodologies, including the gradient-based
methods such as SQL and GRM, and the genetic algorithms (GA) which have
gained recent popularity as they do not rely on gradient information and are able to
find a global optimum. Section 15.6 discusses MDO techniques for cases which are
multi-modal or have multiple objectives. Section 15.7 gives an overview of various
MDO architectures and the opportunity to decompose the optimization problem
into different levels and coupling of variables, which avoids redundant computa-
tions and can speed up the process considerably. Section 15.8 presents two case
studies where MDO was applied successfully in the structural design of a car body
and of an aircraft wing. Section 15.9 concludes with a discussion some of the
impediments in MDO application and focus areas for future research and
development.

Wing
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Structural
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Wmin

Aspect Ration AR

C1
(t/o length)

C2
(rate of climb) C3

(flutter)

AR*

J due
to sequential
design

01

02

03

Fig. 15.2 Sequential versus concurrent design process [1]
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15.2 Multidisciplinary Design Optimization (MDO)

A new approach that has gained much interest in the past two decades in assisting
design teams is MDO [2, 3]. MDO is a sub-field of computational engineering and
proposes an environment where all the relevant analysis tools, or simulation
models, are coupled and a numerical optimization algorithm is applied to search for
the optimum design as defined by a given objective function and subject to design
constraints (Fig. 15.3).

There are a number of advantages to the MDO approach, such as:

• Reduction in design time
• Systematic, logical design procedure
• Handles wide variety of design variables (DV) and constraints concurrently
• Not biased by prejudice

These potential benefits have motivated many researchers, scientists and engi-
neers to develop MDO frameworks for a range of different application [4–10].

15.3 Historical Background

The existence of optimization methods is as old as calculus and can be traced to
the days of Newton, Lagrange and Cauchy [11]. The development of differential
calculus methods of optimization was possible because of the contributions of
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Newton and Leibnitz. The foundations of calculus of variations were laid by
Bernoulli, Euler, Lagrange and Weierstrass. The optimization of constrained
problems, which involves the addition of unknown multipliers, became known by
the name of its inventor Lagrange. Cauchy made the first application of the steepest
descent method to solve unconstrained minimization problems. In spite of these
early contributions, very little progress was made until the middle of the 20th
century, when high-speed digital computers made the implementation of the opti-
mization procedures possible and stimulated further research in new methods.

The first step in the application of optimization was in structural design in the
1960s when Schmit [12] proposed a rather general new approach, which served as
the conceptual foundation for the development of many modern structural opti-
mization methods. It introduced the idea and indicated the feasibility of coupling
finite element structural analysis and non-linear mathematical programming to
create automated optimum design capabilities for a rather broad class of structural
design problems.

An alternative, analytical form of structural optimization was offered by Prager
and in numerical form by Venkayya in 1968 [13]. This concept became known as
the optimality criteria. In the design of statically determinate structures, each
member is fully stressed under at least one loading condition. The strength of the
two methods suggested a natural separation of the design problem, where opti-
mality criteria would deal with a large number of DV and mathematical pro-
gramming would solve the component-design problem. This approach was pursued
by Sobieski et al. in 1972 in the design of fuselage structures.

For practical MDO applications there are two important issues. The first is the
selection of the models and analysis methods. As mathematical optimization relies
only on the analysis methods provided; these methods must not only be accurate,
but also correctly reflect the sensitivity to variations in the selected DV. The choice
of analysis methods will depend on the design phase. It is usually not appropriate to
use a Navier-Stokes CFD code in conceptual design as design is still very flexible
and not accurately defined yet. Instead statistical/empirical methods as found in are
more appropriate in the early design stages. A number of computer-based design
synthesis systems have been developed for aircraft configuration design, such as
ACSYNT, ADAS, RDS, SOCCER and AAA. Note that statistical/empirical
methods are not based on engineering science and are therefore only applicable in a
narrow range of applications and are not necessarily correctly sensitive to the
selected DV.

The second issue is an acceptable computing time required to determine the
optimum solution. This depends on the available computing power, sophistication
of the analysis methods and the efficiency of the optimization method its and
implementation. Investigations into using approximation methods as a mechanism
to improve the efficiency of mathematical programming techniques started in the
1970s. This hybrid method uses approximations to find the optimum solution and
then applies a more sophisticated analysis method to the approximate optimum
design. The final optimum design is obtained iteratively. A form of this approach is
known as surrogate models or response function techniques [14, 15].
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15.4 Numerical Optimization Methods

Optimization is an important tool in decision science and in the analysis of physical
systems. To use this methodology, we must first identify an objective, a quantitative
measure of the quality of the system, for example profit, time, potential energy, or
any quantity or combination of quantities that can be represented by a single
numeric. The objective depends on certain characteristics of the system, called DV.
The aim is to find the values for the DV that maximizes and minimizes the objective
function. Often the range of values for the variables is constrained. The process of
defining the relationship between the objective function, DV, and constraints for a
given problem is known as modeling. Construction of an appropriate model is the
first step—sometimes the most important step—in an optimization process. If the
model is too simple, it will not give useful insights into the practical problem. If it is
too complex, it may be too difficult to solve.

Once the model has been formulated, an optimization algorithm can be used to
find its numerical solution. A variety of optimization algorithms exists, each tai-
lored to a particular type of optimization problem. The responsibility of choosing
the algorithm that is appropriate for a specific application often falls on the user.
This choice is an important one, as it may determine whether the problem is solved
rapidly or slowly and, indeed, whether the solution is found at all. After the opti-
mization process has been completed, we must be able to recognize whether it has
succeeded in its task of finding an optimum solution. In many cases, there are
elegant mathematical expressions known as optimality conditions for checking that
the current set of values for the DV is indeed the optimum solution of the problem.
If the optimality conditions are not satisfied, they may still give useful information
on how the current estimate of the solution can be improved. The model may be
improved by applying techniques such as sensitivity analysis, which reveals the
sensitivity of the solution to changes in the model and data. Interpretation of the
solution may also suggest ways in which the model can be refined or improved (or
corrected). If any changes are made to the model, the optimization problem is
solved anew, and the process repeats.

15.4.1 Mathematical Formulation

In a mathematical context, optimization is the minimization or maximization of a
function subject to constraints on its variables [16, 17]. We use the following
notation:

• x is the vector of variables, also called unknowns or parameters;
• f is the objective function, a (scalar) function of x to be maximized or

minimized;
• ci are constraint functions, which are scalar functions of x that define certain

equalities and inequalities that the unknown vector x must satisfy.
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Using this notation, the optimization problem can be written as follows:

min
x2Rn

f ðxÞ; subject to
ciðxÞ ¼ 0; i 2 ne
ciðxÞ� 0; i 2 ni

ð15:1Þ

Figure 15.4 shows the contours of the objective function, that is, the set of points
for which f(x) has a constant value [18]. It also illustrates the feasible region, which
is the set of points satisfying all the constraints (the area between the two constraint
boundaries), and the point x*, which is the solution of the problem. The “infeasible
side” of the inequality constraints is shaded. Classification of the engineering design
optimization problem is necessary to select the right approach for a given problem
[18, 19]. A classification is presented in Fig. 15.5. In the next sections different
categories of optimization methods are discussed with their specific features and
capabilities.

15.4.2 Constrained and Unconstrained Optimization

Problems with the general form of Eq. (15.1) can be classified according to the
nature of the objective function and constraints (linear, nonlinear, convex), the
number of variables, large or small, the smoothness of the functions, differentiable
or non-differentiable, and so on. An important distinction is between problems that
have constraints on the variables and those that do not. Unconstrained optimization
problems, for which we have ne = ni = 0 in Eq. (15.1), arise in many practical

countours of f
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x2

x1

c2
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Fig. 15.4 Optimization problem with two design variables [18]
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applications. Even for some problems with natural constraints on the variables, it
may be appropriate to disregard them if they do not affect the solution and do not
interfere with the algorithms. Unconstrained problems arise also as reformulations
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of constrained optimization problems, in which the constraints are replaced by
penalization terms added to objective function that have the effect of discouraging
constraint violations. Constrained optimization problems arise from models in
which constraints play an essential role, for example in imposing budgetary con-
straints in an economic problem or shape constraints in a design problem. These
constraints may be simple bounds, more general linear constraints, or nonlinear
inequalities that represent complex relationships among the variables.

When the objective function and all the constraints are linear functions of x, the
problem is a linear programming problem. Problems of this type are probably the
most widely formulated and solved of all optimization problems, particularly in
management, financial, and economic applications. Nonlinear programming prob-
lems, in which at least some of the constraints or the objective function is nonlinear,
tend to arise naturally in the physical sciences and engineering, and are becoming
more widely used in management and economic sciences as well [20, 21].

15.4.3 Continuous Versus Discrete Optimization

In some optimization problems the variables make sense only if they take on integer
values. For example, a variable x could represent the number of power plants that
should be constructed by an electricity provider during the next 5 years, or it could
indicate whether or not a particular factory should be located in a particular city.
The mathematical formulation of such problems includes integrality constraints or
binary constraints, in addition to algebraic constraints like those appearing in
Eq. (15.1). Problems of this type are called integer programming problems. If some
of the variables in the problem are not restricted to be integer or binary variables,
they are called mixed integer programming (MIP) problems. Integer programming
problems are a type of a discrete optimization problem. Generally, discrete opti-
mization problems may contain not only integers and binary variables, but also
more abstract variable objects such as permutations of an ordered set. The defining
feature of a discrete optimization problem is that the unknown x is drawn from a
finite, but often very large, set. By contrast, the feasible set for continuous opti-
mization problems is usually infinite, as when the components of x are allowed to
be real numbers.

Continuous optimization problems are usually easier to solve because the
smoothness of the functions makes it possible to use objective and constraint
information at a particular point x to deduce information about the function’s
behavior at all points close to x. In discrete problems, by contrast, the behavior of
the objective and constraints may change significantly as we move from one fea-
sible point to another, even if the two points are “close” by some measure. The
feasible sets for discrete optimization problems can be thought of as exhibiting an
extreme form of non-convexity, as a convex combination of two feasible points is
in general not feasible. Continuous optimization techniques often play an important
role in solving discrete optimization problems. For instance, the branch-and-bound
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method for integer linear programming problems requires the repeated solution of
linear programming “relaxations,” in which some of the integer variables are fixed
at integer values, while for other integer variables the integrality constraints are
temporarily ignored. These sub-problems are usually solved by the simplex method.

15.4.4 Global and Local Optimization

Many algorithms for nonlinear optimization problems seek only a local solution, a
point at which the objective function is smaller than at all other feasible nearby
points. They do not always find the global solution, which is the point with lowest
function value among all feasible points. Global solutions are needed in some
applications, but for many problems they are difficult to recognize and even more
difficult to locate. For convex programming problems, and more particularly for
linear programs, local solutions are also global solutions. General nonlinear prob-
lems, both constrained and unconstrained, may possess local solutions that are not
global solutions.

15.4.5 Stochastic and Deterministic Optimization

In some optimization problems, the model cannot be fully specified because it
depends on quantities that are unknown at the time of formulation. This charac-
teristic is shared by many economic and financial planning models, which may
depend for example on future interest rates, future demands for a product, or future
commodity prices, but uncertainty can arise naturally in almost any type of
application.

Rather than just use a “best guess” for the uncertain quantities, more useful
solutions may be obtained by incorporating additional knowledge about these
quantities into the model. For example, they may know a number of possible
scenarios for the uncertain demand, along with estimates of the probabilities of each
scenario. Stochastic optimization algorithms use these quantifications of the
uncertainty to produce solutions that optimize the expected performance of the
model. Related paradigms for dealing with uncertain data in the model include
chance constrained optimization, in which we ensure that the variables x satisfy the
given constraints to some specified probability, and robust optimization, in which
certain constraints are required to hold for all possible values of the uncertain data.

Many algorithms for stochastic optimization do, however, proceed by formu-
lating one or more deterministic sub-problems, each of which can be solved by the
aforementioned techniques. Stochastic and robust optimization are seeing a great
deal of recent research activity.
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15.4.6 Convexity

The concept of convexity is fundamental in optimization. Many practical problems
possess this property, which generally makes them easier to solve both in theory
and practice. If the objective function in the optimization problem (1) and the
feasible region are both convex, then any local solution of the problem is in fact a
global solution. The term convex programming is used to describe a special case of
the general constrained optimization problem in which:

• Objective function is convex,
• Equality constraint functions ci (·), i ∈ E, are linear, and
• Inequality constraint functions ci (·), i ∈ I, are concave.

Optimization algorithms are iterative: they begin with an initial guess of the
variable x and generate a sequence of improved estimates (called “iterates”) until
they terminate, hopefully at a solution. The strategy used to move from one iterate
to the next distinguishes one algorithm from another. Most strategies make use of
the values of the objective function f, the constraint functions ci, and possibly the
first and second derivatives of these functions.

Some algorithms accumulate information gathered at previous iterations, while
others use only local information obtained at the current point. Regardless of these
specifics, good algorithms should possess the following properties:

• Robustness: they should perform well on a wide variety of problems in their
class, for all reasonable values of the starting point.

• Efficiency: they should not require excessive computer time or storage.
• Accuracy: they should be able to identify a solution with precision, without

being overly sensitive to errors in the data or to the arithmetic rounding errors
that occur when the algorithm is implemented on a computer.

These goals may conflict. For example, a rapidly convergent method for a large
unconstrained nonlinear problem may require too much computer memory. On the
other hand, a robust method may also be the slowest. Tradeoffs between conver-
gence rate and storage requirements, and between robustness and speed, and so on,
are central issues in numerical optimization.

The mathematical theory of optimization is used both to characterize optimal
points and to provide the basis for most algorithms. It is not possible to have a good
understanding of numerical optimization without a firm grasp of the supporting
theory. Accordingly, this chapter gives a solid, though not comprehensive, treat-
ment of optimality conditions, as well as convergence analysis that reveals the
strengths and weaknesses of some of the most important algorithms.
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15.5 Nonlinear Programming Techniques

Most MDO systems for complex engineering design will have to assume the
general case that at least the objective function or one of the constraint functions are
nonlinear. In that case a nonlinear optimization technique is used. In this category
there are gradient-based methods that rely on first and second derivatives of the
objective function and constraint functions to determine the search direction and
update the DV. If they cannot be calculated implicitly, these derivatives can be
approximated using a finite-difference method. Stochastic methods such as GAs do
not require gradients and have therefore gained significant interest over the past
few years.

15.5.1 Sequential Quadratic Programming

Sequential quadratic programming (SQP) methods are iterative methods that solve
at the kth iteration a quadratic sub-problem (QP) of the form QP [22, 23]:

Minimise : min dtHkd þrf ðxkÞtd ð15:2Þ

subject to

rhiðxkÞtd þ hiðxkÞ ¼ 0; i ¼ 1; . . .; p;

rgjðxkÞtd þ gjðxkÞ� 0; j ¼ pþ 1; . . .; q

where d is the search direction and Hk is a positive definite approximation to the
Hessian matrix of Lagrangian function of problem (P). The Lagrangian function is
given by:

Lðx; u; vÞ ¼ f ðxÞ þ
Xp
i¼1

uihiðxÞ þ
Xq
j¼pþ1

vjgjðxÞ ð15:3Þ

where ui and vj are the Lagrangian multipliers. The sub-problem (QP) can be solved
by using the active set strategy. The solution dk is used to generate a new iterate:

xkþ1 ¼ xk þ akdk ð15:4Þ

where the step-length parameter αk ∊ (0,1] depends on some line search techniques. At
each iteration, the matrixHk is updated according to any of the quasi-Newtonmethod.
The most preferable method to update Hk is Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method, whereHk is initially set to the identity matrix I and updated using the
equation:
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Hkþ1 ¼ Hk þ ykytk
skytk

� HkskstkHk

stkHksk
ð15:5Þ

where

sk ¼ xkþ1 � xk; y k ¼ rLðxkþ1; ukþ1; vkþ1Þ � rLðxk; uk; vkÞ ð15:6Þ

15.5.2 Generalized Reduced Gradient

The generalized reduced gradient (GRG) transforms inequality constraints into
equality constraints by introducing slack variables [24]. Hence all the constraints in
(P) are of equality form and can be represented as follows:

hiðxÞ ¼ 0; i ¼ 1; . . .; q ð15:7Þ

where x contains both original variables and slacks. Variables are divided into
dependent, xD, and independent, xI, variables (or basic and nonbasic, resp.):

x ¼
xD
. . .
xI

2
4

3
5 ð15:8Þ

The names of basic and nonbasic variables are from linear programming.
Similarly, the gradient of the objective function bounds and the Jacobian matrix
J may be partitioned as follows:

a ¼
aD
. . .

aI

2
64

3
75; b ¼

bD
. . .

bI

2
64

3
75; rf ðxÞ ¼

rDf ðxÞ
. . .

rI f ðxÞ

2
64

3
75

JðxÞ ¼
rDh1ðxÞ . . . rIh1ðxÞ
. . . . . . . . .

rDhqðxÞ . . . rIhqðxÞ

2
64

3
75

ð15:9Þ

Let x0 be an initial feasible solution, which satisfies equality constraints and
bound constraints. Note that basic variables must be selected so that JD(x

0) is
nonsingular. The reduced gradient vector is determined as follows:

gI ¼ rI f ðx0Þ � rDf ðx0ÞðJDðx0ÞÞ�1JIðx0Þ ð15:10Þ

15 Multidisciplinary Design Optimization: Designed by Computer 433



The search directions for the independent and the dependent variables are
given by:

dj ¼
0; if x0i ¼ ai; gi [ 0
0; if x0i ¼ bi; gi\0
�gi; otherwise

8<
: ð15:11Þ

dD ¼ �ðJDðx0ÞÞ�1JIðx0Þdt ð15:12Þ

A line search is performed to find the step length ƒ¿ as the solution to the
following problem:

min f x0 þ a d
� � ð15:13Þ

Subject to: 0� a� amax, where amax ¼ sup a
a � x0 � x0 þ ad� b

� �
.

The optimal solution α* to the problem gives the next solution: x1 = x0 + α · d.

15.5.3 Genetic Algorithms

In the computer science field of artificial intelligence, a GA, evolutionary algo-
rithms (EA) and particle swarm optimization (PSO) include a search heuristic that
mimics the process of natural selection (biology-mimicking) [25–29]. This heu-
ristic, also sometimes called a meta-heuristic, is routinely used to generate useful
solutions to optimization and search problems [30]. GAs belong to the larger class
of EA, which generate solutions to optimization problems using techniques inspired
by natural evolution, such as inheritance, mutation, selection, and crossover. GAs
are stochastic optimization algorithms based upon the principles of evolution
observed in nature. Because of their power and ease of implementation, the use of
GAs has noticeably increased in recent years. Unlike the gradient methods, they
have no requirements on convexity, differentiability, and continuity of the objec-
tive, and constraint functions. These significant characteristics of GAs increase their
popularity in applications. The basic GA can be summarized by the following steps:

1. Generate an initial population of possible solution (chromosomes) randomly,
2. Evaluate the fitness of each chromosome in the initial population,
3. Select chromosomes that will have their information passed on to the next

generation,
4. Cross over the selected chromosomes to produce new offspring chromosomes,
5. Mutate the genes of the offspring chromosomes,
6. Repeat steps (3) through (5) until a new population of chromosomes is created,
7. Evaluate each of the chromosomes in the new population,
8. Go back to step (3) unless some predefined termination condition is satisfied.
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GAs are directly applicable only to unconstrained problems. In the application of
GAs to constrained nonlinear programming problems, chromosomes in the initial
population or those generated by genetic operators during the evolutionary process
generally violate the constraints, resulting in infeasible chromosomes. During the
past few years, several methods were proposed for handling constraints, grouped
into the following four categories:

• Preserving feasibility of solutions,
• Penalty functions,
• Search for feasible solutions,
• Hybrid methods.

Penalty function methods are the most popular methods used in the GAs for
constrained optimization problems. These methods transform a constrained prob-
lem into an unconstrained one by penalizing infeasible solutions. Penalty is
imposed by adding to the objective function f(x) a positive quantity to reduce fitness
values of such infeasible solutions:

f̂ ðxÞ ¼ f ðxÞ if x 2 F
f ðxÞ þ pðxÞ otherwise

�
ð15:14Þ

where f̂ ðxÞ is the fitness function and p(x) is the penalty function whose value is
positive. The design of the penalty function p(x) is the main difficulty of penalty
function methods. Several forms of penalty functions are available in the literature.

15.6 Multi-modal and Multi-objective Design Optimization

Optimization problems are often multi-modal: they possess multiple good solutions.
They could all be globally good (same cost function value) or there could be a mix
of globally good and locally good solutions. Obtaining all (or at least some of) the
multiple solutions is the goal of a multi-modal optimizer [31–39].

Classical optimization techniques due to their iterative approach do not perform
satisfactorily when they are used to obtain multiple solutions, since it is not
guaranteed that different solutions will be obtained even with different starting
points in multiple runs of the algorithm. EA however are very popular approaches
to obtain multiple solutions in a multi-modal optimization task.

Real life engineering designs often have more than one conflicting objective
functions thus requiring a multi-objective optimization approach. The multi-
objective optimization becomes more difficult with increasing number of objectives
and it has been shown in that existing multi-objective optimization algorithms do
not perform well with more than five objectives. The optimization identifies several
solutions that are good considering the objective functions. These are called Pareto
solutions.
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Figure 15.6 shows a Pareto front defining the solutions for a two objective (F1

and F2) problem. Multi-objective optimization has been applied in many fields of
science, including engineering, economics and logistics where optimal decisions
need to be taken in the presence of trade-offs between two or more conflicting
objectives.

For a nontrivial multi-objective optimization problem, there does not exist a
single solution that simultaneously optimizes each objective. In that case, the
objective functions are said to be conflicting, and there exists a, possibly infinite
number of, Pareto optimal solutions. A solution is called non-dominated, Pareto
optimal, Pareto efficient or non-inferior, if none of the objective functions can be
improved in value without degrading some of the other objective values. Without
additional subjective preference information, all Pareto optimal solutions are con-
sidered equally good (as vectors cannot be ordered completely). Researchers study
multi-objective optimization problems from different viewpoints and, thus, there
exist different solution philosophies and goals when setting and solving them. The
goal may be to find a representative set of Pareto optimal solutions, and/or quantify
the trade-offs in satisfying the different objectives, and/or finding a single solution
that satisfies the subjective preferences of a human decision maker (DM).

15.7 MDO Architectures

It is a fact of physics that in an engineering system such as a road vehicle there are
interactions among the physical phenomena and the vehicle hardware parts. These
interactions make the vehicle a synergistic whole that is greater than the sum of its
parts. Taking advantage of that synergy is the mark of a good design but the web of
interactions is difficult to untangle. That difficulty combined with the need to
partition the work into subtasks executed simultaneously to compress the project
time gave rise to the practice of dividing the detailed design work into specialty

Fig. 15.6 Pareto front with
two objective functions
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areas, each area centered on a physical phenomenon, e.g. stress and strain, or on a
hardware subsystem, e.g. the car suspension. The above practice has achieved its
purpose of developing a broad work front and compressing project time but on the
downside it impeded trade-offs across the subtasks boundaries making the design of
the vehicle fall somewhat short of optimal.

The MDO has evolved as a new discipline that provides a body of methods and
techniques to assist engineers in moving engineering system design closer to the
global optimum. Parallel to the development of these methodologies, a number of
software packages have been created to facilitate integration of codes, data, and user
interface. These packages, such as FIDO, iSIGHT, LMS Optimus, and DAKOTA,
are often referred to as frameworks [40].

The key concept in several of these MDO methods is a decomposition of the
design task into subtasks performed independently in each of the modules, and a
system-level or coordination task giving rise to a two-level optimization. In general,
decomposition was motivated by the obvious need to distribute work over many
people and computers to compress the task calendar time. Equally important benefit
from the decomposition is granting autonomy to the groups of engineers respon-
sible for each particular subtask in choosing their methods and tools for the subtask
execution. As an additional advantage, the concurrent execution of the subtasks fits
well the technology of massively concurrent processing that is now becoming
available (see Chap. 4).

Several requirements exist for a framework to provide an easy-to-use and robust
MDO environment:

• Provide for quick and easy linking of analysis tools. The set of analysis tools to
be linked could involve such tools as COTS software (CAD, CAE, CAM),
legacy (in house) codes, spreadsheets, databases, and tools to capture user’s
knowledge.

• Provide effective support for geographically distributed modelling and optimi-
zation, through CORBA client-server compliancy of the software tools and
models, facilitating both tight and loose collaboration, ranging from OEMs,
customers, suppliers and consultants.

• Access to efficient parametric study capability such as design of experiments
(DOE) based procedures, including full factorial designs, fractional factorial
designs (orthogonal arrays), central composite designs and Latin hypercube
designs.

• Access to a full range of optimization search strategies ranging from gradient
based numerical optimization, simulated annealing and GAs and most impor-
tantly, an optimization advisor that can appropriately recommend the optimi-
zation algorithm or a combination of algorithms (hybrid optimization plan) to be
used for solution of the user problem.

• Access to a full range of model approximation techniques such as polynomial,
Kriging, or neural networks based response surfaces, sensitivity based Taylor
series linearization, and variable complexity models.
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• Provide the ability to perform trade-off studies between different design
responses.

• Provide support to easy description and set up of MDO problems using formal,
decomposition based MDO methods such as global sensitivity equations (GSE)
based Optimization, collaborative optimization (CO), and bi-level integrated
system synthesis (BLISS).

• Provide the ability to account for uncertainties in design using probabilistic
constraints and robust design formulations.

• Framework should provide support for parallel computing, including parallel
invocations of simulation codes as well as subsystem optimizations and intel-
ligent load balancing [41].

• Provide effective support of visualization of design data both at runtime and
post-processing stages.

• Provide effective support for database management through structured query
language (SQL) interface for data storage/access/manipulation both at the local
(subsystem) and global (system) levels.

• The framework should be easy to use in terms of user interface for MDO,
extensible for user addition of optimization solvers, scalable for large scale
problem solving and provide for robust performance [42].

A brief description of some of the formal MDO architecture used to solve the
system optimization problem is provided in the following sub-sections [43–58].

15.7.1 Multidisciplinary Design Feasible (MDF)

The All-in-One (A-i-O) method, also referred to as multidisciplinary feasibility
(MDF), is the most common way of approaching the solution of MDO problems. In
this method, the vector of DV x is provided to the coupled system of analysis
disciplines and a complete multidisciplinary analysis (MDA) is performed via a
fixed-point iteration with that value of x to obtain the system MDA output variable
y(x) that is then used in evaluating the objective f(x, y(x)) and the constraints c(x, y
(x)). The optimization problem is:

min f z; x; y x; y; zð Þð Þ ð15:15Þ

With respect to: z; x and subject to: c z; x; y x; y; zð Þð Þ� 0
If a gradient-based method is used to solve the above problem, then a complete

MDA is necessary not just at each iteration but at every point where the derivatives
are to be evaluated. Thus, attaining multidisciplinary compatibility can be prohib-
itively expensive in realistic application. Figure 15.7 shows the data flow in an A-i-
O analysis and optimization. The different disciplines are considered as a single
monolithic analysis. This is conceptually very simple, and once all disciplines are
coupled to form one single MDA module, one can use the same techniques that are

438 C. Bil



used in single discipline optimization. One of the disadvantages of this approach is
that the solution of the one system might be very costly and does not exploit the
potentially weak coupling between some of the disciplines that would enable the
division into different analyses modules that might run in parallel. The only
opportunity for parallelizing the optimization procedure would be the use of dif-
ferent processes for each member of the population when using a GA or running the
analyses for different design points when calculating gradients by finite differencing
or when evaluating the points for a response surface.

15.7.2 Individual Discipline Feasible (IDF)

The IDF formulation provides a way to avoid a complete MDA at optimization.
IDF maintains individual discipline feasibility, while allowing the optimizer to
drive the individual disciplines to MDF and optimality by controlling the inter-
disciplinary coupling variables. In IDF, the specific analysis variables that represent
communication, or coupling, between analysis disciplines are treated as optimiza-
tion variables and are in fact indistinguishable from DV from the point of view of a
single analysis discipline solver. The IDF architecture is shown in Fig. 15.8.

Optimizer

Solver

Coupling
Var 1

Coupling
Var 2

Coupling
Var 2

Global constraints

Minimize function of
Global Design Vars
Local Design Vars
Coupling Vars

Objective

Global 
Design
Var

Local Design
Var

Discipline 1 Discipline 2

Fig. 15.7 MDF architecture
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15.7.3 Simultaneous Analysis and Design (SAND)

This approach optimizes the design and solves the governing equations at the same
time by posing the problem as:

min f z; x; yð Þ ð15:16Þ

With respect to: x; y; z, subject to: c z; x; y x; y; zð Þð Þ� 0; Rðx; y; zÞ ¼ 0
SAND is not inherently multidisciplinary and can also be used for single

discipline optimization problems. It can be very efficient since we solve the whole
problem at once, but if a very efficient analysis is already in place, it is usually not
worthwhile to use SAND. To implement SAND, one needs to calculate the residual
of each governing equation.

15.7.4 Optimizer-Based Decomposition (OBD)

The main idea of this method is to use the optimizer to enforce inter-disciplinary
compatibility. Instead of iterating the MDA to converge the coupling variables y,
these coupling variables are given by the optimizer as a guess, or target, yt. The new
optimization problem can be written as:

min f z; x; y x; yt; zð Þð Þ ð15:17Þ

With respect to: x; yt; z, subject to: c z; x; y x; yt; zð Þð Þ� 0; yti � yiðx; yt; zÞ ¼ 0
The number of DV has increased, and is equal to the number of original DV plus

the number of coupling variables. This increases the size of the optimization
problem, but conveniently decouples all the analyses, which can now be solved in

Coupling
Var 1

Coupling
Var 2

Coupling
Var 2

Global constraints
Coupling Variable Residual = 0

Minimize function of
Global Design Vars
Local Design Vars
Coupling Vars

Objective

Global 
Design

Var

Local 
Design

Var

Optimizer

Discipline 1 Discipline 2
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parallel without intercommunication. Note that when using gradient-based
optimization, the gradients @f =@yt and @c=@yt must also be calculated.

15.7.5 Collaborative Optimization (CO)

The CO architecture, shown in Fig. 15.9, is designed to promote disciplinary
autonomy while achieving interdisciplinary compatibility. The optimization prob-
lem is decomposed into optimization subproblems corresponding to the different
disciplines. Each subproblem is given control over its own set of local DV, is
responsible for satisfying its own set of local constraints and does not know about
the other disciplines’ DV or constraints. The objective of each sub-problem is to
agree on the values of the coupling variables with the other disciplines. A system-
level optimizer is used to coordinate this process while minimizing the overall
objective. The system level optimization problem can be stated as:

min f ðzt; ytÞ ð15:18Þ

With respect to: zt; yt, subject to: j�i ðzti; z�i ; yt; y�i ðx�i ; yt; z�i ÞÞ ¼ 0; i ¼ 1; . . .;N
where N is the number of disciplines, and the subscript * represents the results from
the solution of the ih discipline optimization sub-problem:

min jiðzti; zi; yt; yðxi; yt; ziÞÞ ¼ R 1� zi
zti

� �2

þR 1� yi
yti

� �2

ð15:19Þ
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With respect to: zi; xi, subject to: ciðxi; zi; yiðxi; yt; ziÞÞ� 0, where c is the vector
of constraints for the ih discipline. J is a measure of interdisciplinary discrepancy
that we want to drive to zero at the system level. The solution of this sub-problem
returns j�i . Note that post-optimality sensitivities are needed.

15.7.6 Concurrent Subspace Optimization (CSSO)

The CSSO method is also a decomposition-based strategy that allows for the dis-
ciplines to run decoupled from each other. Again, the multiple subspace optimi-
zation problems are driven by a system-level optimizer that provides overall
coordination. Each sub-problem in CSSO uses approximations to non-local disci-
plinary coupling variables to estimate the influence of these variables on the sys-
tem-level objective and constraints. The subspace optimization problem for the ih

discipline is given by:

min f ðz; x;~yjðzi; xiÞ; yiðxi;~yj; zÞÞ ð15:20Þ

With respect to: zi; xi, subject to: cðxi; z;~yj; ðzi; xiÞ; yiðzi; xi;~yjÞÞ� 0, where j 6¼ i
and yi ¼ ðz; xjÞ are the approximations to the other disciplines’ coupling variables,
or states. These approximations can be made using response surfaces. The system-
level optimizer solves the following problem:

min f ðz; x;~yðz; xÞÞ ð15:21Þ

With respect to: z; x, subject to: cðz; c;~yðz; xÞÞ� 0.
After each iteration of the system-level optimizer, a MDA is performed to update

the model which gives the approximate response of all coupling variables ~y.

15.7.7 Bi-Level Integrated System Synthesis (BLISS)

The recently introduced BLISS method uses a gradient-guided path to reach the
improved system design, alternating between the set of modular design subspaces
(disciplinary problems) and the system level design space. BLISS is an A-i-O like
method in that a complete system analysis performed to maintain MDF at the
beginning of each cycle of the path. With BLISS, the general system optimization
problem is decomposed into a set of local optimizations dealing with a large
number of detailed local DV (X) and a system level optimization dealing with a
relatively small number of global variables (Z) in comparison with the other MDO
methods. In optimization it is useful to distinguish between X and Z because:
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• The X variables are associated with individual components and, therefore, they
tend to be clustered. Also, the constraints they govern directly, e.g. the stringer
buckling in built-up, thin-walled structures typical of aerospace vehicles, tend to
be highly nonlinear. The total number of the X variables in a typical airframe is
in thousands but their number in an individual substructure is likely to be quite
small.

• The number of Z variables is much smaller than the total number of X variables.
• Nonlinearity of the overall behavior constraints, such as displacements, with

respect to X and Z tends to be weaker than that of the local strength and buckling
constraints.

With BLISS, the solution of the system level problem is obtained using either
(i) the optimum sensitivity derivatives of the behavior/state (Y) variables with respect
to system level DV (Z) and the Lagrange multipliers of the constraints obtained at the
solution of the disciplinary optimizations, or (ii) a response surface constructed using
either the system analysis solutions or the subsystem optimum solutions.

15.8 Case Studies in Multidisciplinary Design Optimization

15.8.1 Optimization of Automotive Structures Under Multiple
Crash and Vibration Design Criteria

This design problem is aimed at reducing the overall mass of a vehicle by focusing
on a group of structural components that are influential in both energy absorption
(crashworthiness) and vehicle stiffness (vibration) [9]. Through a preliminary
analysis, 22 components were selected as highlighted in Fig. 15.10. These com-
ponents have a combined mass of 105.25 kg for 8 % of the crash-model mass at
1,333 kg and approximately 45 % of the vibration-model mass at 233 kg. Due to the
vehicle model symmetry, the 22 components are represented by 15 wall-thickness
DV denoted by x1 through x15. The 22 components contribute to 42, 27 and 36 %
of the total energy absorbed in full frontal impact (FFI), offset frontal impact (OFI)
and side impact (SI), respectively. In this study, the scope to sizing optimization
focused on a subset of components that show considerable influence on both crash
and vibration characteristics of the vehicle. The design optimization problem is
formulated as:

min f ðxÞ ð15:22Þ

Subject to: giðxÞ ¼ RiðxÞ � Rb
i ðxÞ� 0 with i ¼ 1; . . .; 8, giðxÞ ¼ Rb

i ðxÞ�
RbðxÞ� 0, with i ¼ 9; . . .; 14, 0:5xbj � xj � 1:5xbj with j ¼ 1; . . .; 15

Where the objective function f(x) represents the total mass of the selected
components shown in Fig. 15.13. In the first group of design constraints, Ri, i = 1, 8
represent Toeboard Intrusion, Dash Intrusion for FFI and OFI, Door Intrusion for SI
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in all three scenarios; all of these responses are required to be no greater than the
corresponding values in the baseline model denoted by Rb

i , i = 1, 8. In the second
group, Ri, i = 9, 11 represent the internal energy absorbed by the 22 components
combined in the three crash scenarios whereas Ri, i = 12, 14 represent the three
selected natural frequencies of the vibration model, with all required to be no less
than the corresponding values in the baseline model. The design space is defined by
15 DV that represent the wall thicknesses of the components, with each bounded to
within ±50 % of the respective baseline value. With the response surrogate models
developed, the optimization problem was solved using SQP. Given the gradient-
based search approach in SQP and the non-convex nature of the combined
crash–vibration vehicle optimization problem, the problem was solved using 15
randomly selected initial design points with the best result corresponding to the
optimum design defined in Table 15.1.

The objective function history showed 16 iterations for finding the optimum
design point. A complete iteration refers to solution of the direction finding QP and
step size associated with SQP. The optimization took a total of 163 analysis calls
and approximately 20 min for the process to complete. The optimum mass was
101.49 kg for the 22 selected components in comparison to the baseline mass of
105.25 kg for a reduction of approximately 3.6 %.

Table 15.2 shows that the optimum design based on crashworthiness require-
ments alone reduces the overall vehicle stiffness as indicated by the frequency
reduction of 6.4 % in the first mode, 5.7 % in second mode and 3.9 % in third mode.
Frequencies of the current optimised design are the same as those in the baseline
design. Out of 15 DV in the crash–vibration vehicle optimum, nine have increased
and six have decreased relative to the respective baseline values with design var-
iable five reaching its lower bound.

The general assessment of the results found in this study is that the crash and
vibration responses are in competition. Vehicle components have to change
thickness in such a way that both criteria are satisfied while weight is minimised.
This is evident by the significant difference in optimised mass of the designs using

Fig. 15.10 Selected vehicle
components and associated
design variables [9]
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crashworthiness and vibration, 101.49 kg, and crashworthiness alone, 88 kg.
Adding vibration considerations to the optimization problem produced a design
with less weight reduction but without sacrificing structural rigidity.

Table 15.1 Design variable bounds and optimum values [9]

Component Lower bound
(mm)

Baseline
(mm)

Upper bound
(mm)

Optimum
(mm)

1 A-Pillar 0.806 1.611 2.417 1.471

2 Front bumper 0.978 1.956 2.934 2.169

3 Firewall 0.368 0.735 1.103 0.913

4 Front floor panel 0.353 0.705 1.058 0.560

5 Rear cabin floor 0.353 0.706 1.059 0.387

6 Outer cabin 0.415 0.829 1.244 0.897

7 Seat reinforcement 0.341 0.682 1.023 1.009

8 Cabin mid-rail 0.525 1.050 1.575 1.287

9 Shotgun 0.762 1.524 2.286 1.670

10 Inner side rail 0.948 1.895 2.843 1.694

11 Outer side rail 0.761 1.522 2.283 1.654

12 Side rail
extension

0.948 1.895 2.843 1.952

13 Rear plate 0.355 0.710 1.065 0.668

14 Roof 0.351 0.702 1.053 0.815

15 Suspension frame 1.303 2.606 3.909 1.923

Table 15.2 Comparison
of the baseline and optimum
model [9]

Response Baseline Optimum Diff (%)

FFI toe int (mm) 157.07 160.29 2.05

FFI dash int (mm) 122.06 118.30 −3.08

FFI accel (g) 63.51 59.12 −6.91

FFI int eng (kJ) 62.31 62.35 0.06

SI door int (mm) 313.93 311.09 −0.90

SI accel (g) 47.88 47.71 −0.36

SI Int eng (kJ) 22.37 23.51 5.10

OFI toe int (mm) 273.48 229.29 −16.16

OFI dash int (mm) 246.94 200.52 −18.80

OFI accel (g) 35.02 33.91 −3.17

OFI int eng (kJ) 39.42 41.46 5.17

Frq1 (Hz) 35.39 35.39 0.00

Frq2 (Hz) 36.23 36.23 0.00

Frq3 (Hz) 38.37 38.37 0.00

Mass (kg) 105.25 101.49 −3.60
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15.8.2 Multidisciplinary Design Optimization of a Regional
Aircraft Wing Box

The structural design of an airframe is determined by multidisciplinary criteria
(stress, fatigue, buckling, control surface effectiveness, flutter and weight etc.) [59].
Several thousands of structural sizes of stringers, panels, ribs etc. have to be
determined considering hundreds of thousands of requirements to find an optimum
solution, i.e. a design fulfilling all requirements with a minimum weight or mini-
mum cost respectively. MDO techniques were successfully applied in sizing the
wing boxes of the newly developed regional jet family. Figure 15.11 shows how the
MDO process has been organized based on MSC Nastran SOL 200. Before the
numerical optimization loop can be started, the design must be parameterized and
all disciplines must make available their analysis models and design criteria. The
wing box sizes can be parameterized by simply assigning DV to the FE-properties
(cross-sections, thicknesses). The linking scheme between FE-properties and the
independent DV is represented by the Design Model and it is based on constructive,
manufacturing as well as numerical considerations.

Structural Analysis provides all relevant structural responses based on the
analysis models and the current set of DV. The Sensitivity Analysis calculates the
first derivatives of all responses with respect to the independent DV. A very
important feature of MSC NASTRAN is the External Server, which allows the
integration of user-defined design criteria described by Fortran routines. It therefore
can be used to integrate various detailed design constraints, which are dependent on
NASTRAN responses (stresses, displacements etc.). All detailed wing buckling
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criteria (skin, stringer, and column buckling and stringer crippling) have been
implemented within this External Server. The objective function and all constraints
are mathematically defined in the Evaluation Model based on structural responses.
They are then transferred to the optimization algorithm to find an improved set of
DV. This set is converted into a new set of FE-Properties in order to initiate the next
cycle. As a result of the non-linear relationship between the constraints and DV, the
full process must be repeated several times until an optimum design is found.

Figure 15.12 shows the lower panel, the spars and the internal ribs of the outer
wing box. The panels consist of a skin stiffened by rectangular stringers. The
number of stringers decreases from inboard to outboard due to wing taper. Ribs are
connected both to spars and panels. The panels and spars carry global bending and
torsional loads, whilst the primary function of ribs is to stabilize the whole structure
and transfer the local air load into the wing box. Since the panels and the spars are
machined from solids, the sizes of skin and stringers can change between each
pocket surrounded by two stringers and two ribs. It is even possible to have a
varying skin thickness or varying stringer height within a pocket to provide the
locally required strength and stiffness with a minimum weight. This results in
several thousands of independent parameters defining the whole wing box design.

The level of meshing detail of the wing model is shown in Fig. 15.13. This
model is the same finite element model that is typically used for sizing by tradi-
tional methods. The wing box model mainly consists of Shell and Beam elements
representing skin and stringers/stiffeners, respectively. Combining the wing box
with fuselage and empennage FE models results in a Whole Aircraft Shell
FE-Model (WAM) of approximately 250,000 degrees of freedom.

Fig. 15.12 General layout of the outer wing box [59]
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The most important structural sizes of the wing box comprise the skin thickness
and the stringer height and thickness. This applies to the panels as well as to the
spars. Linear equations define the relationship between the independent DV and the
FE-Properties representing skin and stringers sizes. For the purpose of applying
buckling constraints, the upper and lower surfaces of the wing are subdivided into
so called Buckling Fields. Each buckling field consists of the finite element mesh
between two adjacent span wise ribs and two chord wise adjacent sets of stringers.
Mechanically speaking, this corresponds to each stiffened sub-panel on the wing.
The skin elements within each buckling field were linked together and represented
by a single design variable.

The same applies to the stringer properties. The stringer offset and the second
moment of inertia are updated after the optimization before the analysis of the new
sizes takes place. The overall design model of the whole wing was structured
corresponding to the major wing sections. Each of these components was subdi-
vided again into upper and lower panels, front and rear spar, as well as skin and
stringers. With this arrangement the total number of DV reached 2,515. Minimum
and maximum sizes due to manufacturing or lightning protection were considered
as lower and upper bounds for the FE-Properties. Special PATRAN command
language (PCL) tools were developed to automate the creation and update of all
corresponding design model input data for Nastran SOL 200.

The mathematical objective of the optimization process is to find a minimum
feasible weight. All relevant wing box sizing criteria comprising of limit, ultimate
and fatigue stresses, buckling criteria, manufacturing requirements, control surface

Fig. 15.13 FE-Model of the wing (93,000 DOF) [59]
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effectiveness and flutter criteria were applied in the form of in-equality constraints.
The buckling constraints were communicated to NASTRAN during the optimiza-
tion process by the External Server. Fatigue stress constraints were applied to all
fatigue sensitive areas of the wing box. These areas included the lower skin panels,
major wing box joints (inner and outer wing joint, lower front and rear panel joints),
front spar web at the pylon attachment and rear spar web at the landing gear
attachment. Due to manufacturing requirements, a minimum stringer thickness to
height ratio had to be adhered to. Furthermore, the relative step size of the stringer
height was limited in spanwise direction to prevent excessive out-of-plane bending
stresses. Table 15.3 gives an overview of all constraints.

The aileron effectiveness constraint is incorporated via a roll performance cri-
terion which is required to be greater than or equal to zero at maximum True Air
Speed. A set of three trim cases, i.e. pairs of Mach number and dynamic pressure,
were defined from which, on an empirical basis, the zero effectiveness curve can be
extrapolated to maximum true air speed by a 2nd order polynomial.

The flutter constraint is defined such that the lowest flutter speed, i.e. a flutter
mode with zero damping, must not be lower than a prescribed limit velocity which
depends on the flight altitude. All normal modes up to 50 Hz are taken into account
in the flutter analysis using the PK-method. The range of air speeds used for the
flutter response is limited to a minimum required set. Because of the high com-
putational effort required for flutter optimization, a pre-selection of very few critical
flutter cases is indispensable. In order to get an indication for these cases, a

Table 15.3 Wing box design constraints [59]

Structure Constraint type Center Inner Outer Load cases Constraints

Skin elements von-Mises stress 416 1,132 562 96 ultimate 202,560

Stringer and horizontal
stiffener elements

Axial, tension and
compression stress

476 985 622 96 ultimate 199,488

Spar web elements Shear stress 148 525 280 96 ultimate 91,488

Buckling field skin Panel buckling 147 251 364 96 ultimate 75,552

Buckling field skin Crippling 147 251 364 96 ultimate 75,552

BF stringers Stringer buckling 147 251 364 96 ultimate 75,552

BF skin and stringer Euler buckling 147 251 364 96 ultimate 75,552

Lower panel skin Principle stress 384 1042 508 3 fatigue 5,502

Panel joints Principle stress 20 108 42 3 fatigue 510

Spar web elements Principle stress 408 3 fatigue 1,224

Height of adjacent
stringers

Maximum step size 120 199 115 434

Stringer thickness
to height ration

Minimum ration 431 995 538 1,964

Outer wing box skin Aileron effectiveness 3 times cases (zero aileron
effectiveness)

3

Inner wing box skin Lowest flutter speed 1 flutter speed limit 1

Total number of constraints 805,402
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comprehensive flutter check covering the entire flight regime (i.e. a systematic
variation of payload mass, fuel mass and flight level) is performed preceding the
optimization runs.

A valuable means of displaying the results is shown in Fig. 15.14. In this figure,
the driving load cases that design a given section with respect to column buckling
of the outer wing are displayed. The driving cases are resulting from symmetrical
maneuvers at different speeds, altitudes, flap settings etc. Similar plots for other
wing sections and other buckling criteria are also produced. In order to satisfy the
aileron reversal constraint the stiffness of the outer wing was locally increased. The
skin thicknesses obtained from static optimization were taken as lower bounds.
Significant changes are essentially restricted to a zone reaching diagonally from the
aileron attachment area inboard to the leading edge, close to the inner wing con-
nection. Similar results were obtained for the lower skin.

15.9 Discussion and Conclusions

MDO is at a crossroad. The focus of MDO has shifted dramatically over the past
25 years as researchers are finding new ways to use MDO methods and tools on a
wide array of problems. The potential of MDO has been illustrated in this chapter
with a few case studies. A strong research focus in MDO remains to resolve a
number of issues that remain an impediment in implementing MDO in all levels of
design an development. The major challenges in MDO integration are [60–64]:

• Integrating the designers’ skills and experience in the design process. This
makes the optimization task difficult to model in an algorithmic form.

• Companies have their own legacy and embedded design improvement processes
and tend to resist the implementation of new optimization systems.
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Fig. 15.14 Critical load cases, outer wing upper panels, column buckling criteria [59]
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• Acquisition and maintenance of hardware and software can be costly.
• Handling large scale qualitative design spaces. It would be ideal to handle

quantitative and qualitative information together within one framework.
• Interfaces between feature-based parametric CAD models and optimization

models with automatic bi-directional conversions do not exist at present.
• Recently there is interest in design optimization within a dynamic environment.

Research is required to extend this to multi-objective design optimization.
• Stochastic optimization, like GAs, is contradictory to conventional deterministic

thinking, so how can the user select the most effective technique?
• Scalability is a major challenge for complex systems design optimization.

Large-scale design optimization must deal with the complexity.
• There is a lack of understanding about the interaction between components and

their behaviors. This may lead to results that cannot be explained.
• Uncertainty is another major challenge for complex systems design optimization.

Robust design optimizations are addressing this issue.

There are three major areas of improvement when it comes to use of computing
to address engineering design optimization: improve efficiency and speed of opti-
mization and effective use of human knowledge. Large-scale optimization will
require more research in topology design, computational power and efficient opti-
mization algorithms. Emergent computing techniques such as grid computing,
swarm intelligence and quantum computing improve efficiency and speed of the
optimization. Future success of MDO is in application of expert knowledge with
existing and emergent algorithmic and computing approaches to large-scale
designs, supported by education on optimization.
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Chapter 16
Product Lifecycle Management

Lutz Lämmer and Mirko Theiss

Abstract Product lifecycle management (PLM) is widely understood as concept
for the creation, storage, and retrieval of data, information and, ideally, knowledge
throughout the lifecycle of a product from its conceptualization or inception to its
disposal or recovery. PLM is seen in industry as one of the core concepts to fulfill a
number of business requirements in the manufacturing industry with respect to
completeness, high transparency, rapid accessibility, and high visibility of all
product data during a product’s lifecycle. Those requirements are related to
financial aspects such as cost management and revenue growth; to the product itself
like innovation, time to market, quality, and high productivity; and to regulatory
aspects such as compliance and documentation. PLM is implemented by deploying
IT systems such as product data management (PDM) systems and induces a high
level of interoperability of related applications. With PLM, industrial companies
attempt to gain advantages in shorter cycles, lower costs, better quality by avoiding
errors, and misunderstanding. After reviewing basic concepts and building blocks
of PLM, we provide empirical evidence of implementation scenarios and use case
studies for different integrations to build up PLM solutions. We have evaluated
applications in automotive, aerospace and consumer electronic industries focused
on engineering design, change management, simulation data management inte-
gration and communication with partners. Emphasis is on the organizational and IT
implications and the business benefit of the provided solutions.
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16.1 Introduction

Product lifecycle management (PLM) is well established as a must in state of the art
for large companies in manufacturing industries, especially in the world of auto-
motive, aerospace, and increasingly of consumer electronics industry. This world is
driven by the need for high transparency of all activities during the product creation
process, clear, repeatable workflows, fast access to all product related data, dis-
tributed engineering and early supplier involvement. PLM as a concept focuses on
the creation, storage, and retrieval of data, information and, ideally, knowledge
throughout the lifecycle of a product from its conceptualization or inception to its
disposal or recovery. Technological fundaments of PLM are product data man-
agement (PDM) systems which manage product data and knowledge during a
product’s lifecycle. Accompanied by powerful CAD tools, PDM builds compre-
hensive software systems which support all relevant roles in the product creation
process, building an umbrella over all product-related activities [1].

Today’s development process of attractive, complex products requires the
contribution of large specialist networks (see Chap. 7). In this kind of collaboration,
product data must be frequently exchanged between involved parties in digital
form, with a high level of information security (see Chap. 18). Basically, PLM can
also be understood as a concept for collaboration in the supply network and for
managing product creation and lifecycle processes in today’s networked world.
Thus, PLM facilitates the acceleration of product creation process, by enabling
communication on a regular basis between participants, preventing errors, and
cutting the costs.

During serial production, engineering change management (ECM) is one of the
key processes to be considered inside PLM. ECM is recognized as an issue that
gains relatively little attention considering its importance. A particular issue is ECM
within a supply chain. Suppliers are mostly loosely connected to their customers,
and they are often not involved into an engineering change approval process. Many
and especially late engineering changes induce high additional costs for any
development project [2]. They consume one-third up to one half of the total
engineering capacity and represent 20–50 % of total tool costs [3]. Thus, man-
agement of engineering change is a fundamental requirement for PLM.

After a short review on business requirements (Sect. 16.2) and related work
(Sect. 16.3), we will describe the benefits of PLM (Sect. 16.4) in particular of the
building blocks of PLM (Sect. 16.5). We will describe its processes and systems, its
aspects, its software elements, its integrations, and its challenges. Those challenges
are induced by the PLM concept due to its integrative nature. Consecutively, in
Sect. 16.6, we describe empirical findings on different integration scenarios such as
system integration, cross-domain integration, partner integration, and the special
case of PDM system migration. Those findings are supported by the description of
an integration tool in Sect. 16.7 and its application to a number of case studies in
Sect. 16.8. This chapter is closed by conclusions and an outlook for further work
(Sect. 16.9).
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16.2 Business Requirements

PLM is seen as one of the core concepts to fulfill a number of business requirements
in the manufacturing industry. Those requirements are related to financial aspects
such as cost management and revenue growth; to the product itself like innovation,
time-to-market, quality, and high productivity; and to regulatory aspects such as
compliance and documentation. Industries demand a comprehensive concept which
fulfills the following requirements [4]:

• The product is described completely and consistently in a global network
composed of various systems.

• Results of real tests and experience from exploitation are part of the digital
description.

• Each singular configurable product can be visualized and simulated in each
version during the product lifecycle.

• The entire product creation process is accomplished in a network with suppliers
and partners.

• The entire product creation process is conducted in a distributed, international
environment.

• The complete information about product is available during the entire product
lifecycle.

The user-friendly PDM system that realizes these requirements shall provide the
following basic functionality:

• Fast, filterable access to all information which is relevant to the product creation
process.

• Storage for all information which is generated by an application used in the
product creation process.

• Forward of all information which is needed in the corresponding downstream
processes.

Where financial aspects constitute a business case which needs to be identified
for most PLM introduction projects that consume significant human effort and
invested capital, PLM itself tends to increase cost transparency and therefore is an
enabler of cost reduction applied to the product and its manufacturing process. Such
cost reductions comprise improved communication with less effort, reliable sources
of information, and standardization of processes. Spending more effort into con-
sistent product documentation during the design phase has significant advantages in
later lifecycle phases of the product such as manufacturing, change, and after sales.

PLM is implicitly a source of revenue growth which is achieved by accelerating
product development and increased product variety under full cost control. PLM is
seen as a preconditioning for flexible and agile development in mutually beneficial
collaboration scenarios to create innovative and competitive products within shorter
time, under full quality control and with a highly efficient production line. It is a
competitive advantage to phase-in and phase-out partners in the supply chain and to
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establish working relationships fast and reliably. This is both true from a cost
perspective by moving from single sourcing to competitive sourcing and from an
innovation point of view by relying solely on the single source partner’s capability
to develop the new technology eventually or choosing partners capable of providing
a sought for new technology.

As a single source of data PLM avoids erroneous manual data replication,
supports traceability and manages dependencies. This opens the option for com-
pletely virtual and therefore faster and potentially cheaper product creation. Of
course, this requires the virtual product creation methods to be stable, reliable and
efficient. PLM integrates digital techniques and builds up a network of intercon-
nected information. It connects data across system boundaries and is a precondition
for accountability across the value chain. PLM has to become a reliable and con-
stantly available source of information. Representing the lifecycle of a product and
managing the lifecycle of its associated data is essential for cost efficient down-
stream processes in change management, after sales, and customer services.

PLM is a precondition for a seamless product documentation process to support
all kinds of requests arising from regulatory definitions. PLM has to provide the
data base for all kinds of documentation. Product documentation needs to be rep-
resented in different formats and with a well-defined status. This documentation
must accompany product instances along their lifetime. This is essential for mis-
sion-critical products, like aircrafts and their engines, to keep track of the product
instances themselves. Comparable requirements arise from regulations for provid-
ing spare parts or replacement instructions for the product lifetime and to provide
documentation on proper end-of-life procedures.

16.3 Related Work

Eigner and Stelzer [1] define PLM solutions as “the functional and administrative
backbone of IT solutions” which comprise a number of “IT systems and tools for
CAD, CAM, CAE, simulation and visualization” and which were “derived in the
90s as an extension to PDM”. Furthermore, they claim that PLM must be seen as a
part of IT strategy to support the complete product development process and
demands an integrated product data model, and technological and organizational
preconditions in the enterprise.

Silcher [5] outlines differences in scoping the lifecycle by Germany-based
researchers and others. Eigner [1], Schuh [6], and Vajna [7] focus, for example, on
production phases but Stark [8] focuses on the product itself. He adds the inte-
gration of factory lifecycle management (FLM) and supply chain management
(SCM) to the picture. The interface of the engineering and design phase with
production is reviewed based on available empirical reports by Dekkers et al. [9].
He claims, for instance, the need for a more thorough understanding of the nature
of collaboration through PLM between the involved disciplines and improved
understanding of the networked structure of the lifecycle processes, especially the
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necessary feedback from production and maintenance to PLM instead of solely data
consumption. In the following we will focus on the engineering, design and pro-
duction planning phases of the product and the factory lifecycle and the supplier
network management part of SCM.

Where frequent studies, by Abramovici [2] and follow-ups, underline the
importance of PLM the actual level of PLM implementation varies. The key fea-
tures of PLM systems are classified as [10]:

• backbone platform for all engineering data and engineering processes including
process management and simulation tools,

• cross-domain and cross-enterprise management of systems, and
• management of virtual products and of representations of real instances during

virtual try-out, for lifetime management or service purpose.

A PLM solution is based on a reference model which covers all lifecycle stages
and all involved disciplines to represent a digital version of a product [11].
According to the industry wide accepted “Liebensteiner theses” (see [12]) PLM

• is a concept and not a system or a self-contained solution,
• is constituted of software modules like CAD, CAE, CAM, VR, PDM and other

software tools supporting product development,
• provides interfaces to other application domains like ERP, SCM and CRM, and
• is supported by specialized service providers and software products to realize

PLM concepts.

Representation of the product structure is central to PLM [13]. Consequently,
PDM is seen as the core component of PLM. PLM, though, has a strong focus on
products lifecycle processes. Corresponding authoring tools, workflow manage-
ment capabilities and connected application areas are prerequisites of a successful
realization of PLM throughout an enterprise.

16.4 Benefits of PLM

PLM becomes the challenging enabler for better, faster and innovative digitally
based product development in increasingly complex enterprises. PLM manages
product information from the earliest idea until the end of life of a manufactured
product or a single item. Often seen as a concept to organize processes, PLM needs
a strategy, dedicated organizations and well-selected software tools to allow col-
laborative product management along the product lifespan, across different domains
to address all process requirements, and across different enterprises to allow for
efficient and localized manufacturing. Business drivers for introducing advanced
capabilities to manage product information are the demand for distributed devel-
opment and manufacturing, service and maintenance in a globalized market both of
customers and suppliers and more complex products in shorter time intervals. This
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is especially true for complex products like cars or airplanes but also for consumer
goods which need locally and timely adaptations to regional demands.

PLM is not only an integration concept process-wise and system-wise, but
mandatory for other methods and technologies such as requirements engineering,
digital mock-up and variant management. By implementing a PLM solution a
company is empowered to act internally as a virtual entity with an almost instant
flow of information across the different departments but this methodology allows
integration across enterprise borders and acting as an entity together with external
partners in a so-called “Extended Enterprise” (see Chap. 7). Thus, PLM also
enables supplier integration. Particular importance gets PLM in the case of a closer
collaboration scheme or a company merger, when multiple internal lifecycle pro-
cesses need to be integrated. With PLM the product relevant business processes
gather a high level of transparency.

PLM requires the standardization of methods, interfaces and processes, and hence
is a strong driver of standardization of the underlying information technology.
Relevant standards in the context of PLM are hosted by international organizations
like ISO, OMG, OASIS and a large number of national standard initiatives of the
relevant industry associations like VDMA, VDA or VDI in Germany.

After discussing potential approaches to realize a company-wide PLM imple-
mentation we will focus on typical development challenges like choosing a suitable
PLM architecture, selecting the right PLM tools, transforming processes and
organizations, integrating PLM with legacy and supplier data to the expected
advantages with respect to data availability, complexity management and increased
flexibility in product creation and utilization of virtual techniques.

The case studies explain typical approaches of PLM in different industries like
automotive, aerospace, and consumer goods to support data exchange and collab-
oration scenarios at different levels.

16.5 PLM Building Blocks

PLM comprises a number of concepts to manage all product related data from early
idea until the end of life of the product.

16.5.1 Processes and Systems

From a process point of view PLM can be seen as a support for market analysis,
product planning, product development, manufacturing, after-sales marketing, repair
and services, and de-assembly or recycling. From a software point-of view it
comprises originally disjoint software solutions like computer aided design, com-
puter aided manufacturing, manufacturing engineering, project management, pro-
gram management, team data management, product data management, material
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resource planning and enterprise resource planning domains (see Fig. 16.1). With its
interfaces PLM supports, for example, change management or reporting by a
seamless data flow and acts as the data backbone of a digital enterprise. The PLM
vision is to grant access, wherever necessary, to a single source of data with reliable
state and to represent all stages of a product lifecycle in such a way, that the static
description of the product and its components are sufficient to perform all necessary
management tasks without replicating data input.

16.5.2 Aspects

All different concepts or methodologies are based on a shared data model which is
build up from specific product related master data management, document man-
agement and status management aspects. The shared data model is furthermore used
to build-up more complex aspects like bill of material for functional, assembly,
management, or sales breakdown, and like configuration management, effectivity
management, change management, project and process management.

Accompanied by specific searching and grouping concepts, potentially also
geometry based, efficient browsing and data manipulating processes can be sup-
ported. Those aspects can be seen as PLM specific. They are accompanied by not
specifically PLM related aspects like user management, transaction management,
security management, and workflow management or file management, which are
more common to general software systems.

16.5.3 Software Elements

From a software architectural point of view PLM systems are usually multi-tier and
candidates for SOA enabled solutions. Based on a generic data model representa-
tion in a general purpose database system multiple layers of abstract data handling
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Engineering

Supplier
Management

Production
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After Sales

Fig. 16.1 PLM domains
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and manipulating routines are assembled to fulfill predefined business methods and
orchestrated by embedded workflows. A communication layer allows the seamless
integration with infrastructure components like a firewall or an enterprise service
bus. The representation layer may consist of a thin web layer with less functionality
or of more advanced solutions based on rich client technology. It is the software
vendor’s choice to implement general purpose PLM functionality or just industry
related business logic into the client. The first solution tends to produce rich but
complicated and not easy-to-learn interfaces while the latter may have a competitive
edge in specific customer niches with a neat and dedicated approach. Customization
or a proprietary software development may be the solution for a carefully chosen
customer specific solution.

The end-user experience is build-up from tables, forms, hierarchical lists,
spreadsheets and embedded visualization of status networks, schematic figures and
geometry viewers or graphical editors.

16.5.4 CAD Integrations

PLM systems do not have CAD editing facilities themselves but provide the nec-
essary support based on associated CAD tools. This functionality is usually better
supported for tools of the same provider. The reason for this is the somewhat
historically motivated moving boundary between CAD and PLM. Both systems
handle to certain, but not clearly separable, extent versioning, structure and con-
figuration. Quite a few PLM related attributes are easily manageable by CAD
editors. Some attributes—like calculated weight—even have their source in CAD
models. The biggest challenge arises from handling references of CAD data which
need to be taken into account for building corresponding PLM relationships. Such
relationships need to be synchronized throughout the editing process. This task
becomes even more complex for relationships between multiple CAD documents
representing assemblies or derived information like drawings.

The interactions between a CAD workspace during the ongoing design process
and the necessary versioning or updating methods in the PLM data store require
carefully tuned integration tools which have access to internal know-how and state
of both CAD and PLM data. Some PLM vendors resolve this challenge by coupling
the CAD workspace to the PLM data base directly. Others just use internal
application programmer’s interfaces to build this bridge.

16.5.5 Challenges in PLM

Most PLM products gained an increasing complexity over the last years. This is
driven by the demand to provide users more comfort and a new usage experience—
especially for products of the automotive, aerospace and consumer goods industries.
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Additionally, new regulations and laws drive the need to monitor environmental
compatibility from early conception of a product until the recycling phase.

PLM is a methodology to manage all data during the lifecycle of a product, but
PLM is not a single application. PLM is always to be seen as a network of many
applications supporting different special domains during the lifecycle of a product.
In result, there is a strong need to exchange and share PLM data between different
applications and domains as well as within partner networks and supply chains.
Consequently, these requirements lead to a number of challenges in PLM:

• Integration with legacy systems (cross-technology and cross-system)
• Integration with other applications (cross-domain)
• Collaboration with external partners (cross-company).

16.5.6 Integration

A PLM solution depends heavily on data availability and quality. Primary sources
of data are authoring systems or legacy data stored in databases, spreadsheets or
archives. Data need to be identified, clustered, categorized, and cleaned-up
according to a chosen terminology to be revised and maintained in a PLM system.
IT tools to inspect, transform and load data via well-defined interfaces will help to
prevent erroneous interactive replication of data. While it is sufficient to achieve
interoperability of the utilized tools, data models of the tools need to be aligned and
mapped. Even if there is no need to integrate all tools into a single solution,
interdependency of data models leads to a necessarily contextual integration.

If data is stored in legacy systems, the preferred solution to integrate them into a
single PLM solution would be to identify use cases, map them to PLM functionality
and migrate the data in a single step after applying carefully all necessary measures
to ensure data quality. Often it is not possible to eliminate existing processes based
on legacy systems. In such cases an attempt to restrict legacy data to read-only
usage may be an option. Especially processes modifying PLM data, like versioning
or editing attributes, status or associated secondary content, need to be transferred to
the PLM solution. If this is not feasible, uni-directional integration is not sufficient
and needs to be bi-directional to allow for an update of the legacy data from the
PLM solution. Organizational measures to make the old data source obsolete, for
instance by not initiating new projects in the old database, will eventually lead to a
significantly longer but definitely finite life of the legacy system. Well-defined
interfaces to technology and systems help to build such integrations.

16.5.7 Collaboration

The traditional way to extract a subset of data in well-known office spread-sheets
and send this information to a partner is not efficient anymore. The manual effort to
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prepare the data before sending and to use them after sending it is too high and, of
course, dramatically error-prone. Furthermore, regulatory and contractual obliga-
tions require an instantly repeatable and secure exchange process. Cross-enterprise
communication is bound to even more legally binding and reliable means of
communication. Coupling processes supported in different software systems
demand data transformation. Securing intellectual property needs careful filtering of
data to be exchanged. Round-trip scenarios ask for correlation of input and output
data flows.

Today’s requirements for an efficient PLM-based collaboration are the demand
for a close integration of data exchange methods into the PLM systems itself.
Typically, a PLM system supports data exchange with other PLM systems of the
same vendor, but this needs to be adjusted to the customization of the PLM
solution. Data exchange with a PLM system of a different vendor is in all cases not
supported directly. Such integration comprises the following steps which differ in
complexity depending on the scale of integration (Fig. 16.2):

• Collecting PLM data to be sent to a partner in the PLM system.
• Exporting selected data automatically out of the PLM system and track the

transfer of the data.
• Conversion of CAD data during export to a preselected format to ensure

intellectual property protection.
• Package data and sent them to a selected partner.
• Re-importing data sent back from the partner into the originally sending PLM

system.
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Fig. 16.2 PLM system integration and data exchange
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16.6 Integration Scenarios

Already in 2005 Abramovici et al. [2] stated: “advanced PLM users will prefer
integrated PLM/ERP solutions”. Such integrated solutions have been detailed by
Mechlinski in [14] and we will refine the business drivers and features of the
identified four levels of integration below (compare overview in Table 16.1):

• TDM solution
• Integrated approach
• Best-of-breed approach
• Point-to-point integration.

Implementing commercial-off-the-shelf (COTS) PLM software as a so-called
team data management system appears to be very useful if some or optimally all of
the following assumptions are true:

• A single department or a small number of departments with some employees is
working with product data. The data authors and the data consumers share their
perspective on the product data. There are no external consumers for product
related data.

• All working processes are stable and shared between the process owners. The
processes are homogeneous and consistent. They are well understood and
common practice. They will not change in the future.

• Accompanying processes are not based on IT support. No significant value is
gained from other IT tools supporting the product development process.

• Only one single CAD system is in use. It will not be replaced in the future.
• Legacy management tools like document management or classification schemes

are well understood and are easy to migrate to the new data base.
• The product management solution resides in a single network domain. There is

no need for a bridge to a remote location or to external partners.

COTS solutions for integrated CAD and PDM with the right CAD tool inte-
gration of the identical software vendor are optimal in such cases. The imple-
mentation can be optimized with respect to customization efforts if it is applied out-
of-the-box (OOTB). This allows a seamless migration path if new software versions
evolve and additional functionality is desired. Optimal business value is offered by
special pre-packaged solutions of system vendors. A TDM solution will come with
the basic support functionality to manage CAD document based workflows for
sharing design artifacts within small work groups. All users have a quite similar set
of functionality available. The graphical user interface is capable of simple check-in
and check-out workflows and to manage comparisons of database content within
report and list views and allows spreadsheet like actions for search, replace, modify
and update.
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Nevertheless, the criteria mentioned above will not apply to all situations. A
number of PDM integration scenarios exist to overcome problems while some or
potentially all of the criteria are not met. An example for such a solution is the
integrated approach which addresses the following assumptions:

• Many departments collaborate with identical requirements on working with
product data. Data authors and data consumers share their perspective on the
product data. There are some external consumers for product related data.

• All working processes are stable and shared between the process owners. The
processes are homogeneous and consistent. Interfaces are well defined and
understood. There exists a common practice of revising processes and the
related IT tools. There will be small changes only in the future.

• Accompanying processes are based on some IT support. Their requirements will
be covered by the integrated solution itself, if not, then by some customization
or by data exchange via an existing interface.

• Only one single CAD system is in use with no plans to replace it in the future.
• Legacy management tools like document management or classification schemes

are well understood and are easy to migrate to the new data base.
• The product management solution resides in a single network domain. The need

for a bridge to a remote location or to external partners is covered by the COTS
PLM solution, preferably by an integrated portal solution.

A single highly integrated PLM system—with a unique CAD system by the
same PLM vendor will meet these assumptions. It depends on the ability of the
enterprise to adapt to the features of the PLM system how much customization and

Table 16.1 Integration scenarios and their corresponding assumptions

TDM solution Integrated
approach

Best-of-breed
approach

Point-to-point
integration

Involved
departments

Single department
within same
enterprise

Cross-department
solution

Cross-department
solution

Cross-enter-
prise solution

COTS Feasible Feasible N/A N/A

CAD system Single CAD Single CAD Multiple CAD Single CAD

PDM system
vendor

Identical with
CAD vendor

Identical with
CAD vendor

Arbitrary Arbitrary

Partner
integration

Data exchange
solution based on
check-in-check-
out only

Portal or direct
access, additional
data exchange
solution

Portal or direct
access, additional
data exchange
solution

Targeted at
distributed
scenario with
shared data

Network Local only Local only Distributed
locations

Targeted at
distributed
locations

Customization
effort

Small Moderate Challenging N/A
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legacy implementation, especially for interfacing with legacy, is required. More
customization is associated to constantly high efforts for implementing, maintain-
ing, testing and additionally revising the software maintenance efforts spent by the
software vendor and paid for by every customer. The major advantage of such a
solution is the single system appearance, which allows a high degree of standard
management and training procedures out of the box as long as the customization of
the software is moderate. Software updates are feasible but need special consid-
erations for all interfaces and potentially locked-in customizations.

The PLM system needs to be highly flexible to accommodate all requirements, at
least to an acceptable extent, especially for the following building blocks:

• The data model needs to be flexible and extendable. This includes, but is not
restricted to, additional attributes for standard elements, new lists of values to
control the population of attributes, inheritance mechanisms to derive special-
ized custom element types from standard elements, which need to be recognized
in workflows, status and access control.

• The workflow needs to be highly flexible with respect to triggered data
manipulation actions, state control and other automated processes.

• The graphical user interface must allow role-centric subsets according to spe-
cialized user profiles, like CAD engineer, PLM data manager, controller, project
manager. A one-size-fits-all approach tends to be too heavyweight for the
majority of the users and will reduce the number of potential or satisfied users.

Nevertheless, depending on a single vendor and his single vision on PLM, or on
a monolithic software infrastructure, may have its disadvantage. If cutting edge
PLM functionality and individual processes becomes a competitive asset the best-
of-breed approach may be more appropriate. This approach addresses the following
requirements:

• A large number of departments collaborate with differing requirements on
working with product data. The data authors and the data consumers have
different views on the product data. There are a large number of external con-
sumers for product related data, for example in after sales and maintenance.

• The working processes are mature but not shared between the process owners.
Interfaces exist, but they are not established at all levels.

• There exists a common practice of revising processes and the related IT tools.
There will be constant changes in the future.

• Support processes are heavily based on IT tools. Their requirements are not
covered by the PLM solution itself, but by purpose made, legacy applications
which exchange data via an existing interface.

• Multiple CAD systems are in use or a change will take place in the future.
• Legacy management tools like change management, document management or

classification or configuration schemes need to be supported as they are. There
are no plans to integrate them into the PLM solution.

16 Product Lifecycle Management 467



• The product management solution resides in multiple network domains to
accommodate multiple sites around the world. The need for a bridge to a remote
location or to external partners is covered by a specialized portal solution.

The best-of-breed approach supports individual processes optimally. Custom
made solutions fit to the specific requirements of the users. Specialized CAD- and
CAE-interfaces allow seamless access to required databases for the engineers and
designers. Nevertheless, all solutions need to share common design models, design
product structures and documents, standard parts libraries, configuration, and
effectivity control. This asks for a company data model with deeply integrated
interface solutions. Setting up the company-wide data model is an additional
challenge. Those interfaces cause system dependencies which need to be managed
by a common versioning process.

To avoid strongly coupled solutions a service-oriented architecture approach
based on a neutral communication model and implemented with an appropriate
middleware technology like web services is advised. This approach is called loosely
coupled integration and offers a high degree of flexibility on utilizing the best-of-
breed components to build the enterprise PLM solution. But even if such a solution
may be called loosely coupled from an implementation point of view it requires the
management of strongly related data models. Even if the underlying technical
interface solution may survive a data model change, related processes need to be
adapted. Additional attributes arising within one system and exchanged by loosely
coupled interfaces need to be represented and understood by processes in the other
system.

Collaborative and cross-enterprise PLM processes, where a centrally managed
infrastructure is not available or not desirable, are characterized by the following
aspects:

• A small number of participants collaborate in ad hoc manner without forming a
permanent partner network.

• The isolated working processes are mature but not shared between the process
owners. Interfaces exist, and they are established at all necessary levels.

• No changes through the lifetime of the collaboration are allowed.
• A single CAD system is in use at least for sharing.
• Legacy management tools like change management, document management or

classification or configuration schemes need to be supported as they are. Every
partner uses them on their own.

• No shared product management solution resides anywhere, elementary ver-
sioning and document tagging is in effect.

This approach is named point-to-point integration and is currently subject of
research and investigation to support collaborative product development [15].
Without a central PLM solution and consequently without a single point of failure
this solution is very flexible and robust. It is very easy to enter or to leave the design
team. This approach suits the ad hoc nature of small-scale collaboration. This
approach is accompanied by tagging technologies or utilizing ontologies as a
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common vocabulary to perform inter-project communication and to link digital
product representation artifacts. Realization on top of peer-to-peer technology is an
option but currently not supported by industry software applications.

16.6.1 PDM System Integration

16.6.1.1 Synchronous Integration

A synchronous PDM integration updates referenced PDM data more or less
immediately between source and target systems. Whereby the actual update oper-
ation may consume significant computing resources it is expected to be very fast. In
reality, synchronous update must be performed within several seconds. From an
execution point of view a synchronous integration may cause the initiator of the
update operation to stall until the operation has succeeded. But this depends on the
implementation techniques used.

Common to all implementation approaches is the definition of a so-called trigger
initiating the necessary update operation at the occurrence of a specified event.
Current PLM systems provide extension points to define such triggers for instance
in the database operation, within workflow or other business process operations, or
as callback in the graphical user interface.

Whereby immediate update may be a requirement of the business for continuous
flow of information, it may cause a large number of small changes to be executed.
Within network based integrations this is not the optimum. Problems arise from the
following scenarios:

• a significant number of changes is caused by automated processes like propa-
gating date changes in effectivity control,

• interactive maintenance of PLM data may actually flip attributes,
• usage of wizards may cause interactive data cleaning,
• data maintenance may trigger other data updates which are handled better in

combination, or
• volume of a single data set may be too large for a synchronous update to be

performed without breaking existing timeout limits for blocking synchronous
operations.

Transferring changes as fast as possible induces unnecessary load to mirror all
changes in coupled systems. If history is not of concern, transferring state at defined
times or after performing a well understood chain of interactive changes may reduce
the data management effort. Furthermore, combining a large number of changes
into a compound update data set may improve performance by reducing con-
sumption of computing resources like network bandwidth and database updates.
This is achieved by switching to asynchronous integration.

16 Product Lifecycle Management 469



16.6.1.2 Asynchronous Integration

An asynchronous PDM integration updates referenced PDM data under the control
of a third instance like an external timer or an external event signaling data
availability. The actual update operation is controlled by the receiving system. Data
to be processed by the update operation is already extracted from the source system
and does not consume source system or network transport resources. The perfor-
mance of the update in the target systems depends on the performance of the
messaging and the receiving system only. Asynchronous integration decouples the
system resources of source and target. This approach allows the aggregation of
consecutive changes into a single change to the final stage if history is no concern.
Keeping the order of changes the aggregated update can be performed much more
efficiently by grouping update operations into a single target system operation.

For updates of large data sets like CAD data, asynchronous integration may be
the only solution. If data sets comprise structure data that need to be efficiently
processed, asynchronous integration may be performed practically online and the
end user experience will not be different from synchronous integration but with
better utilization of computing resources.

16.6.2 Cross-Domain Integration

The cross-domain integration addresses the challenges connecting different engi-
neering disciplines like electrical, mechanical and software engineering. Whereby
the disciplines do not differ in their notion of the general development process, the
cycle schedule, the deliveries and their impact control, and the frequency of
changes differ significantly. An integrated solution with a single system approach
will fail in this situation. The integration needs to take into account.

• Isolated synchronization points only when a release or change exists during the
product development and even during the whole lifespan of the product.

• Integrity of the solution is guaranteed by fulfilling interface contracts.
• Traceability (why a decision was taken) across domains is necessary to control

the development.

The challenge of cross-domain integration is the replacement of the aspect of
common data storage in a single database by the notion of information association
across system and domain boundaries. The association between related information
becomes additional external information. It is not sufficient to build up this rela-
tionship once and for ever. Whereby read access seems straightforward it is
required to manage this association as an additional constraint, which needs to be
taken into account for data access operations like update and delete. This additional
reference information is used to realize the further use cases like where-used search,
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impact analysis, release management, which are illustrated below with their
inherently increasing complexity. These functions make it easier to master the
product creation process and avoid errors. This results in shorter development times
and satisfies legal and customer requirements regarding traceability.

16.6.2.1 Where-Used Search

The where-used search identifies references to an asset in question by searching for
all occurrences of a particular reference to that asset. The search may be narrowed
to a subset of source item types. Narrowing the search to a particular reference
depth may speed up the operation but will not fit in general to the use case which
asks for instance like: “Given an item X in product A identify all other products
using this item X.” This search is expensive in a single system context but it
becomes extremely costly when executed across domains using different software
systems. In this case is not sufficient to maintain cross-domain references in an
additional data base but it is necessary to build up corresponding reference indices
in the related software systems to support this use case efficiently. Depending on the
chosen solution architecture the search may involve traversals in up to three dat-
abases, e.g. source, target and reference database, to succeed. Optimizing this
search requires adaptions in the systems involved.

16.6.2.2 Impact Analysis

An impact analysis tries to find answers to questions like: “What impact will the
changes needed to satisfy a requirement involve and which materials or software
modules will be affected?” Other examples are: “Is there a test case for each
requirement?”, “Is there a requirement for each material?” or “Is there a requirement
and a test for each specified software function?” These questions are part of an audit
support use case. Such use cases call-out for a traceability report which selects
objects with an indication of all their dependencies and contexts of potentially
different concepts which are not stored in the same database in general. These use
cases are part of general methodologies like SPICE and CMMI and require the
cross-domain references.

In contrast to the where-used use cases, it is not sufficient to traverse a product
structure and find referenced artifacts of the same quality, e.g. item, product, but it
is necessary to built-up and maintain associations between otherwise unrelated
entities like parts, solutions, products, CAD files and requirements or software
artifacts. This approach is easily applicable to the relevant consistence checks as
mentioned above. The associations need to be volatile but revision-proof and may
be built-up by classification attributes or semantic means.
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16.6.2.3 Release Management

Mastering impact analysis is the precondition for automated maturity check on all
modules and from all domains with the linking of the release level, requirements
baselines, test results and much more. Whereby impact analysis may involve human
interaction to select affected entities, it is desirable to select all necessary entities for
release repeatedly, secure and automatically. Release management systems may
maintain entire sets of affected entities to get hold of all induced changes. Whereby
capturing this information in a single system is a well understood feature of PLM
systems in conjunction with status management and workflow, integration with an
external release management system involves the management of references across
domains. The static part of this reference management is usually implemented with
an external link database. Consistency and integrity, as well as workflow are
challenges which need to be addressed by an integration solution.

16.6.2.4 Example: Integration of PDM with SDM/CAE

A special cross-domain integration scenario is to bridge the gap between design and
simulation. Whereby some of the market leading PLM systems come with their
simulation support inbuilt, like Siemens PLM Teamcenter and Dassault Systèmes
V6, a number of proprietary simulation data management (SDM) solutions need
external cross domain integration. Such SDM solutions like MSC SimManager,
Altair Data Manager or ANSYS Engineering Knowledge Manager have similar
functionalities like PDM systems to manage product information. A number of
challenges [16] arise from the following requirements:

• Simulation data needs to be referable
Simulation data are inherently redundantly used to evaluate alternatives and
needs to be provided for the different simulation tools in their proprietary data
and file format representation.

• Simulation data need to be organized within a product context
Analysis is not restricted to a single part but always carried out under certain
conditions for a purpose. PLM provides this context.

• Relationships with other domains need to be kept
This challenge relates to the previous one because iterative changes in the design
process in one domain cause respective changes in the other dependent domain
which need to be evaluated and negotiated with respect to the validity of the
assumptions.

• Simulation data needs to be managed during the product lifecycle
Development in the interrelated domains is carried out concurrently. Synchro-
nization occurs at predefined milestones or maturity gates. The corresponding
lifecycle-state information needs to be managed.

With an integration platform it is possible to create an automated end-to-end
process between the PLM world and such simulation data management systems
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(Fig. 16.3). This process keeps track of changes on both sides, synchronizes shared
data models and avoids additional manual work by making sure that all changes to
relevant geometry, structure and connectivity are transferred between PDM and
SDM systems. Furthermore, incremental update may reduce the volume of data so
that it is perfectly suited for the simulation project. This requires filter mechanisms
to configure the structure such that it is relevant to the SDM.

The integration platform supports the robust, fast and flexible integration of
simulation and PLM processes by the following generic data transfer use cases from
the PDM system to the SDM system:

• initial transfer of parts and assemblies including attributes and corresponding
files (CAD and others),

• update of previously transferred data, and
• check for update in the SDM system, if changes to PDM data exist.

This use cases supports the push communication model.

The following generic data transfer use cases are supported in the reverse
direction from the SDM system to the PDM system:

• transfer of the data changed in the SDM system, e.g., CAD files or analysis
results, back into the PDM system, and

• manually controlled data transfer from the SDM system to the PDM system.

Interactive filter use cases are necessary to reduce the transfer volume of data for
a certain simulation project to just the parts required for that particular project. The
PLM-related classification, configuration and status control mechanisms with their
corresponding selection functionality are necessary in both domains. If they are not
shared, a powerful mapping mechanism is essential.
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Fig. 16.3 General workflow of PDM-SDM integration
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16.6.3 Partner Integration

Especially for OEM another key question is: “How does collaboration with
development and manufacturing partners fit into the PLM picture?” The level of
integration into the PLM solution increases depending on the level of integration of
the development partner from a part supplier up to a tier-1/2 supplier, which
contributes with systems or to be completed products.

The partner integration can be operated in both a synchronous and an asyn-
chronous way. The synchronous approach requires online access to data sources
and systems and usually involves manual handling of data. This may be achieved
by remote access to the PLM solution. This incurs security and infrastructure
measurements to guarantee a safe and reliable mode of operations. A portal with
associated data storage providing online access to data packages may be a cheaper
option for online access.

A more automated, and therefore more reliable and repeatable mode of operation
is offered by an asynchronous approach utilizing a data exchange tool managing
data packages. Depending on the functionality this exchange tool may comprise
basic data transfer functionality like FTP and ENGDAT, or more advanced features
for data package handling, temporary storage and provisioning in a portal, or full-
fledged PDM functionality to keep track of the exchange project separately.

A data exchange portal is well suited for distributing product data from the OEM
to the development partner and re-integrating their deliverables. It is not always
necessary, to distribute originally authored data. Simplified data, which do avoid an
unnecessarily high data volume and ensure intellectual property protection of
parameterized CAD data with full development history will be sufficient in most
cases (see Sect. 18.6).

16.6.4 PDM System Migration

Introducing a PDM solution from scratch is the absolute exception. After more than
20 years of IT support some areas of PDM are already implemented with the help of
IT technology. It does not matter whether the solution is based on a product
solution or the solution is a legacy-based system. The data in this installation are of
value for the enterprise and need to be migrated to the newly-chosen PDM solution.
This requires a PDM system migration. Although migration can be seen as a
singular activity synchronized with the PDM introduction process it often yields a
situation in which migration forces a specific integration scenario.

In general, a system migration project follows the usual system introduction
approach but source and target systems are usually known in advance. Neverthe-
less, several challenges exist. Those challenges arise from a process and from a
source and a target system point of view at minimum.
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16.6.4.1 Process Challenges

Introducing a new PDM system needs a business justification and usually addresses
several shortages of the old solution. Improving the process support by a new IT
solution requires adjustments to the original process at a minimum to leverage the
PDM functionality to the actual processes. PDM system vendors try to minimize
the impact of introducing their solutions by introducing a mature set of function-
ality. It is difficult to differentiate the market leading products by their functionality.
Furthermore, PDM systems may be customized according to customer needs.
Customization means implementing additional functionality in the PDM system.
This may actually leverage the gap between the process in focus and the newly
introduced solution. Unfortunately, this involves increased development costs,
time, and resources at minimum, but lack of portability to new product versions at
worst. The most difficult-to-handle problem is the lack of understanding how the
new function would look like in the newly designed process. The potential end-user
acceptance depends on the match between expectations on how the process will be
supported by the new PDM solution while at the same time the process itself
undergoes a transformation process. Therefore, it is necessary to implement a very
sharp and visionary requirements management process which leads to a workable
PDM solution and the same time leads the PDM customization process to reduce
the negative impacts on portability and flexibility. PDM system vendors are usually
not of much help in this situation. Their business driver is the product placement.
Independent consultants tend to increase the customization efforts. It is the duty of
the process owner himself to develop a workable vision of the processes in the new
system.

From a process point of view this situation introduces two key questions to the
migration: “Which data from the old solution will be required to drive the new
process based on the new PDM solution?” And: “How do we need to restructure the
existing data to accommodate the requirements of the newly introduced and cus-
tomized product?” It will be clear from the statements above, that the answer to
these questions controls the efforts needed in the system migration.

16.6.4.2 Source System Challenges

The source system serves two purposes during the migration: It is the source for
feeding existing, well-known application data into the new system and it supports
downstream processes, which consume the product data stored so far in the old
system. Data representation in the source system must be fully understood and
analyzed before the migration begins. This analysis is based on process and system
know-how and needs to take into account implicit knowledge on history, legacy,
and quality. The amount of data must be estimated. It might be an indicator for the
migration costs, but is definitely a denominator for the business requirements of the
migration schedule. Data clean-up and filtering before the actual transfer are nec-
essary. It is in general not a good idea to propagate workarounds with respect to
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data quality or data consistency to the newly introduced system. Preparing the
source system for migration is a perfect point in time to introduce a consistent
terminology, a streamlined classification system, reduce ambiguities, and resolve
historically motivated duplications or redundancies. The target system data repre-
sentation capabilities will have an impact on data cleansing and on required data
quality. This applies not only to product data but to CAD data in particular.

Even more complex is the management of downstream processes. If they are
solely based on the original source system they need to be part of the PDM
introductions process and they will undergo the same process transformation steps
as described above. If downstream processes maintain their own data management
and consume some of their data from the source system in question it is worth to
justify the existence of this special solution. It might be an additional business
driver for the PDM introduction process to incorporate this downstream process
into the new target system to reduce the number of interfaces. At a minimum,
downstream processes need read-only support until all necessary data are available
in the newly introduced target system. This approach easily applies to read-only
processes. It becomes more difficult, if downstream processes are not only based on
but update the data source. Such processes need to be migrated in parallel to the
PDM system migration. Their interfaces will evolve from existing interfaces to the
source system and migrate to interfaces to the target system. These interfaces need
to be developed in parallel. The business process will break and cause additional
efforts, if they are not in place and functional by the first time of migration.
Requirements for backward migration will be the consequence. This might cause
the extension from a unidirectional migration scenario to a bidirectional integration
scenario. The migration approach needs to be flexible to this requirement. This is
especially the case, if the migration is part of a transformation process and the
impact of all business drivers is not known in advance.

16.6.4.3 Target System Challenges

Ideally, for a successful migration the target system is up and running stable for a
while. Access control is established. The end users are trained in the new system
and they are aware of the new features of the new data model and the processes
implemented within the target system. This approach is the perfect setup for a
migration project to begin with. The target is well-understood and ready to use.

In practice, this will be the case for a small fraction of the migration projects.
Usually, the target system is under development, the data structures are still
changing and even more important, customer requirements are changing and cus-
tomer expectations will develop as soon as customer data are visible in the context
of the target system. The approach becomes more complicated as soon as customer
acceptance depends on availability of live customer data in the target system.
Migration needs to be prepared and performed at least partially in parallel to the
overall PDM introduction process. This causes high pressure on the flexibility and
speed of the migration approach.

476 L. Lämmer and M. Theiss



All know-how aspects of the data model which apply to the source system as
described above apply to the target system as well with one exception—history and
implicit know-how are reduced to a minimum. It is a challenge to define future-
proof stable mappings between source and target data models. We find no differ-
ence with respect to complexity, completeness, consistency and integrity between
mappings for integration and migration. Of course, a clear understanding and
expectation on data quality and data cleaning will help to reduce the effort.
Migration needs to maintain data quality.

16.6.4.4 Migration Project Approach

The migration project is divided into the well-known phases of software devel-
opment: requirements analysis and specification, design and build, acceptance tests
and productive go-live (Fig. 16.4). The acceptance test phase differs from the
common software development cycle. It splits into a phase of small batch tests
which proofs the implementation to be compliant with specification and require-
ments and a test phase, which may be performed repeatedly or which may iterate
over improvements of the specification, implementation and test phases. The tests
try to identify the impact of the implemented migration solution on the complete
source data set considered for migration. This approach requires a full dump of the
source data to a separate stage solely dedicated to the test phase. This step proofs
the assumption of the requirements phase to be correct and helps to identify
anomalies or unexpected data in the source database. Thus, all data considered for
productive migration need to be taken into account. The user acceptance test is
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Fig. 16.4 Migration project plan
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performed on the complete data set in advance and not just on a well-chosen subset.
The data processing failures are logged in a cleanup list, which will be evaluated
from a business perspective. Not all defects necessarily need to be fixed. Depending
on the business value of the identified problems user acceptance may be achieved
simply by ignoring a particular error condition, fixing the problem in the source
data or excluding data from migration. The expected outcome of this phase is that
there is no doubt on the result of the migration. Risks are reduced to a minimum and
are isolated to runtime problems like system and resource availability.

Furthermore, the test phase gives an indication of the results to be expected from
a performance and a reporting point of view. Both aspects need to be tuned to the
customer’s expectations before the productive migration takes place. Especially the
performance needs to be managed because it drives the scheduling of the migration
process and proves an optional splitting approach to be valid or not.

Depending on the nature of the migration, the go-live may be a singular event,
which is a very rare case, or it may take several steps due to the chosen migration
strategy. To reduce the risk associated with the migration or to split the overall
effort in manageable sub tasks a step-by-step approach is more appropriate. The
steps shall be derived from business drivers like products, programs, or subdivision.
It needs to consider basic preparatory work, common data like standard parts or
libraries, and will handle structural data separately from mass CAD data.

Depending on the requirements of the processes based on the source system and
the chosen splitting approach a partial re-synchronization may be necessary
(Fig. 16.5). This involves an additional data flow back from target to source. The
data flow back asks for an automated solution which tends to increase the com-
plexity of the uni-directional migration to a bi-directional integration scenario.

target system
in productive use

source system
in productive use

month(s)

data migration

temporary co-existence

Incremental migration
Step by step

Re-synchronization

Fig. 16.5 Migration with temporary co-existence
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16.7 The PLM Integration Platform

A PLM integration platform provides a common, easily available access mecha-
nism to all necessary PLM information for collaborative engineering in a hetero-
geneous system world. Standardized interfaces to the majority of the required PDM
functionality allow short set-up times for establishing working partnerships. Such a
PLM integration platform is a product designed for the exchange of PLM infor-
mation between different in-house systems, cross-domain integrations as well as
partner data exchange. All components and processes are optimized for PLM
structure handling. The platform enables to access the PLM data located in different
systems via a standardized interface. Those interfaces with a wide range of PLM
systems are realized in specialized connectors. As a base functionality these con-
nectors can read and write objects, relations, files and of course all corresponding
attributes (Fig. 16.6).

The PLM integration platform build more coarse-grain functionality by
orchestrating and combining the logic to read and write PLM structured data by
using the generic fine granular interface of the PLM system connectors. As a result,
the export and the import of complete PLM structures together with the referenced
secondary content like CAD, which is the primary data for the design engineer in
almost all cases, are managed by such an integration platform.

The user interface, if necessary, is provided by a direct PLM system integration.
This integration is controlled directly within the graphical user interface of the PLM
system and gives the user the opportunity to select and filter information without
changing the user interface. As a result, the direct integration communicates with
the PLM system on one side to collect the data and with the integration platform on
the other side to collect the necessary receiver information. The receiver informa-
tion is needed for routing purposes but as well for filtering or transformation
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Fig. 16.6 Integration platform with workflow ⇒ PLM system connector ⇒ PLM system
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control. Finally, the sending PLM system usually manages a record for all data to
be exchanged to allow efficient retry or control, and for bookkeeping.

16.7.1 Cross-System Integration Scenario

A PLM integration platform is able to implement aggregated simultaneous views on
multiple PLM systems. Sharing a common data model as defined by the specifi-
cation and merging of multiple data sources into such a common view is an
obvious, but complex application. The integration platform provides not only a
shared and system-independent view on PLM data, but defines the semantics of
access functions and the necessary answers of the connected PLM systems to form
valid PLM data. The aggregated view on multiple PLM systems is in reality a one
system-like image on distributed data. Users are no longer forced to use multiple
user interfaces and multiple terminologies to access similar data from different
sources. This shared representation requires structural, semantic and timely trans-
formations. The platform provides such transformations which are based on a well-
established transformation chain from PLM system specific data to generalized
PLM representation, and to the special purpose end user representation.

Furthermore, the integration platform with its generalized data model allows an
easy replacement of product data viewers to meet the requirements of different user
groups. Based on the generalized system independent PLM data representation
specialized viewing and processing solutions will support designers and other end
users directly. If the cross-system scenario is based on a synchronous data access
solution and all data access are realized online the need for erroneous data repli-
cation is minimized and applications may work on original data. This will allow
optimistic change strategies to be implemented but may cause complicated inter-
locking scenarios which are not easy to manage or will cause inefficient data
locking behaviors when multiple changes compete in the process.

16.7.2 Cross-Technology Integration Scenario

Instead of binding the integration solution directly to an implementation data model
of one of the involved PLM vendors, a neutral representation based on the model-
driven architecture (MDA [17]) approach is more suitable. Within the generalized
MDA approach the necessary transformation steps from the vendor specific rep-
resentation to the neutral, potentially standardized representation are defined. Uti-
lizing well-defined data models (UML [18], XMI [19]) XML representations can be
easily derived. Such examples are the IBM PLM framework infrastructure [20], the
OSLC [21] infrastructure or the PLM Services [22] set of specifications. Bindings
to programming languages exist as standards or quasi-standard industry solutions.
Thus, a seamless transformation between an XML message comprising a PLM data
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set of information and a specific language or technology binding exists. The MDA
nature of the data representation specification would allow the extension of the data
exchange capabilities to new implementation techniques by defining a platforms
specific mapping without losing the semantic meaning, but gaining the flexibility of
multiple language or representation bindings.

One important way of data exchange in PLM is the STEP file representation.
The PLM integration platform is suitable to implement integration scenarios with
existing STEP file-based infrastructures. A complete STEP Part21 representation
suitable for processing by industry strength STEP processor is a must. A lot of
processes, especially in aerospace and defense, depend on such implementations.
Due to the normative mappings between AP214 [23] AIM, which is the data model
exchanged in STEP files, and the XML representation, exchanged by the Web
Services defined by the integration platform interfaces, a complete round-trip and
unambiguous data transfer scenario becomes feasible.

16.7.3 Cross-Domain Integration Scenario

The PLM integration platform is suited to implement cross-domain scenarios
interconnecting PLM, CAD, ERP and other planning system data sources. The
structural information provided by product or document information given in the
PLM system provides a comprehensive access methodology to complete product
definition data including support measurements for manufacturing, process data,
logistics, change management and others.

16.7.4 Cross-Company Collaboration Scenario

Highly complex manufacturing goods like the products of the automotive, aero-
space or consumer goods industry today need a close collaboration between the
original equipment manufacturer (OEM) and its suppliers within an integrated
context (Fig. 16.7). There is a strong need to collaborate during the design phase of
a product and exchange information between partners (see also Chaps. 7 and 8).

Organizational data are usually within the scope of the specification of the con-
nected systems. All PLM information may be associated with their corresponding
creator and owner information, although it is not obvious for external resources.
They need special consideration mainly for two reasons: (1) management of external
resource information requires special efforts, and (2) external resources demand
competitor safety, so that multiple external resources need to be granted access to
carefully chosen subsets of information to avoid conflicts with non-disclosure
agreements. Thus, the utilization of alias names suitable for cross-company refer-
encing of parts, documents and others might be a solution. A better approach is the
separation of all external bodies to prevent unnecessary cross-company access or
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communication and the delegation of resource management to the external partner
directly. With the corresponding legal and information management scheme in place
a collaboration partner is able to allow its employees access to data and to guarantee
that access control information is current and accurate.

The scenario is realized by providing a definition for a common generalized
neutral data model and access methods based on common web technology, easily
accessible for a large number of automotive companies. It is state-of-the-art to use a
web-based transport mechanism which delegates aspects of authentication and
authorization as well as encryption and other security measurements to already
existing technologies and infrastructures. The PLM integration platform just utilizes
this framework to access valid PLM data within user or system context. The
framework comprises the aspects of generalized neutral data representation, data
mapping, and atomic data handling functions. The data handling can be easily
combined into more complex activities, which are controlled by a workflow
mechanism and a framework for access control and process management. The
framework solution is accompanied with extended logging and monitoring facili-
ties. These services are highly customizable to meet a wide range of customer
demands and to be integrated in the management and reporting services. This
allows the build-up of efficient interactive scenarios.

16.8 Case Studies

The following case studies comprise realizations of the use cases described above.
They gather our experiences from real-life applications built with the software
products described in Sect. 16.7. We introduce the details and aspects of those
solutions to the extent of understandability and comprehension.
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Fig. 16.7 Assembly with parts highlighted which are designed by suppliers
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16.8.1 Automotive

The central PLM concept in the automotive industry is the platform approach which
is currently extended into a modular approach. Several car lines of an automotive
OEM have an identical platform or are built based on the same module set sharing
parts, components, concepts, manufacturing principles, supply chains, maintenance
procedures and so on. For the OEM this leads to a reduction of costs on the one
hand due to a standardization and re-use. On the other hand its modularization is the
key to an increasing variety of products. This variety needs to be managed,
approved and documented. This also leads to a very complex PLM concept due to
the necessary modularization of PLM structures and the management of product
changes over a larger number of car derivatives (see Sect. 21.2).

Since several years a cross-OEM partnership for the design and the production
of several vehicle types is established. From the PLM point of view two types of
partnership are established: collaboration and asynchronous integration. The col-
laboration approach is typically used for long term partnerships or will be reused for
several project scenarios. The asynchronous integration is well known for ad hoc
partnerships and short term or single project partnerships.

16.8.1.1 Collaboration

Focus of a collaborative partnership is the development of a cross-company plat-
form concept. Both partners build this platform contributing their product expertise.
To support this collaboration with PLM concepts, typically a central PLM system is
used to manage data of both partners. There is no need for all partners to internally
run the same PLM solution as the so-called Partner Hub. It is an independent
solution with a clear separation from the internal systems. Editing PLM data is
typically only carried out in the internal PLM system. This avoids the situation that
a designer has to work in two different PLM environments. The Partner Hub mirrors
only the PLM data that are partner relevant.

From a PLM process perspective the challenge is to provide in the Partner Hub
only such data that are needed to fulfill the collaboration with the partner. In
addition, data need to be synchronized with the local PLM system in an automatic
way to avoid replicated work and version mismatches. To establish such collabo-
ration, internal data are typically pushed to the Partner Hub initiated by triggers.
The trigger is fired at well-defined stages of the design process in the internal PLM
system to synchronize the PLM data from with the Partner Hub. This connection is
typically established by using a synchronization framework with connectors to the
internal PLM system and to the Partner Hub.

Technically this synchronization acts like the PLM integration described in
Sect. 16.6.1, but of course with a much more complex logic to secure the process
and to avoid the exchange of unauthorized data. The most significant difference is
the location of the Partner Hub in the demilitarized network zone of one partner or
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on an external server. After the trigger has initiated the data transfer from the
internal PLM system to the Partner Hub, the synchronization framework exports all
related data out of the internal system and maps the data structure to the scheme of
the Partner Hub. CAD data need a special focus before the transfer to the Partner
Hub is started, because not all content of the native CAD data should be published
to partners. Sometimes just neutral formats like JT will be provided or native CAD
data are prepared as described in Sect. 18.6.3.2. Only these processed CAD data are
transferred to the Partner Hub.

From usage perspective there are two concepts to view and work with data
published in the Partner Hub. The simplest way is to use the standard PLM system
client to access the Partner Hub to view or download the data interactively. The
second way is to download and import the data automatically into the own PLM
system. With the help of effective PLM selection operations and lightweight
viewing facilities capable of web-based geometry inspection the design engineer
identifies the relevant changes in the structure and defines the geometry models that
have to be exchanged. After that the engineer initiates a data exchange process to
transfer the identified data to the own internal PLM system. The exchange process
keeps track of all the interactions, converts CAD models according to the guidelines
of the company exchange processes and imports the data in the internal PLM
system according to the defined data mappings. The partner data can now be used in
the standard internal PLM processes.

This real-life example demonstrates the capability of the integration platform. It
allows the interaction of several tools on a neutral and open foundation, namely the
PDM system providing the necessary structure information, the exchange infra-
structure providing the data converting and messaging capabilities and the web
browser technology providing easy access to cross-company and cross-domain
functionality. Every single building block of this tool set is exchangeable with
another one compliant to the standard interfaces. The product specification is
capable to support the required functionality under productive conditions.

16.8.1.2 Asynchronous Partner Integration

Another common approach for partner data exchange in the automotive industry is
the Asynchronous Partner Integration. This approach uses a data exchange tool to
transfer data from one partner to the other and does not define a central collabo-
ration management tool. This approach defines high demands on the data format
and the package sequence during the exchange.

Different to a collaboration platform in which a central tool provides information
to all partners and data exchange is supported by a synchronization framework, a
neutral data model is a central aspect for asynchronous data exchange. In the
automotive industry typically standards like STEP [23] or JT [24] are used for data
exchange (see Sects. 21.6.2 and 21.7). It is the responsibility of all partners to
provide and accept data in the defined neutral format. PLM integration platforms
are typically used to support the data import and export scenarios.
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Our implementation with OpenPDM and OpenDXM GlobalX provides a new
callback in the graphical user interface in the PLM system. A user interactively
selects product data by choosing a root element and applying some filtered traversal
and selection operations. Then, he starts in the PLM system the data transfer.
Figure 16.8 shows the data selection and the partner data transfer dialog fired from
the graphical user interface of the PLM platform Windchill and communicating
with the data exchange platform.

The integration platform starts the background process to export the selected
data and maps the data to a neutral format. It yields a package of metadata with
linked CAD data in the neutral formats. This package will be handed over to the
data exchange tool, which performs the transfer to the partner. The partner system
recognizes the new package and starts an import process with its own integration
tools. To avoid corrupt data in the target system, the import engineer uses tools to
perform a dry run import. Based on visual inspection, he can decide to import the
data or to decline this data delivery. A central aspect is to guarantee the sequence of
data package imports in case of huge volume. The export, transfer and import of the
PLM data from one partner to the other can take more than one day. In result it is
possible that small packages can overtake big packages in the data transfer process.
If the package sequence is not recognized during the import the loss of data can
occur. The data exchange tool prevents the lost update in that scenario.

16.8.2 Aerospace

The aerospace industry heavily depends on stringent documentation of their product
along the whole lifespan. Where the number of products is significantly smaller

Fig. 16.8 Collaboration platform realized with Windchill
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than in automotive, the sheer volume of product data, e.g. number of parts, number
of documents, variety of configuration options, is much larger. Even the lifespan of
the product is longer and usually challenges the lifespan of IT systems that manage
the design process [25]. The documentation needs to store information on the
complete product structure “as-designed”, “as-defined”, “as-planned” and “as-
maintained” and not only as reference but as individual representation of every
single aircraft identifiable by its serial number.

16.8.2.1 PDM-ERP Integration

Both PDM and ERP systems manage product-related data. Common denominators
are part master data, configuration and effectivity, but product structure differs.
PDM systems manage highly detailed design structures. This view on product
structure is the engineering bill-of-material and feeds the bill-of-material in the ERP
view. ERP stores the planning bill-of-material which manages manufacturing or
maintenance planning. Its structure supports assembly processes, logistics, and
maintenance or spare part management in after-sales processes. This structure
reflects not only the design hierarchy, but the product management hierarchy
(Fig. 16.9).

The PDM view evolves during the development and change phases of the
product. This view will change if design principles change. Their lifespan is sig-
nificantly shorter than the manufacturing and maintenance phase of the ERP
structure. The planning structure is also significantly flatter than the design
structure.
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16.8.3 Consumer Electronics

The consumer electronics market has an extremely short time-to-market. The
lifespan of devices is significantly shorter than in automotive or aerospace. The
number of players is larger compared to the automotive or aerospace industry.
Customer expectations are targeted on usability, energy efficiency and increasingly
on sustainability. Success in such a mass market strongly depends on a vendor’s
ability to react fast on trends, to be cost efficient at the same time and to deliver
well-designed gadgets. New trends in mobile and connected solutions demand
constantly innovations. Simulation of mechanical and electro-magnetic properties is
an essential part of the development process and a must to choose alternatives for a
constantly changing product design. The integration of PLM with simulation data
management systems is an application for cross-domain integration.

16.8.3.1 PDM-SDM Integration

With OpenPDM an integration of PLM with SDM was built to allow an extremely
short lead time to incorporate simulation analysts into a team of designers and to
work efficiently co-located. Thus, it was planned to setup an additional project
environment within the PLM system which stores all necessary data of the original
product structure as shallow copy. This project specific workspace is referenced
from the SDM system. Analysis is performed on propagated information of the
reference data set. The functionality of the integration comprises these use cases:

• Setup of a reference project environment
• Initial load of a selected reference substructure into the SDM system
• Refresh the initially loaded substructure

The refresh is carried out on the main assembly and all its children to propagate
structural changes and releases, and to monitor release state and design changes in
the SDM system workspace (Fig. 16.10).
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The refresh functionality was supported both by push and pull mechanisms. The
PLM system could trigger the refresh function to push changes to the SDM system.
The SDM system is capable to pull changes from the PLM system. This was bound
to a user interaction. The cross-domain communication can be initially supported by
those basic building blocks. But this elementary approach leaves some potential for
further improvement like

• Feeding back of simulation results to the PLM project
• Documentation of design quality checks
• Induced model changes in the simulation need to be reflected in design domain.
• Handling of variant and alternative design data.

16.9 Conclusions and Outlook

PLM is a complex concept to deal with the challenges in state-of-the-art product
development. The PLM IT solution is just a single constituent. The IT solution itself
consists of a number of integrated tools. The integration scenarios show common
patterns but differ in detail and level of interaction.

Central to PLM integration is a common set of product structure information.
Every lifecycle stage utilizes its special aspects of product structure. The repre-
sentations as-designed, as-planned, as-build are just examples. Their functional
relationship is defined by the use cases they are applied to. The use cases have their
real-life counterpart in business processes. The business processes are specific to
the industry. To some extent they are differentiators of the market players. The
implemented PLM solution is not a decisive advantage of competitors. Its level of
business process support definitely is. It is questionable, if COTS solutions “one
size fits all” will meet all process requirements. More generic template approaches
addressing the needs of standardized processes will ease adaptation but will never
avoid customization. Furthermore, it is not clear, if harmonization and standardi-
zation of processes is desirable across an industry to accommodate COTS utiliza-
tion. Today, specific software solutions support the product development process in
practice. It is questionable, if all lifecycle stages of a product shall adapt to the same
business processes which has proven to be successful in a single business.

The level of business support may be judged by simple evaluation of the product
lifecycle solution and its supporting measures. Taking into account, that PLM
solutions are usually integrated solutions, the biggest advantage of an implemented
PLM concept arises from the seamless flow of information across all boundaries:
system, domain, technology and enterprise. We have illustrated how a specialized
integration tool may help to bridge those boundaries. With the presented toolset a
wide range of requirements was accommodated. New PLM components and appli-
cation can be easily integrated without breaking existing integrations. The integration
approach is customizable along the development and customization path of the
connected components. The integration framework specialized to PLM concepts has
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a significant added value in comparison with enterprise service bus solutions or EAI
solutions. The PLM integration framework is specialized to PLM concepts with
modules to create, read, update the product structure together with well-designed
building blocks to support PLM patterns like versioning, check-in and check-out, and
configuration. The general purpose of enterprise service bus solutions is bridging
technological gaps, while EAI solutions focusing on the exchange of tabular data,
which are a subset only of the structured product data.

New challenges arise from the demand for better support of the PLM-CAD
integration and from new technologies like mobile devices or computer graphic
technologies asking for new metaphors to handle PLM data, not by browsing data
columns but by exploring graphical representations of the product with a selected
set of PLM data as overlay, potentially in an immersive graphical environment.
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Chapter 17
Variability Management

Georg Rock, Karsten Theis and Patrick Wischnewski

Abstract The global market, different and changing environmental laws, the
customer wish for individualization, time-to-market, product costs, and the pressure
on manufacturers to discover new product niches, to name only a few variability
drivers, result in an ever increasing number of product variants in nearly all
engineering disciplines as, for example, in car manufacturing. Mastering the related
increasing product complexity throughout the whole product lifecycle is and
remains one of the key advantages in competition for the future. Currently for a
manufacturer, as for any other discipline, it is no option not to invest in an efficient
and effective variability handling machinery able to cope with the arising chal-
lenges. Not only the task to invent, develop, introduce and manage new variants is
important but also to decide which variant to develop, which to remove and which
to not develop at all. The consequences of such decisions with respect to product-
line variability have to be computed based on formalized bases such that an opti-
mized product variability can assure on the one hand customer satisfaction and on
the other hand cost reduction within the variability-related engineering processes.
This chapter presents current research in the field of product variability configu-
ration, analysis and visualisation. It presents solution sketches based on formal
logic that were illustrated by some real world examples.
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17.1 Introduction

Product variety arises because customer requirements are usually individual and
therefore they expect an individual solution for a given investment. Private con-
sumers rank variety of assortment straight after location and price when naming
reasons why they shop at their favorite stores. They care about variety because they
are more likely to find what they want when going to a store that offers more varied
assortments. In a market which is predominantly determined by the customer
(“buyer market”) and subject to high volatility, the variety of products for reasons of
competition is presumably imperative because every manufacturer is forced to
continuously extend the product portfolio with new, more efficient, more attractive
products. Furthermore, the product variety occurs on the long-lived capital-intensive
goods too, which were brought on the market to an earlier time with a lower level of
modularity and now need to be overhauled or upgraded.

Thus, customers get a wide product portfolio offered, which allows them to find
a product that best meets their requirements. The challenge lies in the selection of
products, less the actual product offering [1]. Consumer demands have increased
significantly in recent years and will increase again. Enterprises become successful
if they can provide solutions for a variety of needs. The need to offer a variety of
products marks the crucial difference with the past. From the marketing perspective,
vendors offer product variety presuming that the product characteristics determine
their value and that variety is a key driver of utility. Their assumption is that
customers derive utility by choosing among singular characteristics of a product.
Product variety can be just unnecessary, if the vendor is not able to meet customer’s
needs producing the most appropriate product from an existing modular product
platform (see Chap. 14) [2, 3].

The use of information and communication technology in modern cars gives the
product managers an even increased and thus arbitrary range of variety [4].
Especially the entertainment systems in automotive industry will be revolutionized
concerning functionality and usability aspects. The seamless integration of mobile
systems and even the utilization of mobile platform technologies within the car’s
entertainment system itself will result in new variants that have to be handled
correctly in the car manufacturing context.

In a future perspective for the automotive industry, this trend of increasing
variability is expected to be reinforced [1]. The automotive industry will meet a
world of consumers in the future who want to get their individual wishes, needs,
expectations and preferences expressed by their automobile and simultaneously the
customer expects an improved product quality. Their individuality comprises var-
ious sub-areas such as mobility, urbanity, emotions, entertainment, security or
knowledge. All these aspects can be condensed into the forecast that the passenger
car in the future will be an expression of one’s personality even more than today. It
must, therefore, be better adjusted to the individuals than ever before [5].
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Changing the view from a user of products to a developer of variant products
and focusing on a V-Model based development the variability problem arises in
every development stage as illustrated in Fig. 17.1 (see also Chap. 9).

Starting at the very early phase as for example in requirements engineering (see
Chap. 5) variability constraints arise in all successive phases, as there are design,
construction, implementation, and during the complete validation or verification
phase. This shows two main aspects of variability in development (so-called
internal variability). First, variability is not limited to exactly one development
phase, but it rather spreads over all development phases. Second, since there are
dependencies between domains and corresponding functions we have to have an
“overall composed variability model” as depicted in Fig. 17.1. This model tends to
be very large and complex. Thus, there must be a very powerful methodology and
corresponding analysis engines supporting the engineers during product
development.

The structure of this chapter is as follows. In Sect. 17.2 we present some
background information including a short introduction to the current research in
variability management. Section 17.3 changes the perspective from a user of
variable products to the developer of products with variability. The related devel-
opment process, challenges and corresponding concepts for a tool-based solution
are presented. In the following Sect. 17.4 the application of the described concepts
is shown with the help of industrial examples. Although these examples are rather
abstract they illustrate typical application scenarios. Section 17.5 presents use cases.
Two final Sects. (17.6 and 17.7) sum up and give some future directions in the field
of variability management and variability analysis.

Overall Composed Variability Model

Requirements
Raumkonzept

Raumangebot vorne inkl. Ein- / Ausstieg

Raumangebot hinten inkl. Ein- / Ausstieg

Ablagekonzept

Kofferraum / Zuladung

VDA Volumen Gesamtfahrzeug
min/max in l, Länge, Breite und Tiefe des Kofferraums in mm

Zugänglichkeit Kofferraum Gesamtfahrzeug

Höhe der Ladekante in mm, Höhe der Ladeöffnung und Breite der Ladeöffnung in mm

Heckscheibenneigung Gesamtfahrzeug

in Grad

Functional Spec. 

System Design

Software-Arch. 

Implementation

Unit-Test

System-Test

Integration-Test

Sign-Off Test

Variant information 
across the product  

lifecycle

Transformation of 
stage-variability into 
general variabiltity

Composing different stages 
for: 

Analysis and Optimization

Standardized 
represenation of variability 

on all stages

Fig. 17.1 Variability as a cross-domain and cross-functional development characteristic
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17.2 Background

Product variety encompasses different product designs or product types that are
offered in a market by a vendor. It can be subdivided into external variety and
internal variety. External variety is the product variety seen and perceived by the
customer, whereas internal variety is the variety covering all procedural variants
inside manufacturing, such as logistics and distribution operations in satisfying the
provision of external variety. External variety is further subdivided into useful
variety and useless variety. Useful variety is appreciated by the customer, such as
useful options and stylistic differences, in distinction to the useless variety that is
either transparent or unimportant, or confuses the customer. Uncontrolled internal
variety may yield the excessive and unnecessary variety of parts, features, tools,
fixtures, raw materials, and processes. Although more product variety extends the
potential for generating increased revenues, there are potential adverse effects,
resulting from increased complexity.

External variety is an important driver for enterprises producing to forecast. On
the other hand management of internal variety is dominant for enterprises offering
products to order. The effectiveness of strategies to mitigate negative effects of
internal variety, such as modularity, mutability, late configuration (postponement),
and option bundling, depends on the order-fulfillment strategy the enterprise fol-
lows [1]. This requires that assembly systems have to be designed such that they
can handle the variety, too [6–8].

Hence, the main objective of many recent research projects is the decrease of
external variety by standardized interfaces and further module utilization in different
combinations and simultaneously the limitation of internal variety by standardiza-
tion and modular design. In addition, research has focused on the identification of the
right degree of variety [9–11]. This aims at reducing the complexity such that it can
be handled with current tools [11].

Now, the question arises how the remaining internal product variety can be
managed such that the following requirements are simultaneously fulfilled:

• As many customer requirements as possible are fulfilled,
• the quality of the products is improved,
• the development and production time is shortened, and
• the overall costs are reduced.

Since product variety has gained a high importance in the past years, a new,
autonomous cross-functional discipline called variety, variant, or variability man-
agement was established for holistic treatment of these phenomena. In particular,
powerful tools that shift dealing with the complexity from the user to the tool, is, in
our opinion, the key for successfully achieving the above requirements.

The feature oriented domain analysis-approach (FODA) introduced by Kang [12]
uses feature models which are today almost established as a standard mean to specify
the variability of products. They allow for a description of the domain engineering and
the application engineering model variability within the Product-Line-Engineering
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process as described in [13]. Although feature models have not yet pervaded the
complete market for variant reach products, we observed over the last years that
companies using their proprietary formats and analyzing techniques (often based on
Excel-like tools) reach the limits of their approaches and are looking for a more
sophisticated analyzing machinery and a standardized form of variability specifica-
tion as started for example by the Object Management Group (OMG) Request for
Proposal for common variability language (CVL) [14]. Feature models enable us to
visualize variability in multiple ways as shown in [15–19]. All the referenced
approaches are using tree like views as for example shown in Fig. 17.2. Furthermore
they give us the possibility to analyze the specified variability in a formal way because
of the defined and generally accepted formal semantics as described for example in
[20–22]. There are several extensions of these models including the handling of
additional feature attributes to be part of the formal analysis process as described in
Sect. 17.3. At least from an academic point of view variability related problems
in product development seem to be solved and do not need further investigations [23].
A closer look at real world applications reveals that many of the problems remain still
unsolved for different reasons. A short and by far not complete list of reasons is as
follows:

• The pure size (still increasing) of real world problems,
• Missing formal variability experts able to improve formal analysis algorithms on

a problem/product/enterprise based way,
• Grown product and management structures to handle variability established in

the last decade,
• Missing migration concepts for established and grown legacy systems to handle

product variability,
• Increasing product and environment complexity,
• A constantly increasing number of variability drivers.

The only tool able to solve the problem is the formal logic (with different
characteristics). Today, most of the variability tool vendors use operational logic
that evaluates the rules in a particular order. This approach usually has unwanted
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Fig. 17.2 Product structure
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side effects because different execution orders can lead to different results. As a
consequence the encoding of variability in an operational logic is hard to debug.
Furthermore, these tools are usually not complete which means that the tools do not
consider all possible variants. These tools are already of big help, but will not
succeed to solve the problem in an adequate way.

In order to obtain complete tools and avoid side effects, all rules have to be
considered at once without any order. There are so called formal solvers that
accomplish these requirements. However, the methods that these solvers implement
are computationally expensive. This means that they are not feasible for industrial
size problems, in general. As a consequence, the methods as well as their imple-
mentation in solvers have to be adapted to the respective input in order to obtain
efficient solvers for dealing with the variability in industry. Although general
purpose solvers can be applied to many industrial problems with some success, it is
in our opinion not enough to be able to solve say 80 % of the problems and leave
the rest with the so-called “local heroes”.

In addition, a solver alone does not solve the variability problems in industry
because there is a strong need for a visualization that represents the solver results in
an adequate way to the user. The visualization of product line models and their
dependencies that represents the far end in product line engineering has to deal with
huge variability models and often an incredible number of constraints (more than
200,000) for a complete product line. To the best knowledge of the authors there is
currently no tool with an appropriate user interface available able to visualize such
models, their constraints and analysis results from a solver in an effective and
efficient way.

In order, to obtain such a comprehensive tool that efficiently analyzes product
data and visualizes the models and the analysis results, requires two directions of
research. One direction focuses on the development of reasoning procedures that
efficiently analyze product data. The second direction of research focuses on the
development of an appropriate user interface. With successful research in these
areas, the product life cycle management would be revolutionized and there would
be a significantly improving of product quality accompanied by a reduction of the
development time and development costs.

This chapter presents current research towards this goal based on formal logic.
Propositional logic has been recognized throughout the centuries as one of the
corner stones of reasoning in philosophy and mathematics. With the help of
proposition logic and sometime needed slight extensions to it, a wide range of
combinatorial problems arising in variability management can be expressed and
formulated as a propositional satisfiability (SAT) problem (see Sect. 17.3.2).
Meanwhile SAT has become a reference problem for an enormous variety of
complexity statements [24]. The presented method is based on SAT and its
extensions that have been successfully used by the authors in several industrial
projects. In addition, this chapter shows extensions of these methods and presents
examples where these methods have been successfully applied. In addition, several
directions for further research towards a comprehensive tool suit are sketched.
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17.3 Functionalities for Management of Complex Products

In the concurrent engineering process, it is vital to have comprehensive analysis
tools that ensure properties like consistency, correctness and ensure that specified
properties are fulfilled. This is required throughout the whole life-cycle of the
products. In particular, complex products can be composed of several thousand
parts. In this context, complete analysis tools are indispensable that help the
engineers to manage the product data, significantly improve product quality and
reduce overall cost.

These tools identify errors in the development process as soon as they occur and
can, therefore, be identified and avoided from the very beginning. This saves
the possibly extremely expensive correction of these errors in a later stage of the
development process or even after the product has been delivered to customers. The
possibility to personalize a product in terms of individual customer preferences is
nowadays one of the key factors in many industries.

Not only the presentation of variety but also the effective and efficient man-
agement of variety come into play. To address the mentioned challenges, there is a
need for methodologies to specify, analyze and manage the occurring variety
efficiently. In this chapter, we concentrate on the correct and complete analysis of
industrial-sized variant descriptions. This is the computationally most difficult part
moving the handling of complexity from the user to the algorithm. So, it is a
powerful tool for the user, in order to benefit from the complexity of the products
with respect to variety, quality and efficiency.

Below, examples are presented of an analysis task that a respective tool should
be able to perform in order to successfully and completely manage all variants of a
product:

• Detect inconsistencies and conflicts in the product variability description
• Determine all parts of a specific product
• Determine all parts that are currently not used in any product
• Determine in which products a particular part is used
• Compute product configurations with predefined properties, i.e. buildability
• Computation of the needed (optimal) variability for a product family
• Optimization of a product family according to predefined measures such as cost

or customer orientation
• Identify all reusable components
• Identify products that are not desired by the costumers.

With such a tool it is not necessary anymore to restrict the number of variants as
much as possible in order to maintain them. Moreover, it allows a manufacturer to
maintainmanymore variants of a product by reducing the effort tomanage all of them.

A tool providing this functionality must be functionally correct, complete, fast
and efficient. In particular, it has to consider all possible product variants during the
analysis. Approximations are not suitable for this purpose and must be excluded in
this phase, because they do not consider all possible variants, i.e. they omit products
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during the analysis of a product portfolio. Thus, they do not guarantee to find all
relevant information or errors in the product data. We argue that an incomplete
approach is not good enough and, furthermore, can mislead and direct wrong
decisions.

Because of the fact that discrete products have a discrete structure, complete
methods are computationally expensive. In contrast to a continuous structure, a
discrete structure means that a product is composed of several individual parts.
Each part is either contained in the product or it is not contained. In general,
complete procedures for discrete structures are at least NP-hard. For the worst case,
this means that all combinations of all parts of a product have to be considered
during the analysis. For example, for a product portfolio with 3,000 parts we have,
in general, 23,000 different products that have to be considered during the analysis.
The same holds in case of engineering changes, which must be considered too.

To obtain efficient and complete analysis procedures for complex products, the
encoding of the product data and the reasoning procedures have to match to one
another. The research in the field of automatic theorem proving of the last decade
has improved the underlying algorithms in such a way that product data containing
several million product parts can be analyzed efficiently in many cases. In the
remaining of this section, we present a complete method for the analysis of product
data based on a particular kind of logical reasoning procedure, based on SAT [24]
that was successfully applied under industrial conditions.

Figure 17.3 depicts the general workflow of analyzing and optimizing products
according to the presented method. First the product data has to be transformed into
a logical model representing all the relevant aspects of the product data (see
Sect. 17.3.1). In the second step, the logical reasoning procedure that analyses and
optimizes the logical product model (see Sect. 17.3.2) is applied. The result shown
to the user depends on the performed analysis. In nearly all cases the result has to be
adapted to the expected reader to be understandable and, thus, usable.

17.3.1 Logical Product Model

Transforming the product data into a representation in logic (as depicted in
Fig. 17.3) defines a unique semantics for the data. Thus, logical reasoning tools can
precisely analyze the logical model. In order to obtain an efficient and useful
analyzing framework that supports the concurrent engineering process, the logical
product model has to fulfill the following three substantial requirements:

Product
Data

Product
Model

Analysis Optimize

Fig. 17.3 Analysis process
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• The model must adequately represent the relevant information of the original
product data.

• The model must be in a form such that efficient analyzing procedures cope with
model complexity.

• The structural representation of the model allows to trace back the results of the
analysis to actual product characteristics.

Feature diagrams [25, 43] are an appropriate means, because they provide a
logical framework that fulfills these requirements. They are suited to encode
structural information of a product as well as the formulation of additional
constraints.

This is an important step in order to build a knowledge base for all products of a
manufacturer. In particular, this knowledge base is a tool that enables the engineers
to consolidate their knowledge into one consistent knowledge base. The reasoning
procedures shown in Sect. 17.3.2 provide a tool that automatically verifies the
consistency of structural information and additional constraints, and prevents
possible interface problems between several engineering departments. As a con-
sequence, this knowledge base is an explicit representation of the manufacturer’s
know-how and enables everybody involved in the product lifecycle to access this
knowledge (see Sect. 17.4.1).

Besides the mentioned advantages it should be noted that the creation of an
appropriate logical representation of the product model is usually not a trivial task.
It needs a lot of experience in the field of formal logic and their respective analyzing
procedures. Furthermore, a gap remains between the real world product and the
specified formal model. This gap can only be bridged with the help of the domain
experts who should provide a crucial support within this first phase.

17.3.1.1 Feature Diagrams

Figure 17.4 depicts a feature diagram that represents an extension of the product
structure given in Fig. 17.2. A feature diagram is a tree that represents a set of valid
products which are also called variants. Thus, variants represent a valid selection of
features (nodes in the feature tree) in a feature tree. It is possible to further restrict
valid feature selections by so-called cross-tree constraints.

• Optional/mandatory features
In every valid product a mandatory features (indicated by a filled circle in
Fig. 17.4) is selected if and only if its parent node is selected. If an optional
feature is selected, its parent has to be selected, too. The root of the feature
diagram is usually mandatory and assumed to be part of all valid products.

• XOR, OR, AND group
If a non-leaf feature F is set to XOR, exactly one of its children has to be
selected if F itself is selected. In Fig. 17.4 the feature Engine is a XOR group,
i.e. the car can have exactly one engine and in this case must have exactly one
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engine. Likewise, OR denotes that at most one children is selected and AND
that all children have to be selected.

• Implies/Excludes
The implies and excludes relations define so-called cross-tree constraints. For
example, if the feature “3.0 gasoline” is selected then the feature “Race” has to
be selected and if the feature “Radio” is selected then the feature open twoseater
(OTS) is excluded, i.e. it cannot be selected.

Additionally, a feature diagram can contain arbitrary Boolean formulas over the
features in the tree. The following formulas are examples for such constraints:

Race ! Sport
^

OTS

This means whenever the Race option is part of a product then also the Sport
option and the option OTS have to be included in the product.

The second example expresses the constraint that the OTS excludes a radio:

OTS ! :Radio

Feature diagrams represent product data with a precise semantics. Consequently,
a feature diagram defines a mathematical model for the variability of the corre-
sponding product data. This model constitutes the basis for the formal analysis
described in Sect. 17.3.4.

17.3.1.2 Quantitative Extensions of Feature Diagrams

An extension of feature trees by attributes as mentioned by Benavides [26] extends
the expressivity of feature models (see Fig. 17.5). Attributes provide a method to
model additional information within the feature model. With appropriate reasoning
methods these attributes can be used in the analysis process and the visualization.
Examples for such attributes are costs, weight, and speed. There exist reasoning
procedures for analyzing attributed feature trees and for optimizing in terms of the
specified attributes.

excludes

implies

implies (after February 2000)

CAR

Manual Automatic

OTS FHC

Model
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Engine

2.0 Diesel 2.0 Gasoline 3.0 Gasoline
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BlackGrey MetalGreenGreyBlue
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Fig. 17.4 Feature diagram
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17.3.2 Logical Analysis

In order to perform logical operations on feature diagrams, the feature diagrams are
first translated into a set of Boolean formulas. There exist tools that automatically
verify the satisfiability of a set of Boolean formulas. The tools we consider here are
so called SAT solvers [24].

All aforementioned analysis tasks can be formulated as a Boolean satisfiability
problem and, consequently, can be answered by a SAT solver.

Aside from efficient SAT procedures, the right encoding of the real-world
problem in Boolean logic, is the key for successfully analyzing industrial product
data.

17.3.2.1 Translation into Logic

Feature diagrams are a formal representation of product data with a precise
semantics. Consequently, they define a unique mathematical model of the product
data that consists of the hierarchical structure and additional logical formulas that
specify the properties and links to all product parts. The analyzing procedures
presented here operate on purely logical representations of the product data. As a
consequence, the structure and content of a feature diagram have to be transformed
into an equivalent representation in logic.

The following example shows the translation of the node GearBox of Fig. 17.4
in propositional logic:

GearBox ! Manual _ManualCR

GearBox ! :Manual _ :ManualCR

Manual ! GearBox

ManualCR ! GearBox

3.0 Gasoline 2.0 Gasoline 2.0 Diesel

Engine

cost = 2300
weigth = 1400 

cost = 1200
weigth = 1200 

cost = 1200
weigth = 1200 

Fig. 17.5 Extended feature
diagram
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This expresses the parent-child relation and the property that this node is an
XOR node.

Although the translation of a feature model into a set of Boolean formulas is
straightforward as proposed by Benavides et al. [26], this is a crucial step for
successfully analyzing huge product data. Because they are computational expen-
sive, the reasoning procedures rely on the right encoding of the input data in order
to perform efficiently and to avoid the worst-case behavior.

From our experience, a respective encoding for most problems from industry can
be found, which has also been proposed by Mendonca et al. [21]. However, this is
not always obvious and might involve deeper inspection of the product data per-
formed by the variability expert together with the domain expert.

17.3.2.2 Satisfiability Procedures for Feature Diagrams

The analysis tasks of Sect. 17.3.1.1 needs be transformed into a satisfiability
problem. A satisfiability problem verifies for a set of Boolean formulas if there
exists a variable assignment that fulfills all formulas at the same time.

Considering the following set of Boolean formulas where a, b and c are Boolean
variables, i.e., they can be assigned true or false:

a _ b _ c :a _ b _ :c
a _ :b _ c a _ :b _ :c
a _ b _ :c :a _ b _ c
:a _ :b _ c

Although this is a small problem, the solution is not obvious. If we consider
problems with several thousand or million variables, this is almost impossible to do
without efficient and sophisticated algorithms. In order to find a solution, one has to
consider all possible assignments for the variables. Assuming a problem with
50,000 variables, we have to consider 250,000 assignments. Once a fulfilling solution
has been found, the solution is easy to verify. These kinds of problems are called
NP-hard problems.

In 1960 an algorithm [27] was presented that computes an assignment for a set of
Boolean functions. This algorithm was later improved and became known as the
DPLL algorithm. The algorithm searches the decision tree as depicted in Fig. 17.6
for a satisfying solution.

In order to perform the satisfiability procedure efficiently, the DPLL algorithm
has been improved by many techniques and methods. Tools that implement a
satisfiability procedure are called SAT Solvers which are described in detail in the
Handbook of Satisfiability [24]. Current SAT Solvers are mostly based on the
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CDCL method that is an improvement of DPLL. The abstract DPLL calculus [44] is
depicted in Fig. 17.7.

However, in general, it is not sufficient to use an off-the-shelf solver, because
also the solver engine has to be adapted to the input problem in order to obtain the
best, or in many cases an acceptable, performance. The harder the problems
become, the more crucial it is to adapt the solver in order to solve the problem at all.

17.3.2.3 Reasoning Procedures for Extended Feature Diagrams

A feature diagram as well as an extended feature diagram has an equivalent rep-
resentation as a set of logical formulas (see Sect. 17.3.2.1). The translation of an
extended feature tree results in a propositional logic with an additional theory. For
this kind of logic there exist three approaches of a reasoning procedure in basic
research: modular [28–30], hierarchical [31, 32] and integrated approaches [33, 34].

Fig. 17.6 Decision tree

Unit Propagation

Decide

Fail

Backjump

Fig. 17.7 Abstract CDCL procedure
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The modular approach implements a black-box strategy whereas the other two
approaches implement a white-box strategy:

(i) Modular approach: The modular approach adds the quantitative aspects as
labels to the propositional formula.

weight ¼ 5; torque ¼ 450f g:ManualCR

(ii) Integrated approach: The integrated approach combines the quantitative
aspects with the propositional formulas resulting in one formalism.

ManualCR:data ¼ ð5; 450Þ

(iii) Hierarchical approach: The hierarchical approach combines the quantitative
aspects with the propositional formulas, too. In contrast to the integrated
approach, the combination of these two formalism is only through variables.

x ¼ 5 ^ y ¼ 450 ! ManualCR:data ¼ ðx; yÞ

The modular approach results in two almost independent formalisms. This
means for the analysis that the theory part is not integrated in the actual analysis.
Rather, it is analyzed independently with special methods for the respective theory.
As a consequence, this method is called black-box strategy because the analysis
procedure does not know anything about the theory methods. It only asks the theory
black-box if a given label is valid in the theory part of the formalism.

The two white-box approaches combine the propositional and the theory part
within a single formalism. On the one hand, this has the disadvantage that the two
parts cannot be treated independently from each other. This results in methods that
are considerably more complex. On the other hand, the white-box approaches are
transparent. This means that the properties of the theory part of the formalism can
be easier used in the propositional part in order to simplify the current formulas.

Adding taxonomies to the logical formalism of complex products is a further
extension that requires decision procedures for the Bernays–Schönfinkel class. This
is also called the effective propositional (EPR) class. A decision procedure for the
Bernays–Schönfinkel class based on the first-order prover SPASS [35] is presented
in [36]. An overview over EPR solvers can be found in [37].

It requires further investigation which of these approaches is best suited for
analyzing the respective properties of industrial products.

17.3.2.4 SAT Based Optimization

In addition to the analysis, there exist efficient optimization procedures for product
models that compute optimal products with respect to a given cost function.
Because of the fact that product data have a discrete structure, computing an
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optimum requires discrete optimization procedures. In general, discrete optimiza-
tion problems are much harder than continuous optimization problems. For further
details about optimization in general and further use cases, Chap. 15 may be
considered.

The hardness of discrete optimization problems for huge products such as cars,
aircrafts or ships involving several thousand parts, requires highly efficient opti-
mization techniques.

We have successfully used SAT based optimization procedures in several
industrial projects applying the branch and bound method [38]. Using this proce-
dure together with the logical product model (see Sect. 17.5.1), a defined cost
model and an objective function computes optimum products with respect to var-
ious cost metrics.

For example, the following use cases can be solved with such an optimization
procedure:

• Assembly sequence optimization [6],
• Computation of the optimal configuration, for example the cheapest, fastest,

lightest product (see Sect. 17.4.2).
• Test coverage optimization.

An extended feature model as depicted in Fig. 17.5 defines a product model and
a cost model. In addition to the objective function, these methods allow the for-
mulation of additional bounds.

17.3.3 Visualization

In addition, to visualize the product structure as depicted in Sect. 17.3.1, the
analysis and optimization results need an adequate visualization. The visualization
should provide the results to the target user group or role, for example engineers,
managers and sales people.

This means that the visualization of the same analysis task has to be visualized
with respect to the specific user scope, considering specific needs or objectives e.g.
level of detail or abstraction. The reasoning procedures shown in Sect. 17.3.2,
produce the respective information.

However, preparing and visualizing this information such that the user efficiently
can use it is an open area for research. Figure 17.8 illustrates an example for a
reporting of a conflict. In this example, a user has selected two different kinds of
wheels, but only one is allowed by the constraints. In the case that a conflict is more
complicated and involves hundreds of features and constraints, this representation is
not appropriate anymore in order to efficiently analyze the conflict.
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17.3.4 A Tool for Formal Variability Management

The presented analysis methods and the presented examples described in Sect. 17.4
are realized with the help of a commercial tool [39]. As opposed to tools as for
example described in [40, 41], this tool focuses on the analysis and optimization of
variant product structures based on the aforementioned propositional logic and a
very efficient implementation of a SAT solving procedure. It offers a set of analysis
possibilities as there are for example:

• Consistency Check
• Dead Feature Detection
• Optimization with bounds
• Product Configuration
• Analysis Result Visualization
• Formal Rule-based Debugging.

Considering these analysis procedures the focus of this tool, lies in the perfor-
mance of the result computation. The user is now able to solve the specified prob-
lems in real-time. The tool allows for a systematic and timesaving analysis of huge
product structures, keeping at the same time the right level of abstraction for the
result presentation. It can be looked at as a formal logic based integrated develop-
ment environment (IDE ) for variant product structures where all the analysis results
are mathematically proven to be correct. There is no longer a “perhaps”.

17.4 Applications

This section presents examples showing how SAT based methods can be used in
order to significantly improve the overall quality of complex product data and,
consequently, the quality of the actual products. As a consequence, they enable
manufactures to offer more variants that they can manage. This allows them to
satisfy the customer’s requirements with higher granularity.

The examples shown in this section are a product consistency check and product
optimization.

Type Constraint Comment

User Selection _Spoke_Wheel User selection

Constraint (imp( _Wheels exo( _Disk_Wheel _Spoke_Wheel)))

FeatureTree _Wheels _Wheels is mandatory

User Selection _Disk_Wheel User selection

FeatureTree _ExampleCars _ExampleCars is mandatory

Fig. 17.8 Conflict reason
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17.4.1 Product Consistency

A complex product involves many parties, such as customers, mechanical
engineering, electronic engineering, marketing, management, regulations and cer-
tifications. Ensuring that a product respects all requirements from all parties is a
challenge that causes a lot of problems, in general. These problems are the major
issue for product callbacks or severe damage to people and the manufacturers.
Figure 17.9 illustrates the different parties that have particular requirements to a
product.

Verifying that a product with several million variants satisfies all the require-
ments, is only possible with complete methods. Completeness means that all
possible variants are respected and checked that they fulfill all specified require-
ments and satisfies all interfaces to all involved parties. This procedure is called a
consistency check.

First, in order to use logical methods, the product model as well as the speci-
fications must have been formally specified. Mostly, products and its specification
are stored in a product data management (PDM) system. Consequently, these data
have to be translated into a formal representation first.

In order to perform a consistency check for a product, all relevant aspects of the
product that are not contained in the PDM system, have to be also present in a
format that can be transferred to a formal model (see Sect. 17.3.1). For the esti-
mation of costs, this could also involve enterprise resource planning (ERP) systems.
Currently, there exists no general approach. Therefore, it is defined for every use
case. This leaves room for research in order to find a general approach.

Even more, such a model improves the communication between the parties by
defining a precise language that can automatically be verified against specified
properties.

Once all the aspects are defined and transferred to a formal model, the formal
methods of Sect. 17.3.2.2 verify their consistency. If there are inconsistencies, these
methods will find them and generate an explanation. This explanation is called a
proof. A proof is a mathematical precise representation of the reason of the

Customer 

ISO 26262,
Certification 

(CE, CCC, …) 
Production 

Departments 
(Engineering, 
Marketing,…) 

Management 

Complex
Product

Fig. 17.9 Parties involved in
the product lifecycle
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inconsistency. Based on this proof, sophisticated and exact reports for each party
involved can be generated together with proposals to solve them. This is an area for
further applied research, too.

This section depicts the opportunities that formal methods provide in order to
support the product lifecycle and to improve the product quality by ensuring that all
requirements of all parties are fulfilled. At the same time, this section shows the
areas for further research towards a general approach.

17.4.1.1 Industrial Application

The product model represents the information backbone for all people working on a
specific product. In automotive industry for example, engineers must ensure that
new parts fit into a well-defined set of car configurations—geometrically and
logically. During the development phase the product structure and the geometrical
parts are developed concurrently, thus both models are subject to a continuous
change. In order to cope with the described situation, engineers work in so-called
“reference configurations”. These reference configurations have to provide a valid
reference for all product configurations using the designed parts, functions etc.
Changes in the variant product model may have various effects on this: The ref-
erence configuration may represent the wrong set of configurations, or an incom-
plete set or the configuration becomes invalid at all. Obviously, managing complex
products within a complex project environment with concurrently working engi-
neers, this happens each and every day. The work of all mechanical designers,
electrical engineers, software developers etc. deeply depends on a consistent
product model. No person can detect all errors in the variant product model man-
ually. The risk is that errors propagate through follow-up processes undetected,
causing very large efforts and high costs. By this an automatic efficient consistency
check of variant product models becomes an essential success factor for all com-
panies offering variant products.

17.4.2 Product Optimization

The optimization methods in Sect. 17.3.2.4 allow the computation of optimum
complex products with respect to specified metrics. Examples for cost metrics are
price, weight and CO2 emission.

The following shows examples for optimization tasks:

• What is the best product with respect to customer needs?
• What parts of a company portfolio are cheaper to be produced in house and what

parts are cheaper to be bought from a supplier?
• What are the parts that cause the most costs?
• What parts are worth to consider for redesign in order to make them more cost

efficient?
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Figure 17.10 depicts a black-box view to the optimization procedure for com-
plex products. The inputs for the optimization procedure are a product model, a cost
model and sales figures. The product model represents the product data and the cost
model assigns certain cost values to the product model. The sales figure is a list of
product variants that are expected to be sold or were sold in a defined time period.

For example, based on this input parameters the optimizer computes the cost-
optimal product model by removing or adding parts and products to the product
portfolio. The computed optimum is consistent in terms as explained in
Sect. 17.4.1, i.e. all requirements are fulfilled. In addition to the consistency of the
computed optimum, this method finds mathematically provable the global
optimum.

The results of the optimization procedure can be the basis for further decision
processes. They can optimize on several expected market situations and the
respective consequences. In this case, the formal methods provide the presented
functionality, but they have to be adapted to the individual application in order to
perform efficiently. This is due to the fact, that an optimization operation is even
more difficult from a computational point of view than a consistency check.
Therefore, it is even more sensitive to the given product model. As a consequence,
research towards a general approach for optimization of complex products is nee-
ded. Furthermore, there is currently no standard mechanism for the specification of
the input parameters like the costs for the product model or the sales figures.

17.4.2.1 Industrial Application

Product variation is a key differentiator between competitors. However, product
variation is causing costs in development, production and after sales too. The
optimum is in-between the broadest offering to get more customers and the smallest
offering to save costs. Real customer orders aren’t evenly spread across the possible
product configurations. It’s the exact opposite: Real customer orders show accu-
mulations of few sets of options, because there are always customer groups with
similar requirements. One possible optimization is to offer packages with a well-
defined set of options. These packages fulfill the requirements of many customers
and reduce the number of variants and the costs too. However, the optimal set of

Product
Model

Budget

Cost
Model

Optimization
Procedure

Optimum
Product

Configuration

Fig. 17.10 Optimization of
product configuration
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packages is very hard to find, because no one can manually survey the mix of a
complex cost structure, historical selling and forecast data within a highly variable
product model. The identification of an optimal set of packages is the typical use
case for a mathematical optimization toolkit. Even in this case the customer has to
be taken more closely into account. Often the customer selects a package and
afterwards wants to upgrade a certain feature within that respective package. Also
in this case the optimization toolkit has to provide a useful variant.

17.5 Case Studies

In this section we present real industrial case studies for the application scenarios
described in Sect. 17.4. These case studies were abstracted from the real case for
obvious reasons.

17.5.1 Debugging a Product Variant Model

In this case study, a debugging tool for the product data of a globally operating
machine manufacturer is presented. The debugging tool ensures that the product
data fulfills the quality requirements. The manufacturer uses several mechanisms
to express properties of his product involving engineering and marketing data.
Altogether, the manufacturer defines several thousand of such product properties.
At the engineering side the properties of the product describe all products that are
buildable. The marketing side describes the market requirements and the product
variants that are offered in the different countries.

The manufacturer uses a configuration tool that allowed the user to configure the
product in the respective country. However, this process was error prone because
the configuration tool did not offer a comprehensive analyzing mechanism, making
the specification of the product model and the resulting variants transparent and
understandable to the user.

The absence of such an analyzing mechanism results in a sometimes-
unpredictable behavior of the configuration tool. Examining the specification
mechanisms of the manufacturer in order to understand the reason for the behavior
was very time consuming and required a lot of experience.

This has two reasons. First, the definition of the specification mechanisms was
not unique and several exceptions to the rules were implemented. Second, the
configuration engine used an operational semantics. This means the interpretation
of the mechanisms was implemented in the software. As a result, the order of the
rules had an impact on the behavior, which is usually an unwanted side effect.

In the case study, we used the commercial analyzing tool [39] that solves these
problems by enabling und actively supporting the user to understand the problem
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and to find out whether the problem was a specification error or a bug in the
configuration tool. Figure 17.11 depicts the debugging process and the respective
inputs. For example, we discovered with the help of the tool that marketing offered
a control unit for a variant of a machine for which the control software had not been
released yet.

The first step in this investigation has been the translation of the specification
mechanisms of the manufacturer into a logical product model. This defines a formal
semantics based on mathematical logic for each individual mechanism and, as a
consequence, each mechanism has a unique precisely specified meaning.

The logical product model can be loaded into the analyzing tool. The tool allows
the user to interactively inspect the product model. Furthermore, the consequences
of a selection of a feature in the product are computed in real time. Even more
important, the user sees the reason for the consequences. In particular, the user
immediately understands why the selection of one feature requires the selection/
de-selection of other features.

In addition, the tool finds inconsistencies immediately and, therefore, avoids
working with an incorrect product model. Usually a conflict involves just a few
rules. As a consequence, the rules to be considered in order to understand the reason
of an inconsistency is drastically reduced from several thousand to just a handful of
rules.

Additionally, the tool enables even less experienced people to understand the
specified product properties and its consequences. This is because the tool serves as
a reference interpreter for the properties. As a consequence, the communication
between several people involved in the product lifecycle of the product was sig-
nificantly improved.

Marketing
Product Model

Engineering
Product Model

Analyzing
Tool

Fig. 17.11 Debugging
process overview
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17.5.2 Computation of a Set of Cost-Optimized Wire
Harnesses

In this case study the goal was to compute a set of cost optimum wire harnesses for
a product portfolio of a manufacturer with respect to a forecast. The manufacturer
wants to know which wire harness to order from a supplier in order to put in stock.

This is a crucial operation because the ordered harnesses have to fulfill the
following requirements:

• For each product variant that is expected to be ordered there must be a matching
wire harness in stock

• The wire harnesses in stock must be cost optimal.

This ranges from an individual wire harness for each order to one wire harness
for all orders. The computation is based on the following inputs:

• The product portfolio and its properties describing the properties of the product
variants and the mutual dependencies of its parts. This is defined by the
manufacturer.

• Properties of the wire harnesses describing the dependencies between options in
the wire harness. This is defined by the supplier.

• The costs of a wire harness representing the contract with the supplier. The
contract defines all involved costs like production cost, stock costs, transpor-
tation costs and price deductions.

• An estimation of the expected sales for each product configuration relevant to
the wire harnesses.

The current decision process of the manufacturer, which wire harness shall be
ordered, is based on a local optimization method. Because of the fact, that the task
is a discrete optimization problem, a local optimization can differ significantly from
the global optimum (see Chap. 15). This requires a further step for additional
optimization.

To compute the global optimum solution, we used the optimization engine of the
commercial tool [39]. The tool guarantees that it finds an optimal solution. In order
to use this tool we first translated the aforementioned input into a formal model with
a defined set of cost attributes. This resulted in the following inputs for the tool, as
depicted in Fig. 17.12:

• a model of the products,
• a model of the wire harnesses,
• a model of the costs of the wire harnesses and
• an estimate of the expected sales for each product configuration relevant to the

wire harnesses.

Based on the logical representation of the products, the wire harnesses, the costs
and the expected sales, the optimization engine computed a set of cost-optimized
wire harnesses, i.e. the optimality can be proven mathematically. Because of the
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fact that a discrete optimization is computational expensive, the definition of the
formal model is essential, because it has to fulfill two fundamental requirements.
First, it must adequately represent the input data. Second, it must be defined in such
a way that the optimization procedure works efficiently on the model.

The translation of the input data into a logical model resulted in 300,000 logical
formulas. The optimization procedure took about 3 h to compute the global optimal
solution. Comparing the optimization results of the tool with the current used
method, results in an improvement of at least 15 %.

17.5.3 Car Pool Optimization for Manufacturers
and Customers

In the case study car pool optimization, we examined the possibility to compute a
cost optimum set of cars for the car pool of a company. The input parameters for
this case study were the product model, a cost model for the product model, a given
budget and a set of predefined options that every car should have. Then the opti-
mization was on the fuel consumption of the whole car pool.

With current car configurators only one car can be configured with respect to the
available options. The configurator computes the price and indicates the fuel con-
sumption of the current configuration. In particular, there is no possibility to select a
set of options and the remaining options are set with respect to an optimization
procedure.

Further applications are the possibility to define preferences for a configuration
and the optimization procedure finds the best car for a given budget. Different
customers have their preferences for different kinds of options. For example, safety
option, sport options or options causing the least fuel consumption.

Performing optimizations on configurations is a big advantage for both customer
and manufacturer. The customer finds the product he wants quickly without
bothering about options he is not interested in. The manufacturer on the other hand
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Cost Optimal Wire Harness

SupplierManufacturer

Wire Harness
Model

Cost
Model

Sales 
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Product 
Model

Fig. 17.12 Optimum product model
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can optimize his product portfolio particularly to the demands of the customers. The
optimization enables him to better understand his product portfolio. These insights
can be the basis for further decisions, for example launching of marketing offers or
invention of new feature options.

Figure 17.13 depicts this case study. The manufacturer and the customer com-
pute optimal configurations based on the same product model. For the customer, a
subset of the available configurations is defined. For example, this defines
the market offers of the manufacturer. Instead of having different representations of
the product portfolio, we show in this case study that manufactures as well as
customers can perform their processes on the same product model.

Furthermore, this method provides a marketing driven model based design and
development of new products. In this case, the manufacturer starts with a less
detailed customer model that defines the customer demands. The model becomes
more detailed during the design and development phase of the product. Conse-
quently, the current development model can be optimized with respect to the
customer model and verified against the customer model.

17.6 Future Directives

In the late 90s, entering of electronics into products and customer demands for
individual products to mass customer market prices caused a rise of the product
complexity as indicated in Fig. 17.14. Electronics were shipped with diverse
releases and software versions that have to exactly match the hardware parts. This
has resulted in a huge number of variants that have to be maintained and have to
fulfill specific properties. Further reasons for an explosion of variants are fast
changing market demands, legal regulations, and certificates. Nowadays, the
complexity of global products drastically rises due to the aforementioned reasons
for variety explosion. On the other hand, the general purpose CDCL algorithm

Optimization Procedure

Complete
Product Model

Manufacturer Customer

Customer Sub-Model
(Options that can be 

selected by a customer)

Fig. 17.13 Manufacturer and customer optimize on the same product model
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(see Sect. 17.3.2.2) has steadily improved such that its implementations could
successfully analyze complex products. To be still able to successfully analyze
these products with mathematical tools, the CDCL based algorithms can be spe-
cialized to the properties of these analyzing problems. An appropriate tool that
implements a specialized CDCL algorithm and successfully analyses complex
products is available [39].

The case studies in this chapter have shown that algorithms based on the
methods depicted in this chapter are able to solve variant problems from various
states in the product lifecycle that could not be solved without these. As a conse-
quence, powerful analyzing tools exist that completely and precisely verify com-
plex product models with respect to a diversity of properties involving variants.
Furthermore, we expect that models are able to express variant information from
other states in the product life cycle and the relations between the states as shown in
Fig. 17.9. Examples of other states in the product life cycle are: the requirement and
market analysis, design, construction, production, logistics, sales and after-sales.

In the area of model based systems engineering (MBSE) there is a standard
modeling language, the systems modeling language (SysML) [42], with a diversity
of analyzing tools for several aspects of the systems. In the case of variability
management we expect a similar development towards a model based variability
management (MBVM). The common variability language (CVL) [14] is an
example of the development towards this direction. In the long term this could even
go further towards a model based product life cycle management (MB PLM). From
such a development we expect a similar impact on the development of products like
crash simulations for the development of safe cars.
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Fig. 17.14 Development of product complexity and the performance of general purpose CDCL
procedures and specialized CDCL procedures
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17.7 Conclusions and Outlook

This chapter has illustrated the crucial importance of variability management. We
have presented some of the basic theoretical background and several real-world use
cases that have been successfully mastered using methods based on formal logic.
Thus, we have shown that the application of a formal logic-based approach to real-
world variability problem scenarios is very promising. Although we had to cus-
tomize the underlying analysis algorithms and find an appropriate way to encode
the problem scenario in a formal setting, we are very confident to be able to find
such optimizations for most problems of this kind. The more real-world problems
we analyze, the more experience we gain in optimizing and customizing our
algorithms and problem representations. Although we have to respect and observe
the basic research that has been done and that will be done in the area, we are
currently at a stage where we need more applied research based on real world
examples in real industrial project settings to develop and improve a comprehensive
tool suite based on formal logic. This will be one of the key factors enabling
manufacturers and product line engineers to develop and master even more com-
plex products and at the same time meet exactly the customer demands. To the best
of our knowledge and having analyzed the past, variability reduction certainly is not
an option for successful manufacturers or product line engineers in the future in a
global competition. The only way for a sustainable variability management and
product line engineering is to analyze, optimize, develop and adapt product vari-
ability in accordance with the rapidly changing market requirements. Formal
approaches as described in this chapter provide the means for achieving this goal.
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Chapter 18
Intellectual Property Protection

Josip Stjepandić, Harald Liese and Amy J.C. Trappey

Abstract With the growth of the knowledge-based economy, intellectual property
right (IPR) is recognized as a key factor to develop and protect strategic compet-
itiveness and innovation of an enterprise. The increasing degree of collaboration in
global relationships, ubiquitous digital communication techniques as well as tough
competition has lead to an increasing importance of intellectual property protection
(IPP) for enterprises. Since the law as well as ethical principles are not always
adhered to, there are increasingly activities outside legal understanding. This situ-
ation is exacerbated in the context of rising crime through the misuse of modern
ICT technologies (“Cyber Crime”) and now employs extensively state authorities.
Piracy, counterfeits and unwanted know-how drain pose a significant problem for
each market leader. Intellectual property is stored in product data too. Especially
modern parametric and feature-based 3D-CAD systems have been enhanced
towards acquiring, representing, processing and distributing knowledge to support
knowledge-based engineering (KBE) within virtual product creation. However, it is
very easy to exchange huge amounts of product data within a virtual enterprise that
comprises an enterprise with its supplier network. There is an enormous threat that
intellectual property could fall into the wrong hands and badly jeopardize the
existence of the related company. This chapter contains an analysis of this conflict
area, a picture of the legal framework, a discussion on the need for action in supply
chain networks and attempts by research and development as well as best practices
in industry for various aspects of IPP in the context of concurrent engineering (CE).
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engineering � KBE � Intellectual property protection � IPP � Patent infringement

18.1 Introduction

Continuous innovation and inventions are the basis for competitiveness and success
of leading enterprises in a global context (“market leaders”). Fostering their
excellent know-how they have managed in recent years to expand their position in
the global market place. Therefore, they are able to reap the rewards of their
extensive investments in research and development. Such enterprises accumulate
also large amounts of intellectual property which is a broad, summarized label for
the set of intangibles owned and legally protected by an enterprise from outside use
or implementation without consent. In general, it consists of business know-how
(product, process, service) and rights (patents, trade secrets, copyrights and trade-
marks) which can be more valuable than the tangible assets.

However, development and innovation of the technologies used to create these
intangible assets need new approaches and technologies to legally maintain, protect
and safeguard intellectual property. The concept of intellectual property implies that
certain products of human intellect should be afforded the same protective measures
that apply to physical property. Leading industrial nations have already developed a
legal framework to protect both forms of property. In this era of globalization,
threats are global too and all measures against loss and theft of IP must be con-
sidered globally in a new dimension.

In the context of concurrent engineering (CE), intellectual property protection
(IPP) assumes particular importance. Global collaboration through virtual enter-
prise, high transparency of processes and data, high level of phasing in business
processes, knowledge-based methods, intensive use of IT methods and tools, and
high frequent data exchange are all features of a well implemented CE in each
enterprise [1]. Hereby, however, the door is opened for all kinds of violations of
intellectual property, if no protection is considered. Extracting value from intel-
lectual property and preventing others from deriving value from it is an important
responsibility for any enterprise. Therefore, this chapter will be focused on new
methods and technologies and adds to the approaches introduced and explained in
Chap. 10 [Knowledge-based engineering (KBE)].

The structure of this chapter reflects this focus. In the following Sect. 18.2, the
political and socio-economical backgrounds for IPP are briefly introduced. It
explains why IPP has become so important in the past years. The hot spot of IPP in
engineering collaboration is highlighted in Sect. 18.3. In the following Sect. 18.4,
the technical scope of this chapter is aligned with phases of the product creation
process and main directions are drawn. Supporting methods for tracking of patent
infringements are explained in Sect. 18.5. Subsequently, general methods for
IPP protection in the information flow are derived in Sect. 18.6, followed with
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techniques for protection of product data and several showcases. For sake of
completeness, the basic methods for protection of product and parts are inserted to
Sect. 18.7. A conclusion section gives insight into future research and development
of IPP from a CE perspective.

18.2 Political and Socio-economical Background

In the past decade, globalization was the dominant trend in the world economy. So
called BRIC countries (Brazil, Russia, India, China) have become more and more
important accompanied by a rising economic and political liberalization. Successful
enterprises have anticipated this trend and got involved in those countries by their
own subsidiaries and joint ventures which include all the functions of a global,
decentralized enterprise. This induces the need to consider different political con-
straints. One of the most important constraints among others is the request by many
governments to share and transfer know-how to joint-ventures and subsidiaries
across the whole supply chain located in their own country. The intention behind
that requests is to build-up self-sufficient, sustainable industries which are not
dependent on know-how and technology transfers from abroad any more. While
such build-up of competitors with military precision is not to interest of any
investor, he will seek for appropriate measures to keep his competitive advantage in
each world region [2].

Also, in every society a continuous transformation is going on by the influence
of social media and mobile applications. In certain applications (e.g., social net-
works) it is increasingly difficult to distinguish between professional and private
use. The impression for an average internet user is that all content for which access
is not restricted is for free. Free file-sharing platforms are an example only. Fur-
thermore, there are more and more social and political movements, to work towards
the introduction of a “Digital Utopia” (free access to entire digital content).
Unrestricted sharing of data has become a feature of many sub-cultures, regardless
any statutory provision. An attempt of the US government to react radically by
shutting down foreign sites that are accused of criminal copyright infringements,
has caused the largest online protest in history [3].

Against this political and socio-economic background, where many stakeholders
stimulate sharing and policing illegal internet activity remains difficult, it is not easy
to distinguish between public and confidential as well as secret and confidential
content [4]. In case of sensible product data which are exchanged across the globe
this topic becomes hot. On the other side, in case of property rights the rising
challenge is to identify their violation not only in the same country or region (e.g.
European Union), but everywhere in the world. Thus, the thief could use the stolen
content for production on a singular location far abroad, and compete with the legal
owner for sales on the global market. This gives the protection of intellectual
property right (IPR) a particular importance.
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In an essay Azevedo et al. [5] investigate the relationship between protection of
IPR, technological change and endogenous economic growth. “Despite the diver-
gence of results regarding theoretical studies, most empirical studies find a net
positive effect, which means that positive effects of IPR protection outweigh the
negative effects. A possible explanation for this is that the empirical measure of
patent protection, which is typically used, is just a summary of the statistics relating
to the different categories of patent rights and so it is not clear how each type of
patent rights influences innovation on empirical grounds” [5, p. 60].

Nevertheless, almost every week the newspapers publish news about various
forms of intellectual property violation: product piracy, plagiarism, counterfeits and
theft of crucial data. The victims of this new kind of international crimes are the
global enterprises as well as small or medium enterprises. In many cases the victims
reported really curious stories like the company Doppelmayr from Austria, which
claimed a peculiar example of extremely professional product piracy and coun-
terfeits [6]. A report on the patent law-suit between Apple and Samsung looks to the
neutral observer like an intentional continuation of market competition in another,
legal, field [7]. Finally, governmental bodies claim new kinds of crime (“cyber
crime”), too [8]. In claim reports Chinese governmental bodies are accused of
controlling and supporting cyber attacks against western companies and institutions
[9]. According to a research study conducted during 2013, almost each enterprise in
Germany was at least once the subject of a cyber attack [10].

Based on complaints from German machine tool manufacturers—according to
them Chinese competitors violate their patent rights—researchers [11] have con-
sidered the situation of one century ago, when American manufacturers raised the
same complaints against their German competitors. They came to the conclusion
that the willingness of each market participant to respect IP rights is associated with
its own competitive position.

Security experts view this problem in a similar way and point out at the early
beginning of their book: “Illegal and furthermore criminal activity is a reality of the
world in which we live… It is, however, a recurring theme, which bears repeating in
all spheres of public live. One questionwe are often asked is whether there is any hope
in combating this activity…. Moreover, it is not a trivial undertaking and should not
be presented in a light that either under-emphasizes or over-aggrandizes it” [12, p. 3].

The amount and frequency of violations of IPR and their estimated losses
suggest that currently the significant and crucial prerequisites for successful pro-
tection of IPR in many world regions are not fulfilled. Hence, the distinctiveness of
the current situation lies not in the nature of IPR itself, but rather in the fact that
political, socio-economic, organizational and technical constraints for an expected
violation of IPR are particularly favorable [13]. This condition could persist
because there is no international initiative whatsoever apparent that would revert
this situation. Recent research predicts expansion of IPR by 2025, including
enforcement [14, p. 358].

Based on that background all regulations concerning intellectual properties and
the authentication of products and parts need to be expressed in a protection policy
which on the one hand governs individual enforcement mechanisms implemented at
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the various sites and, on the other, integrates these protection issues into overall
product lifecycle management (PLM) in an explicit way. These regulations should
propose suitable measures that counteract violation of IPRs and infiltration of
counterfeits. Since such threats are anticipated, ubiquitous protection measures have
to cover the whole product lifecycle. This perception has now taken hold in the
boards of almost all technology companies. Under high pressure corresponding
concepts are currently developed or in preparation [15].

Further explanation in this chapter will be focused on technical aspects in the
context of CE. For smaller companies which have no possibility to exclusively
employ intellectual property experts innovative concepts and guidelines like
guideline “Leitfaden zum Produkt- und Know-how-Schutz (Guideline to Product
and Know-how Protection)” [16] are foreseen which is prepared by a special expert
group of VDMA (Germany Association for Machinery and Process Industry). Based
on various industrial scenarios the authors demonstrate their best practices and
recommendations for dedicated use cases. Such concepts may support innovation by
offering reuse of intellectual property knowledge and intellectual property-friendly
design. Also risk monitoring via intellectual property asset tracking can be included.

In trying to relate IPR concepts and methods to the entire product lifecycle, it
must be taken into account that, in general, patents are independent of any particular
product and project. Therefore, patents must be maintained and defended as long as
their subject has a commercial value for (potential) competitors. Product data in a
project must be intensively protected from start of development (SoD) to start of
production (SoP) and possibly less intensively afterwards (e.g., if they are created in
a collaborative project that will be subsequently diminished). From the SoP until the
end of a product life cycle (EoL), growing focus will be on the protection of
products, spare parts and embedded software against possible counterfeits
(Fig. 18.1). In that case reverse engineering (see Chap. 12) must be prevented or at
least inhibited.

Patent

SoD SoP EoL

Protection of 
Product Data

Protection of Product, 
Spare Parts, 

embedded Software

Intensity of protective measures

time

PRODUCT LIFECYCLE

Fig. 18.1 IP protection in relation to product lifecycle
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18.3 Hot Spot Engineering Collaboration

In many industries (automotive, aerospace, shipbuilding) product development
usually takes place in global development partnerships. Original equipment man-
ufacturers (OEM) conduct the development of new products at many locations in
several countries across the world. Furthermore, a variable number of external
service providers and suppliers take part in individual projects (see Chap. 7). Most
relationships in a supply network which acts like a virtual enterprise are temporary,
extinct by the end of project, while the contract can be renewed or expire (Fig. 18.2)
[17]. In the latter case today’s a project partner can become tomorrow’s harshest
competitor [1].

The IT infrastructure has to be adapted continuously to the moving constellation
of project partners. Large supplier network implies a frequent mutual data
exchange. Therefore, different solutions for global data logistics are available for
the exchange of 3D data especially for the automotive industry [18]. Since data
exchange runs on a regular, daily, basis with increasing amounts of data, the
importance of know-how protection becomes evident to avoid knowledge leakage
in such a complex, diverse network. For this purpose many OEMs allow the use of
rich clients of their product data management (PDM) systems only at the supplier
site. This monolithic solution provides secure access to the OEM’s engineering
database by standardized processes like authorization and authentication of singular
users and devices. That simplifies the processes on the OEM side reducing a
supplier to few authorized contact person who act manually as simple, independent
users. On the other hand, such approach inhibits any supplier’s IT integration with
OEM (see Sect. 21.7) and imposes a permanent data queue on the supplier’s side.

OEM

Supplier

Supplier

Supplier

Supplier

Supplier

Module supplier

Module 
supplier

Module
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R&D

Module
supplier

OEM 1

OEM 3

OEM 2

Virtual 
Enterprise 

Fig. 18.2 Virtual enterprise in automotive industry
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There are fundamentally opposing interests of the parties involved in the col-
laborative product development in a virtual enterprise. The customer (e.g., the
OEM) normally commissions its suppliers and/or external services providers to
provide components and/or explicit services [19]. So, in principle, the OEM is
interested in the whole of technology and know-how. However, suppliers often
complain that draft designs provided by them to the OEM were later given to their
competitors during the concept competition phase. In the majority of cases suppliers
wish to reuse developments achieved in one project in the next project with pos-
sibly another OEM [5]. The first OEM that acts as a client and financer of the new
development may see the danger that he indirectly supports its competitors if his
supplier sells the same technology to other OEM. This conflict of interests has
existed before and has got additional explosiveness by the employment of KBE
modules, because more and more valuable knowledge is integrated into computer-
aided design (CAD) models and, as such, in daily data exchange. It is self-evident
that such challenges can’t be resolved by contractual regulations only, but require
conceptual and organizational measures, and suitable software solutions.

The increasing number of plagiarisms, which invade certain markets, is a clear
indicator for the intensive, systematic, but naturally not intended leakage of
knowledge during a product development process [20]. Both manufacturing
enterprises and independent research organizations are concerned with risks esti-
mation regarding the loss of intellectual property [21]. The Aberdeen Group has
surveyed 88 companies [22] to determine the degree to which best-in-class orga-
nizations are using security solutions to address the risk of so-called insider threat.
Both supplier and service provider can be classified as insider, e.g., in the context of
on-site design work or direct access to a partner’s PDM system as aforementioned.
The results uncovered that the majority of respondents have yet to implement
technology to address insider threats. Only the best-in-class companies reported the
decrease of security events, while in “laggard” companies security events signifi-
cantly increased.

The damage is larger the earlier the product information is stolen and the later
the piracy is discovered [21]. The situation is especially critical in the case of
products with short lifecycles when product information (e.g., CAD data) is lost or
stolen in an early phase of product development. There are known cases of pla-
giarism where products which are produced based on stolen product data, were
introduced into the market earlier than the original product. In summary, there is a
strong demand of both OEMs and suppliers for research on and development of
methods for IP protection driven by their specific knowledge integration (see
Sect. 10.5) and application of design methods [23]. Specific needs arise in long-
lasting relationships where crucial key factors (type of collaboration content, degree
of maturity, lot size) fundamentally evolve [24]. Meiwald has developed a generic
approach for fundamental threat analysis and elaboration of basis protection con-
cepts [25].
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18.4 Technical Scope

Looking at Fig. 18.1, it can be recognized at first that patent management must
follow technology management, i.e., patent management is strongly linked to the
lifecycle of technologies starting with the discovery of ideas and continuing until a
product is discarded from the firm’s portfolio. Based on this, five distinctive phases
reflect the patent life cycle management activities: explore, generate, protect, opti-
mize, and decline [26]. While we are focused on protection of patents, Bryer et al.
[27] give a comprehensive insight into the legal operations and implementation of
IP. A patent is an IPR that is granted with exclusive right for commercialization and
can potentially bring huge profit to an enterprise. Due to the fast growth of patents
and infringement litigation, enterprises use a variety of patent strategies to protect
their intellectual property or defend their IPR against malicious litigation. At first,
patent infringement analysis shall be conducted frequently during the patent life-
cycle. For example, a patent search and patent map analysis system supports engi-
neers to find and analyze patents effectively. This is a field which obviously can be
tremendously supported by appropriate IT methods and tools. However, patent
infringement analysis still requires a large number of intellectual property engineers
and lawyers to analyze patent claims and access the degree of infringement.
Therefore, their work can be fostered by patent ontology engineering (POE)
to enable an intellectual property defense support system (IPDSS). POE aims to
analyze rapidly the structure of patent claims and their technical components [28].

Looking again at Fig. 18.1, product data is the next point of interest for pro-
tection. Nowadays, the majority of the manufacturing industry is deploying modern
engineering IT technology and improving their usage by new application methods.
Continuous optimization includes the deployment of technologies like CAD and
PDM into virtual product creation and the application of new functionalities of
further authoring systems. Techniques of artificial intelligence (AI) offer room for
further improvements. AI covers many methods for acquiring, processing and
storing of knowledge, which are systematically examined by Hopgood [29] (see
Sect. 10.2). In the technologically leading 3D-CAD systems AI methods have been
embedded, facilitating inclusion of product data (e.g., functional elements, com-
putations, optimization goals and rules, whole templates) in a single data model (see
Sect. 10.5). With such embedded KBE technologies interaction of comprehensive
product-specific knowledge and know-how regarding the design process is made
possible with a single CAD model [30]. Various validation approaches and pro-
cedures can be also directly embedded or deeply integrated by using external
applications (e.g., Functional Digital Mock-Up, see Sect. 13.6) based on KBE
technology.

In the context of PLM effective implementation of an integrated process chain is
primarily based on the data, the information and the knowledge as represented in
the 3D-CAD model. In CAD models different types of knowledge as well as
representations of design methods can be stored (Fig. 18.3) [31]. PDM systems not
only manage CAD models but also contain meta-information and workflow, while
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they also document the entire product life cycle. Well customized, a PDM system
can be considered as a storage container of formalized product know-how within an
enterprise.

Product and process knowledge has to be managed and updated continuously in
an enterprise [32]. Its usage has to be kept attractive for all potential users to
provide appropriate design reuse at any phase of a product creation processes [33].
Ong et al. [34] depict a broad figure of methodical approaches to systematic design
reuse from basic design, optimization, costs and performance evaluation to the
definition of product families. Furthermore, the modular design implies the capture
of knowledge needed for proper reuse of modules. Consequently, CAD models
represent an important portion of the knowledge base of each product-centric
enterprise, which after their generation must be stored, maintained, archived and
protected during a whole product lifecycle (see Sect. 10.4). Figure 18.4 illustrates
typical product knowledge items and design methods taken from customer
requirements in the CAD system CATIA V5 that should be protected by IPP
measures. For better classification the singular CATIA V5 items in Fig. 18.4 are
placed in the general scheme explained in this section and Fig. 18.3.

The chances, which deep knowledge integration offers, are very promising and
widely used to optimize a virtual product creation process. It is inevitable that this
progress has also had a considerable impact on the way how to perform sophisti-
cated development tasks. The achieved return on investment (ROI) is tremendous in
many cases [31]. KBE templates became a significant accelerator for design pro-
jects by considerable savings in time and costs (see Sect. 10.6). For such reasons
they are a real asset for each enterprise.

However, deep knowledge integration is accompanied by potential risks because
each document can fall into the wrong hands and, subsequently, be misused. If a
CAD model is not only a data storage medium, but becomes also a knowledge
storage medium, the loss of it could implicate the loss of competitive advantage in
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the form of unintentional sharing of knowledge and, subsequently, the loss of a
product innovation. Therefore, the flow of knowledge has to be controlled in
a predefined and traceable way.

Looking again at Fig. 18.1, the next point of interest can be identified: the (built)
product with all its components, including the non-physical components and spare
parts. The oldest and apparently methodically easiest way for misuse of IPR is to
rebuild a machine or a part of it by owning it and then using a more or less
sophisticated method of reverse engineering (see Chap. 12) to acquire the know-how
needed for production and assembly. In such a way plagiarism or counterfeit arises.
To complicate or disable that route also belongs to the action fields of IP protection.

Finally, further explanation in this chapter will be classified—in accordance with
the aforementioned technical scope and Fig. 18.1—in supporting methods for the
protection of patents (Sect. 18.5), the protection of product data (Sect. 18.6), and
protection of products and parts (Sect. 18.7). Considering its crucial importance
and consequences on CE, the protection of product data which are generated during
the product creation process will get the major weight.

18.5 Protection of Patents

Protection on a legal level includes measures to foster the patent maintenance
process, avoid patent infringement and support patent litigation. For this purpose an
IPDSS based on POE, technology clustering, and patent infringement analysis is
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developed [28]. First, the research develops a procedure for POE by analyzing the
claims of the patent, the claim components, and the technical key phrases. After-
ward, the research evaluates different key phrase extraction methodologies for
searching related patents from relevant databases for USA (USPTO), Europe (EPO)
and world (WIPO). The related patents include prior-art patents (applied before the
application of the target patent) and the after-art patents (applied after the appli-
cation of the target patent). The prior art patents are used to analyze the patent
validity by using a modified overlapping clustering methodology for extracting the
related technical characteristic of the patent documents. Finally, the research
designs a patent infringement defense system based on the infringement identifi-
cation rule (i.e., Literal Infringement, Doctrine of Equivalents). A domain ontology
(see Sect. 10.2) is used to support the defense system objectively and systemati-
cally. Thus, the IPDSS process uses the proposed ontology, the key phrase eval-
uation and extraction methodology, advanced overlapping clustering, and the patent
infringement rules as the bases of the methodology.

18.5.1 Patent Ontology Engineering

Based on a patent specification and a fundamental approach for ontology engi-
neering (see Sect. 10.2), the proposed POE collects two types of patent information.
One is the patent metadata including patent number, application date, issued date,
inventor, assignee, international patent classification (IPC), U.S. patent classifica-
tion, and reference information. The other type of patent information collected is the
technical context including patent title, abstract, claims, background of invention,
and detail description. A patent claim defines the limits of the rights granted by the
independent claim and the dependent claim where the independent claims stand on
their own, and the dependent claims depend on a single claim or on several claims
and generally express particular embodiments as fall-back positions. The claims are
written in a legalistic form, in which every claim starts with a capital letter (the only
capital letter permitted in a claim) and ends with a period (the only one permitted in
a claim), and each element in the claim must be named before it is used. Thus, the
legalistic form of the claim is analyzed to identify the preamble, transition phrase,
and body of the claim. The preamble sets forth the name and environment of
the invention. The transitional phrases in patent applications are important, as the
transition specifies whether the claim is limited to only the elements listed, or
whether the claim covers items or processes that have additional elements. The
body of a claim defines the elements or steps of the claim.

Patent infringement analysis involves basically two steps: claim construction, and
comparison of the accused product to the properly construed claim. In the first step,
which is exclusively a matter of law for the court, each asserted claim is construed to
determine its scope and meaning. In the second step, a fact finder compares each
properly construed claim to the accused device, to determine whether all of the claim
limitations are present in that device, either literally or by a substantial equivalent.
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This approach uses WordNet (a large lexical database of English) or Visual
Thesaurus to search domain concepts or synonyms of technical terms. Nouns,
verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms, each
expressing a distinct concept. The Visual Thesaurus is an interactive dictionary and
thesaurus which creates word maps that blossom with meanings and branch to
related words. After domain concept recognition, the technical key phrases are
analyzed by the key phrase extraction methodology for evaluating the similarity of
the related patents described below. R&D engineers finalize the claim construction
using the metadata, the elements of the claims, the domain concept and the syn-
onyms, and the technical key phrases describing the invention.

18.5.2 Patent Key Phrase Extraction

The patent analysis uses the IPC to collect the document set for limiting the scope
of the analysis. A patent document contains different structures used to represent
different meanings. Key phrases used in such document are from particular interest.
The term-frequency (TF) approach is used to collect key phrases with high fre-
quency in a patent document. Following to that, the inverse-document-frequency
(IDF) approach is used to evaluate the frequency of key phrases that appeared in
different documents. If a phrase appears in many documents, the value of the IDF
would be low meaning that the phrase is not a good distinguishing representation of
a document. Specific key phrases in patent analysis are eliminated using the IDF
approach [28]. Further, the normalized approach of key phrases evaluation is cal-
culated based on the lengths of the structured patent sections, such as title, abstract,
claims, invention, and detailed description. This approach uses the normalized
patent term frequency (NPTF) to analyze the value of the key phrases. Finally,
instead of using the IDF approach as the distinguishing measure of key phrases,
information gain (IG) is also employed as a term-goodness criterion. The IG
approach measures the amount of information within a category by knowing the
presence or absence of a phrase in a document.

18.5.3 Modified Overlapping Clustering

After completing the process of claim construction, POE, and the NPTF-IG key
phrases extraction methodology, the target patent and the related prior art patents
are analyzed to identify patent novelty. An invention is patentable if it satisfies
specifications for novelty. Novelty is defined in Section 102 of the US Patent Law:
The invention is novel if it was not previously patented, described in a publication,
in public use, or on sale by others before the inventor invented it. Trappey et al.
[35] use non-exhaustive overlap clustering to analyze patent documents with
multiple technical descriptions of the invention. The results show that key phrases
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influence the similarity of the non-exhaustive clusters where an object is permitted
to belong to no cluster. The initial clustering center is evaluated based on the value
calculated by the crowding value (CV, maximum of data in a cluster) and the
maximum distance value (MDV, maximum distance of each cluster). Non-
exhaustive clustering may cause outliers to cause excessive overlapping results.
Thus, this research uses hierarchical clustering such as the merging approach or the
separating approach to improve the non-exhaustive clustering and is referred to as
the modified overlapping clustering.

The research sets the clustering lower limit (CLL) to minimize outliers. If the
data in a cluster is smaller than the CLL, the cluster is merged with the neighbor.
The merging limit (ML) is used to avoid excessive overlapping. If the overlapping
data set is larger than the ML between the two clusters, then the clusters are merged.
Finally, the clustering upper limit (CUL) is set to control the size of the clustering
result. If the amount of data in a cluster is larger than the CUL, the cluster is
separated using k-medoids clustering [36]. The three parameters of the modified
overlapping clustering facilitates to find prior art from related patents collected by
the IPC scope and use the application date for checking the patent validity related to
the target patent.

18.5.4 Case Study

The case study focuses on the Taiwan’s Industrial Technology Research Institute
(ITRI) litigation with LG Electronics (LGE) to claim patent infringement. In 2010,
ITRI accused LGE, the world’s third-largest mobile-phone maker, of infringing on
22 US patents on mobile phones, air conditioners, Blu-ray disc players and liquid
crystal display (LCD) televisions. The complaints were formally submitted on Nov.
26 in U. S. Federal Court in Tyler, Texas [28]. ITRI claimed LGE was infringing on
patents, including 15 related to LCD televisions and two related to mobile phones.
ITRI filed four lawsuits against LGE (litigant case no. 6:2010cv00628,
6:2010cv00629, 6:2010cv00630, and 6:2010cv00631). This study chooses the US
patent no. US5714247 litigated against litigant case no. 6:2010cv00629 as target
patents for case analysis.

18.5.4.1 Patent Text and Data Mining

Using the developed (IPDSS—http://wheeljet.com.tw), the target patent number is
set as TP(xi) and xi = US5714247 to download the document from USPTO. The
extracted patent metadata is stored in the IPDSS’s data-base as MD(xi). The
developed system automatically analyzes 19 claims of the target patent which
contain 3 independent claims as IC(xi) and 16 dependent claims as DC(xi) to help
R&D engineer to interpret the scope of the intellectual property. Afterward, the
system analyzes the structure of the independent claims by identifying the preamble,
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the transition phrases, and the body. The claim components of the body are analyzed
by the antecedent basis as CC(xi). The single claim of the target patent is depicted in
Fig. 18.5.

The key phrase analysis results (NPTF-IDF with NPTF-IG) are shown in
Table 18.1. The IDF weight is calculated by the appearance of the document set,
and the IG weight is calculated by the frequency of the specific domain. The result
of the NPTF-IDF approach represents that the key phrase (e.g., light, Rate = 20 %)
located in a few documents are the important phrases. The domain phrases appeared
in all documents will likely be eliminated using the IDF’s formula. Thus, the
proposed NPTF-IG approach extracts the key phrases KP(xi) important to the
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Fig. 18.5 The single claim of the target patent US5714247

Table 18.1 The appearance rate of the key phrases detected by NPTF-IDF and NPTF-IG

TOP NPTF-IDF Rate (%) NPTF-IG Rate (%)

1 KP98: light 20 KP1: substrate 100

2 KP60: bumps 40 KP4: liquid 100

3 KP37: electrodes 40 KP5: crystal 100

4 KP32: reflection 60 KP2: liquid crystal 100

5 KP29: insulating 60 KP24: formed 100

6 KP53: made 40 KP3: surface 100

7 KP20: reflector 60 KP7: layer 100

8 KP66: step 40 KP12: display 100

9 KP13: portions 60 KP9: reflective 80

10 KP62: thin 40 KP21: film 80

The appearance rate 46.4 87.2
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specific domain. The key phrases extracted by the NPTF-IG approach is useful to
evaluate the technical characteristics of the patent. Thus, the research proposes the
NPTF-IG approach as the key phrase extraction methodology to analyze the POE.

The data of POE contains metadata MD(xi), independent claims IC(xi),
de-pendent claims DC(xi), claim components CC(xi), component synonyms CS
(xi), and key phrases KP(xi). The Microsoft Office Visio tool is used to build the
patent ontology and is translated into standard XML in the IPDSS to analyze the
patent context. The IPDSS then identifies potential patent infringement and eval-
uates patent validity.

18.5.4.2 Patent Litigation Strategy

After building the patent ontology, the target patent (US5714247) and its related
patents are analyzed. The metadata of the patents, claims and key phrases are used
to search the possible prior arts for patent validity. The search strategy for prior art
is defined as PA(AD(xi), IPC(xi), UPC(xi), AN(xi), CC(xi), CS(xi), KP(xi)). For
example, the result of the search rule (((ICL/G02F1$ AND CCL/349$) AND APD/
19880101 ->19960614) AND ((ACLM/resin AND ACLM/substrate) AND
(((ACLM/reflector OR ACLM/reflective) OR ACLM/reflecting) OR ACLM/
reflect))) yields 23 patents as PA = {x1, x2, x3, …, x23}. Based on the NPTF-IG
extraction methodology and the modified overlapping clustering, the searched prior
art and the target patents are used for building the key phrases matrix. The IPDSS
can cluster the patents located in the group with the target patent as {y1, y2, …, yk}
and y1, y2, …, yk ∈ {x1, x2, x3, …, xn}.

In the case study, the invention of the target patent represents a non-specular
reflecting surface for use in a LCD and is obtained by randomly embedding par-
ticles in a layer of a resin solution and then baking to hardness. The particles’ sizes
are approximately the same as the layer’s thickness, so a randomly uneven surface
is the result. Based on the patent reference analysis, the prior art of the target patent
are issued by Sharp Kabushiki Kaisha (US5418635 and US5408345). After the
modified overlapping cluster analysis, the compared patent US5418635 is clustered
with the target patent US5714247. Thus, the compared patent and the target patent
are analyzed to find the same or similar components in the claims. First, the IPDSS
finds the same reflective substrate from Claim 1 of the target patent and Claim 5 of
the compared patent. Second, a method for manufacturing a reflective substrate is
both extracted from Claim 8 of the target patent and Claim 1 of the compared
patent. The claims of the compared and target patents are analyzed to find evidence
of prior art.

If LGE holds patent US5418635 as a prior art, the target patent invalidity
strategy should defend ITRI’s litigation against LGE. When patent infringement
litigation occurred, the litigated patents are analyzed for potential prior art
identification. In this research, the IPDSS can help engineers analyze patents
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systematically using POE and prior art analysis. The modified overlapping clus-
tering is also applied to support the R&D engineers effectively comparing the target
patent and the most related patents.

18.5.5 Patent Quality Analysis and Applications

Patent quality analysis provides a means by which companies determine whether or
not to customize and manufacture innovative products. Thorough patent research is
needed to estimate the quality of patent documents. Novel approach is developed to
improve the analysis and ranking of patent quality [37].

The first step is to collect technology specific patents and to identify relevant
patent quality performance indicators. The second step is to identify the key impact
factors using principal component analysis. These factors are then used as the input
parameters for a back-propagation neural network model. Patent transactions help
judge patent quality and patents which are licensed or sold with IPRs are considered
high quality patents. The research method collects a set of patents sold or licensed
and another set of patents unsold but belong to the same technology specific
domains of interest. After training the patent quality model using these two sets of
patents, other historical patents can be used to verify the performance of the trained
model. The match between the analytical results and the actual trading status
reached a good level of accuracy. In principle, the patent quality methodology
evaluates the quality of patents automatically and effectively as a preliminary
screening solution, which saves domain experts or researchers valuable time tar-
geting high value patents for R&D commercialization.

Similar approach is used to analyze the Long-Term Evolution (LTE) technology
development trend in the fourth generation (4G) mobile communication [38]. The
LTE patent documents in USPTO database are searched. The research identifies 62
Wi-LAN patents as major target patents. These patents are analyzed with various
patent statistic views (also called patent maps), such as patent counts based on IPC
and forward citation counts. The high quality patents are categorized in technology-
function matrix. The purpose is to identify the high quality patents in specific sub-
technical or functional domains, which may lead to potential litigations in the future.

18.6 Protection of Product Data

Because it is easy to steal information during the exchange of product data, there is
a need to develop processes, methods, and technologies to support the smooth
introduction of IP protection and to ensure interoperability in cross-enterprise
collaboration. Different basic methodological attempts to control the flow of
information are focused on technical systems used to minimize the ways in which
intellectual property used in information flow can be lost.
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18.6.1 Setting-up the Protection Environment
for a Collaboration Project

Having decided to collaborate, partners have to set up the corresponding collabo-
ration processes and infrastructure as a mandatory component of their enterprise
architecture. A connector must be provided as a “collaboration hub” which is based
on modern IT technology using a highly customizable PDM system as its tech-
nological fundament. It fulfills two aims: seamless access and exchange of data
which are created and are needed in project, and translation of corresponding data to
the semantics of the end users. Processes and infrastructure must represent the
temporary character of a project. For such a purpose, access through a project
partner is necessary to the organization, network, system architecture (DMZ, fire-
wall), data in system, and corresponding content.

The generic procedure of setting-up a collaboration hub is shown in Fig. 18.6. It
is subdivided into 8 consecutive steps and starts with import of basic data and
metadata, followed with definition of project template for access and selection of
data. In the following steps collector mechanisms are activated, the different user
access rights are set, and simulation of data import is conducted. Furthermore, it
encompasses the major changes which may occur in project (update of project,
change of project), and, finally, the project end or cancellation.

Once the collaboration hub is set-up, it can be used for daily data exchange as
shown in Fig. 18.6. End use has two basic functions: push (provide the data for
partner) and pull (get the data from partner). For each typical workflow (e.g. first draft,
approval, change request etc.) a corresponding template is provided by collaboration
hub to automate the working procedure. Such template encompasses all restrictions
(e.g. digital rights management). Its fundamental component is amapping engine [39]
which translates the data content. The funnel at the bottom demonstrates how the data
access and content can be flexibly adjusted to the project needs (Fig. 18.7).

A collaborative hub is an expensive solution which requires high initial
investment and administration overhead. For such reasons it remains exclusive to
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Fig. 18.6 Setting-up data protection in a collaboration by using collaboration hub (reproduced
with kind permission from M. Fink © 2014)
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large companies and large projects which can justify such a overhead (e.g. joint-
ventures between automotive OEM). Otherwise, powered by its high interopera-
bility, it can collect all singular approaches describes in the following sections.

18.6.2 Basic Approaches for Protection of Product Data

Providing solutions to achieve a high level of security in access and exchange of
product data, in line with current practice, as well as requirements harmonization
and methods development is the aim of ProSTEP iViP Association’s Secure
Product Creation Processes (SP2) Project Group, founded in 2007. In 2011 a
successive project group was founded, the “Enterprise Rights Management (ERM)
Open group” aiming to increase interoperability and simplify the integration of
ERM solutions [40].

There are different technical approaches to combat the infringement of intel-
lectual property. The following five practically relevant approaches have been
identified initially in the SP2 project [41]:

• Data filtering to reduce the amount of know-how before distributing the data
(Fig. 18.8a).

• Terminal server solutions that only display data to the recipient (Fig. 18.8b).
• Using Data Leakage Prevention to stop unauthorized data leakage over known

interfaces (Fig. 18.8c)
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• Using watermarks to allow the identification of the source of a data leak
(Fig. 18.8d).

• Using ERM to retain full control over distributed data, even after data exchange
(Fig. 18.8e).

For OEMs and suppliers data filtering (model simplification) and ERM are the
most important action fields (Fig. 18.8). ERM is more in the focus of an OEM
which requires a hierarchical solution for the whole supply chain. The supplier is
more interested in IP protection by physical model simplification because after data
filtering it is not possible to track elements containing knowledge that were inside
the product data before data transfer. The challenge for developing methods for IP
protection is to keep up with the advancement of design methods and knowledge
representations in CAD systems. Also organizational issues have to be taken into
account.

The lack of appropriate standards for the interaction of singular solutions for IP
protection has already been identified as a huge obstacle for the practical use of
integrated IP protection solutions.

18.6.3 Solutions for Protection of Product Data

IP protection of product data can take place on the physical, content, and access
right level [1].

The physical level supports protection against unauthorized access, addressing
of the wrong recipient or physical loss of all (not only CAD) user data which leave
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the proprietary enterprise network for data exchange. Customary IT methods like
authorization, authentication and encoding can be used.

Protection on the content level comprises intelligent filtering or intentional
manipulation of CAD models prior to data exchange. It generates additional
customer CAD models Derived from the original CAD models with reduced or
minimal knowledge content compliant to relevant CAD data quality requirements.

Protection on the access right level controls access rights to product data in the
context of a supply chain. It allocates access rights for certain users, for a certain
period, and also for certain content, or inserts digital watermarks to demonstrate
ownership and indicate tampering.

18.6.3.1 Protection on the Physical Level

For the implementation of data exchange in a collaborative environment secure
platforms are commercially offered today on the market. Those platforms imple-
ment methods and solutions for IP protection based on encryption and portal
technologies.

A comprehensive coverage of technical solutions is covered (Fig. 18.9) that
fulfill different needs of a holistic IPP solution. Such data exchange platforms
enable the secure, stable and easy exchange of all data via the Internet in a virtual
enterprise. They offer a highly secure encryption concept and are optimized for the
stable transfer of large user data volumes. Some of their key functions are: High
level of data security via encryption, integrated public key infrastructure (PKI),
stable and quick transmission of large data volumes, flexible and open structures
that allow a large number of processes to be automated and scalable solution
modules tailored to individual needs. As an example, the OpenDXM GlobalX is
described in the use case of a manufacturer of sport cars [42].
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18.6.3.2 Protection on the Content Level

In [39], a comprehensive methodical attempt is described to take the determining
factors of the data exchange relationships described above in order to selectively filter
the data to the minimal content that satisfies the data recipient (Fig. 18.10). In other
words, IP protection is always driven by the requirements of the respective process
chain (design in context, DMU etc.). For example, many companies (e.g., 1st-Tier
Suppliers) are applying different data exchange agreements with their customers
(e.g. OEMs). The data exchange agreements differ with respect to the content and
purpose of CAD data to be delivered, i.e., the degree of “parameterization” and the
data exchange frequency. It is very important to be able to remove dedicated
knowledge portions from the CAD data very precisely and context-sensitively to
satisfy the different data exchange agreements (Fig. 18.10). The main goal is very
often to deliver minimal knowledge with the CAD data, but to satisfy the data
exchange and data quality thresholds. Depending on the use case there is a strong
need to define some IPP rules for controlling the IPP process in a predefined way.

Based on the background of KBE projects and customers’ needs for IPP soft-
ware solutions for IPP have been developed in the last years. These solutions are
currently in use in the companies of many industrial customers. These project-
driven implementations of IPP software are known by the term “Knowledge Editor”
[43] and work similarly to an additional CAD workbench.

IPP methods have been implemented for CATIA V5 and Creo dedicated to
manage design knowledge in CAD models (Fig. 18.11). The respective software
“Knowledge Editor” is used for analyzing data with respect to valuable product
knowledge and is used to prepare the data before transfer, i.e., removal or change of
dedicated items. The comprehensive but also selective removal of items is con-
trolled by predefined IPP templates.
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IPP templates for flexible tailoring of CAD data filtering can be easily defined by
the end user with the “Rule Assistant”, a wizard-like extension of the Knowledge
Editor. The end user defines rule bases (Fig. 18.12), which can be automatically
processed by the Knowledge Editor. With the defined rules, it is possible to process
a very comprehensive knowledge removal in order to retain a minimal IP content in
the CAD data but still to meet the customer’s data exchange requirements. For
example, it is possible to delete some knowledge but to preserve special KBE
elements, e.g., in templates and start-up models, or to combine model simplification
with product structure shading. Also the user can prepare CAD modes for special
collaboration scenarios. As an added value the Rule Assistant can be used for
merging CAD content into OEM start models which covers the basic setup of CAD
models created in an CAD environment.

After knowledge and feature removal the Knowledge Editor applies some val-
idation methods to assure the defined CAD data quality. In all cases the process of
knowledge removal is secure and non-reversible. Later on, the data recipient will
not be able to trace knowledge items previously included in the model.

The Knowledge Editor-based multi-level processes have to be managed and
automated to be suitable for the daily data exchange of a company. The integration
of software-based IPP in day-to-day data exchange processes can be easily done,
e.g., through the use of OpenDXM® GlobalX as described in [38]. Thus, IPP is
reduced to a manageable, repeatable process step in the data exchange chain with
transparent monitoring and result evaluation. Data preparation can even be done for
multiple recipients with multiple process requirements and filter criteria. After
introduction the customer can operate the IPP solution for his purpose [43].
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Another solution approach subdivides the CAD model that needs to be
exchanged in two portions: a confidential portion which has to be encoded, and a
non-confidential portion which can be fully accessed by a partner without any
restriction. The subdivision of the free form surface description in such a way can
be realized with wavelets [44]. These functions are used to divide the data into
hierarchically arranged coefficients. A crucial step is to localize confidential
information in the coefficients of one or a few levels and encode these contributions
only. The selection of the usable wavelets is an important choice, because it

Fig. 18.12 Rule assistant
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influences the possibilities and limitations of the whole method. As a result a semi-
destroyed model is created that contains slightly changed geometry in the sensible
area besides the original geometry in other area. This solution is used at Hella KG
Hueck & Co., the large manufacturer of automotive headlights, to protect IP stored
in the geometry of reflectors in daily business. Such solutions can be easily adapted
to the automatic procedure for model preparation as depicted in Fig. 18.10.

18.6.3.3 Protection on Access Rights Level

For IP protection on the access rights level methods like digital rights management
(DRM) and digital watermarking are developed [45]. DRM has been already state-
of-the-art for many applications for years, e.g., Adobe Digital Enterprise Platform
(ADEP), which is widely known by its use in “intelligent PDF documents” in
business communication. It is expected that this software suite will be extended to
handle CAD files, too.

For this purpose the PDF Generator 3D has been developed as a server tech-
nology fully integrated into the ADEP (Fig. 18.13). It combines 3D-geometry,
PDM/ERP meta data and interactivity in a lightweight PDF document shareable
throughout design and beyond firewalls. To use the CAD models translation into
specific U3D/PRC format is necessary which is embedded into PDF document. The
embedding of other 3D formats like JT is also possible and has been proven in
practice. With this solution IPP is performed by controlled access rights to PDF
documents with embedded 3D models [46].

Despite many attempts and research projects nobody yet succeeded to apply the
DRM/ERM to singular entities within a CAD model until now. Such IPP methods
and tools are still subject to further research while other (see Sects. 18.6.1 and 18.6.2)
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have already been implemented and well-adjusted to the requirements of the
respective information flow. The aforementioned project group ERM.Open is still
working on standardization of ERM.

As an additional method digital watermarking is frequently used for visible or
invisible marking of images that serve ownership demonstration and tampering
verification [47]. This method can be used for marking of NURBS representation in
CAD models too where the reversible, invisible digital watermark is composed of a
combination of a robust watermark with one bit information content and a semi-
fragile watermarks with variable information content [48]. The information
obtained from the semi-fragile watermark can be used to remove the robust
watermark from the model and then restore the original geometry. The predefined
tolerance threshold (e.g., manufacturing tolerances) in the NURBS representation of
the original models can be accurately maintained. The properties of the NURBS
representation are exploited for preserving the continuity between adjacent patches
because the continuity is the major criterion of designers for assessing the quality of
surface models. Robustness limits of the watermark have been successfully eval-
uated for two typical processing operations of NURBS-based CAD models, tes-
sellation and translation between different modeling kernels.

18.7 Protection of Products and Parts

Considering measures for IP protection of products and parts it is necessary to
distinguish between tangible and intangible (e.g. software) products as well as first
shipment and spare parts. In general, authentication of products is necessary to
avoid the intentional or non-intentional use of counterfeits.

18.7.1 Tracking and Tracing

The main objective of tracking and tracing is to complicate and avoid counterfeiting
of critical components and spare parts of complex machines and equipment through
integrated protection by marking and authenticating products at dedicated points in
the value added chain during product exploitation [49].

The procedure tracking and tracing is the following:

• Identify critical parts and components that need to be marked by an OEM.
• Select a suitable marking technology for parts and components.
• Mark selected parts and components.
• Design, implement and run a distributed IT system to track and trace the marked

products within the value-added chain directly by the OEM or by an authorized
service provider.

18 Intellectual Property Protection 545



In an enterprise threatened by counterfeiting and piracy, adding security markings
to every manufactured part and component, to always be able to recognize them as
original, would be cumbersome and expensive, because marking and later checking
each single product cause additional expenses. Therefore, it is necessary to directly
identify the parts which are most in danger of being counterfeited and are also of
special interest to the original manufacturer.

After the parts and components to be protected have been identified, it is necessary
to select a suitable marking technology for each of them. This can include technol-
ogies like holograms, infrared colors (IR), copy detection patterns (CDP) and radio
frequency identification (RFID). The first two technologies are denoted as originality
marking technologies and the second two as unique marking technologies.

To guarantee the continuous tracking and tracing of marked parts a distributed
IT system needs to be designed and implemented that includes all stakeholders
(OEM, agent, customer) (Fig. 18.14). The identity of parts with worldwide unique
markings can be read by a user at every identification point and stored together with
the location and time stamp in a central data base. By using GPS the machines and
equipment can always be exactly located, too.

Additional components and spare parts are particularly affected by counterfeit
and piracy in the machinery and equipment sector. To support a customer running a
machine, suitable readers can be installed as an identification point inside of the
machine to verify that the machine only contains original components. This leads to
significant advantages for the machine owner, because he can be sure of the quality
and functionality of the original parts and doesn’t risk losing the machine’s
warranty.

Fig. 18.14 Product tracking and tracing within the value added chain (reproduced with kind
permission from D. Stockenberger © 2014 [49])
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18.7.2 Protection of Embedded Software

Embedded systems are an important component of many modern products giving it
added functionality and value. However, sophisticated techniques allow attacks on
hardware and software in embedded systems, if they are not specifically protected.
Numerous examples of complete reverse engineering and piracy are known. Since
the protection of the software alone against the reverse engineering is hardly reliable,
the protection measures shall include both the hardware and the software [50, p. 33].

With a software protection dongle as a hardware security module software can
be protected against unauthorized duplication. In a separate memory a modern
dongle often contains the necessary drivers along with cryptographic methods. The
cryptographic keys are protected both against physical (e.g. side-channel attacks)
and software-based attacks. Through use of encryption, it is difficult for an attacker
to locate and disable the queries to the dongle hidden in the software.

Establishing a procedure for challenge-response authentication (Fig. 18.15) the
dongle presence can be checked. Even a cryptographic dongle can be used during
object time to protect the software against tampering (such as a cryptographic
integrity check of the binary instructions in memory), while reverse engineering of
the software becomes complicated. Therefore, a well implemented current dongle
generation is still highly resistant.

A Secure Memory Device works like a cryptographic dongle. Instead of being
connected to an external interface, a secure memory device is already integrated as
a module with in hardware design. In addition to internal memory, which also
contains individual parameters or may have a unique chip identifier, these devices
provide useful basic cryptographic functions for protection of the entire system
(hardware and software) (Fig. 18.15). If a secure memory device is built stationary
in a component, the protection of the whole product is improved.
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Fig. 18.15 Challenge-response authentication for presence check of hardware device (reproduced
with kind permission from B. Filipovic © 2014 [50])
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Protection of embedded software is a key components of a holistic protection
concept based on systems engineering approach [51] considering the complete
security life cycle of products and services starting with requirements and finishing
with decommissioning.

18.8 Conclusions and Outlook

This chapter has presented the state of the art of implementing IPP in the context of
CE. It underlines the emergence of IPP in a turbulent, globalized economy. It has
focused on protection of rights, product data and final products and spare parts
against counterfeiting in the various stages of a product life cycle [16].

An IPDSS and its methodology have been explained. The claim construction is
used to process a patent ontology. Then, patent validity is analyzed by the proposed
NPTF-IG key phrase extraction and the modified overlapping clustering method for
prior arts finding. Finally, the IPDSS is implemented to support engineers evalu-
ating the patent litigation systematically and effectively. IPDSS can automatically
analyze the types of patent claims (independent or dependent claims) and the
structure of the claims.

The protection of product data with high impact on CE has been described
starting with a set-up of the protection environment for a collaboration project.
Different levels are distinguished by definition of a methodical and repeatable
process for CAD-model protection. Despite the recognition among expert practi-
tioners of 3D-CAD systems as tools that efficiently improve individuals’ and
organizations’ problem solving capabilities, their wide dissemination with full
functionality is still limited by the risk of knowledge loss. Significant efforts are
required to protect intellectual property (IP) and to prevent the misuse of product
data. The described solution significantly reduces actual risk concerning the wide
usage of KBE technology, thus facilitating the adoption of KBE for large scale
industrial use.

Protection of products against plagiarism and counterfeits has been demonstrated
on tangible and intangible products (embedded software).

The described solutions discover various benefits. First, they help to establish a
secure collaboration and provides a way to protect intellectual property in a pre-
defined and repeatable way. Secondly, they fulfill prerequisites for a wide use of
KBE technology by increasing trust in internal processes and methods. Further-
more, they integrate IPP into the daily business. Thirdly, they help to save costs by
automating the data exchange processes. Finally, they give protection against
counterfeiting.

Further work would include the enhancement of singular components to work
with higher granularity. Most efforts would have to be undertaken to improve
DRM/ERM. Further standardization of IPP-related interfaces is also necessary.
Finally, validation of the scalability of the approaches for large assembly sets as
well as visualization of large relationship graphs remain as further objectives.
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The potential impact of intellectual property assets is so large that it certainly
will have a considerable effect on national and international economic development
in the future [52]. A new interdisciplinary research field arises that combines
economic and engineering insights, measurement approaches, and methodologies to
ask fundamental questions concerning the viability of a free and open information
society and to provide answers where possible [53]. Looking from the global
perspective, three intersecting subjects with diverse emphases emerge [54]:

(1) whether strengthening protection of intellectual property stimulates or hinders
technological learning and innovation in developing countries;

(2) ways in which knowledge is generated and transformed into useful technology
for markets, that is to say, ways in which national innovation systems work;

(3) the role of public policy as an instrument for innovation and for regulation of
intellectual property.
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Chapter 19
Challenges to Digital Product and Process
Development Systems at BMW

Dietmar Trippner, Stefan Rude and Andreas Schreiber

Abstract Today, the methods of model based product development are well-rec-
ognized and wide spread, at least, in the automotive industry as well as in the
aerospace industry and their suppliers. But, current challenges of these industries
like light weight design, electro mobility, modern mobility concepts plus those
caused by rising product complexity bring this concept to its limits. An overall
approach is progressively requested, which is able to continuously integrate
requirements, functions, logic and physical product descriptions (RFLP). This
should be possible not only for mechanical aspects but also for electronics and
software development. The approach of system engineering addresses the contin-
uous availability and linkage of product information. This concept, which is well-
known in the aerospace industry for a long time, is only recently used in automotive
industry. An example is the use of integrated development environments. None-
theless, the realization of this concept in an automotive company is definitely a
challenge. Examples for these problems are differently coined. Examples are
detailed requirements (client requirements versus requirements to a complete
vehicle and to components properties), consideration of configuration, validity and
maturity, complexity management (complete vehicle to component, vertical inte-
gration, plus integration of early concept phases over development, verification,
clearance to the production start-up, horizontal integration) and multi-disciplinarity
(mechanics with calculation, electronics and software). The realization of systems
engineering does not only create high demands to the design of the process-IT
(authoring systems, TDM and PDM), but also has to consider organizational
aspects (process and structure organization, integration of development partners
and suppliers). Frequent acquisitions under IT system vendors, especially, in the
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CAD/PLM/CAE market as well as the selection of the systems for functional and
economical aspects lead to increased requirements concerning open interfaces. In
the present document, findings and experiences from the introduction of systems
engineering for automotive processes are described. Effects on the process IT
architecture are outlined. “Lessons learned” and necessary changes in process-IT, in
form of selected examples and solution alternatives, are discussed.

Keywords Systems engineering � PDM � TDM � CAE � Simulation � RFLP �
Code of PLM openness (CPO)

19.1 Introduction

Digital product and process development systems have become indispensable for the
permanent advancement and new development of products from the product program
ofBMW.Coming from thedevelopment of aircraft engines,motorcycles and racecars,
the current product program of the brands BMW, Mini and Rolls Royce is presently
enhanced massively in direction of electro mobility and mobility services (Fig. 19.1).

The premium strategy is consequently pursued in the different vehicle classes. By
doing so, besides the classic car bodies also new variants are offered, for example
like SACs, and all variants are offered again with different extra and country specific
equipment (Fig. 19.2).

BMW founded1916 as BFW

BMW  R32

DTM Champion

BMW Group Headquarter

New Brand BMW i

The legendary BMW 328

Mobility services

BMW  M6

?

yesterday today tomorrow

Fig. 19.1 BMW group—company portrait
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Beside the growth of the product program, the possibilities of electronics lead to
exponential gains of the vehicle functions, which are more and more realized as
linked, software based functionality. Secondary, to those for the client facing
functions, is the multiplicity also caused by increasing safety requirements of the
vehicles and the improved client service. Additionally, the realization of multi-
faceted requirements, for example to meet legal regulations, is relevant for the
increasing complexity (Fig. 19.3).

Class Limousine Touring
Gran

Tourismo
Hatch Coupé Cabrio Roadster SAV SAC SAT

Super 
Luxory
Class

Upper
Class

Upper
Middle
Class

Middle
Class

Compact
Class

Small
Cars

Fig. 19.2 The BMW group product portfolio

 

Functional Complexity (Options)

Product Program

Local Regulations
Emission regulations
Pedestrian safety regulations

Market requirements
New Technologies
Powertrain variants

Other Requirements

Product Complexity

Fig. 19.3 Increased product complexity in the product development process
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19.2 Requirements Caused by the Development Process

To control the multitude of requirements for the development of the complex
product programs a highly optimized development methodology is necessary
(Fig. 19.4).

Requirements for vehicles are described and modeled in the requirements
management. The derivation of requirements from subsystems, which realize single
functional groups, are going to be standard for different component or system
suppliers. Still, BMW differs in geometrical design, functional design and system
design. Functional design is reflecting the vehicle physics (properties like acoustics,
oscillation or crash behavior), while system design is seen as the definition of the E/
E systems inclusive their realization in vehicle software. Here, simulation methods
already play a role, especially in the components design process.

Geometrical/functional integration as well as system integration serve for the
gradual assembly of components, subsystems and complete vehicles. A gradual
concept serves for the execution of necessary verification methods (test and vali-
dation) on a cost effective level. By virtual means as well as on the base of physical
prototypes verification is understood as validation against specified requirements.
The validation process checks against client expectations until the final approval of
the complete vehicle.

As a base for the resulting design process the V-model, which is known from
systems engineering, is suited (Fig. 19.5).

Development process requirements have to be defined as properties and func-
tions. The gradual definition of subsystems and components is called architecture
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development, which has a different interpretation in different disciplines. Specifi-
cations for the component development are, normally, documented in the form of a
specification sheet. The integration also happens on different levels. This counts for
both the E/E system, the functional integration (validation of the physical proper-
ties) and the geometrical integration for the test of geometrical coherence. The sum
of all single approvals creates the final vehicle release.

Currently the virtualization in the single disciplines has highly progressed
(Fig. 19.6). The typical S-curve by GGI, FGI and SGI shows already a flattening
course. However, the progressed virtualization was reached by the application of
different IT-systems, at BMW for example more than 1,000 different applications.
This leads to enhanced requirements for consistent integration.

Legend: E / F – Properties/ Functions, E/E – Electric/ Electronic, FGI – Functional Design and Integration, GGI – Geometrical Design and Integration 

Requirements Engineering
Creates E/F-Targets

Component Design and Component Test
Creates Released Parts

Integration / Verification
Creates Partial Systems and
Measurement or Test Results

Validation
Enables Approval

System Design
Creates Architecture Standards

Fig. 19.5 Development process in the V model
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To realize a relevant efficiency increase in handling engineering tasks with
additional tools in new application areas is going to be more and more complicate
just by increasing the tool coverage. A new level of efficiency can be reached, if once
created data are made available for downstream systems. Though, the downstream
usage requires consistent integration among processes and used systems.

Basically, different levels of consistent integration can be distinguished
(Fig. 19.7). These are the horizontal, the vertical, and the interdisciplinary inte-
gration. Additionally consistent integrated system GUIs (frontend integration) are
required in the engineering workplace.

Horizontal integration is focusing the process from early requirements man-
agement up to the final product release. This can be seen in a time and a procedural
sequence. Time: the amount of requirements which should be tested at the appro-
priate development milestone has to be known (maturity management). Procedural
in the term of that the solution elements which belong to the requirements and the
appropriate test cases have to be known (traceability). Vertical integration assures
that requirements, solution elements and test and release procedures (divided in
complete vehicle, subsystems and components) have to be modeled gradually up to
a balanced structure. The interdisciplinary integration demands the unique identi-
fication of similar assemblies in the different disciplines. Finally the frontend
integration limits the number of different user interfaces, the multiplicity of standard
products in use and harmonizes the system interaction. The usage complexity has to
be reduced, for example through role based user interfaces.

Requirements Engineering
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Validation
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Fig. 19.7 Dimensions of integration in the V model
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The horizontal integration has to interact especially with the matrix-like relations
between the client view (properties and functions) and the developer view (compo-
nents and parts) (Fig. 19.8). The combination of the components appropriate to a
function or property is named “effect chain”. Because components or parts, normally,
add something tomultiple properties and functions, amatrix-like relation is generated.

Though, relation matrices arise in terms of vertical integration also on subsys-
tem, component or on software module level each with a different level of detail.
The requirements (properties and functions) change in the early phase of the
development process, too. In addition, the management of a complex product
program challenges the structure of the report level, which, normally, align them-
selves at the organizational structure of the enterprise. Because of this, the man-
agement of these always simple looking matrix relations is anything but trivial.

Modern IT-system solutions provide the RFLP-approach to present the neces-
sary matrix structure between client and developer view. Properties and functions
can visualized with requirements management systems and function modelers.
Thereby, the client view can be modeled. For the developer view methods are
required which show logical structures (behavior models, block diagrams for draft
models) and physical structures (CAD-models, CAE-models and IT systems to
manage the prototype parts) (Fig. 19.9).

From the target (customer requirement) to release (SOP).
Switch view.

Customer View:
Properties,
Functions

Engineer View:
Physical Principles,
Components, Parts

Fig. 19.8 Change between client and developer view
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Fig. 19.9 Client and developer view—the RFLP-approach
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19.3 System-Level Integration

To meet the introduced demands for integration requires an adjustment of the
system scenery which is used in the product design process, especially, concerning
functionality and interfaces. Figure 19.10 shows again the dimensions of integra-
tion. In this figure is also a classification of the requirements and the solution
description or rather the coverage (test cases) in the V model done. Each of these as
pyramids illustrated disciplines can be divided in the elements mechanic, mecha-
tronic and software. It is important to know, that the discipline integration is not
sequential and uni-directional. Instead a bi-directional and continuous integration
scenario needs to be implemented. This is shown in Fig. 19.10 by a sinuous line.
This interaction scenario happens on every level between all engaged disciplines.

Today, targets, requirements, functional aspects, logical connections and, finally,
the geometry are managed in a heterogeneous system landscape. The demands of
integrating this information is not new—but, is often met with proprietary solutions,
single interfaces or byusing excel spreadsheets. This approach isn’t sufficient anymore
for the requirements addressed in Fig. 19.11 on product and function-diversity.

General requirements have to be met before starting the system level realization,
such as unified ordinal structures which are organizing all development data. These
structures are ideally aligned to end customer functions. Furthermore, in the system
design process the integration aspect needs to be considered. This can happen for
instance through the use of standardized data models and the availability of inter-
faces [see code of PLM openness (CPO)]. For example it has to be possible to find
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for a given validation case the relevant part versions. It has to be also possible to
reach for every part or part version the requirements based on which the part has
been developed.

19.4 Frontend Integration (Harmonized User Interfaces)

One possibility to realize these requirements are integrated/harmonized graphical
user interfaces (see Fig. 19.12). Today, BMW uses a multiplicity of systems in the
product development process. Each of these systems has its own graphical inter-
face, often with complete different logical and graphical display options. The
ordinary user, who works with up to 30 different systems, is exposed to an unac-
ceptable complexity.

Because of that, different BMW projects address the design of an integrated
work environment. The engineer does not need to be aware that the visualized data
are originated from different systems, because he always works with an interface
that consists mainly of the following components:

• “Google-like” search with a browser like interface to search over different data
sources (for example PDM/TDM systems, requirements management, quality
and maintenance systems). The browser also integrates the eBOM and product
structure management as well as visualization tools.

Requirement Functional Logical Physical

Areas for Actions:
1. Generic Structures

2. Integrated System Architecture

3. Standardized Interfaces

4. Modern User Interfaces  (Attractive 
Look & Feel for Intuitive Use)

Concept-
properties/
Efficiency

chains
Target
mgmt.

Requirements
mgmt.

GG/I
(Geometr. Design & 

Integration)

FG/I
(Functional Design & 

Integration)

SG/I
(System Design &

-Integration)

Validation
[Release]

Legend: GG: Geometrical Design SG: System DesignFG: Functional Design

Fig. 19.11 Consistent integration: requirements
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• eBOM and product structure navigator
• Visualization tool, to visualize the products and components in every stage of

development. The visualization tool is going to be used also as a reporting tool
(Visual Reporting) for the presentation of different parameters (weight, level of
maturity, quality, guarantee incidents).

19.5 Consistent Integration in System Design

To understand the problem in the context of the whole product development pro-
cess, it is necessary (Fig. 19.13):

• To align the process architecture map at the V model to harmonize cross dis-
cipline processes. Communication takes place over clearly defined working
structures. The integration of results happens at synchronization points.

• To measure the target system architecture with the integration criteria: the rel-
evant RFLP data have to be at least exchangeable over consistent interfaces or
better already to be managed in a homogeneous infrastructure (TDM/PDM
backbone). A consistent product structure has to be established.

• The concept of integration enables the consolidation of processes, systems and
data with the objective of the availability of highly cross-linked development
data over the product development process (Fig. 19.14). This integration has to
happen both on the organizational level (clear communication rules by the use
of V model aligned processes) as well as on the technical level (consistent
interfaces and data models). To achieve the integration potential on system level

Requirement Functional Logical Physical

EEW#1
Single Sign On

missing application 
integration in one GUI
no common Look & Feel
System breaks in the
application process

Fig. 19.12 Consistent user-interface
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the “CPO” has taken a major role to improve the constructive collaboration
between users and IT systems vendors since 2012.

Figure 19.15 shows BMW’s simplified present-day infrastructure in the ITO
process (Idea to Offer, synonym for the product development process). The
homogeneous architecture on the BOM/PDM level follows a very heterogeneous
infrastructure on the team data management (TDM)—level. Approx. 1,000 different
authoring systems are presently managed by approx. 40 TDM—Systems. The TDM
architecture is very heterogeneous and incomplete, often only excel- or file-based
implemented.

On one hand, the multiplicity of authoring systems is necessary to sustain the
access to new technologies and developments. On the other hand, redundancy has
to be avoided to reduce IT architecture complexity. The location of the applications
respective to the implemented functionalities in the V model helps to identify and to
fix these redundancies with adequate IT architecture measures.

The administration of authoring systems, especially the created product data,
needs a re-organization with the objective of a significant reduction of the number
of used systems, to reach the introduced consistent integration objective.

Figure 19.16 shows the vision of such a modification on the TDM level. Basic
functionalities (geometry data-management, visualization, workflow) are realized
with a TDM backbone. Based on the TDM backbone enhanced functionalities like
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requirements management, modular product structure, function and test data
management can be configured.

Because of the multiple requirements it does not make sense to implement all
TDM functionalities with one single Backbone. Additional TDM applications
might also exist. However, these have to be linked synchronously or asynchro-
nously—appropriate to process requirements.

For the realization of such a consistent integration and the systems engineering
approach in the company itself, the commitment of the IT system vendors with
regards to openness and standardized interfaces is a necessary basic requirement.

19.6 Code of PLM Openness—Openness as a Requirement
for the Implementation of Systems Engineering
in a Company

These requirements can be met by using the CPO. The development of the CPO
began in the end of 2011 in a close cooperation of different companies like BMW,
Daimler, VW et al. (http://www.prostep.org/de/cpo/unterzeichner.html) plus a wide
range of system vendors, managed and funded by the ProSTEP iViP Association,
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and was released in a first version in the beginning of 2012 (http://www.prostep.
org/de/cpo.html). The code defines the term “openness” in the PLM context and
defines a basic understanding in the following theme complexes:

• Interoperability and extensibility.
• System architecture and infrastructure.
• Interfaces and standards.
• Partnerships between IT system vendors and their clients

Meanwhile (as of 12/2014), over 80 companies signed the COP and, thereby,
made a big step to support the necessary openness.

However, the code is only one element of the complete strategy. The code
supports the creation of consistent integration in a complex and heterogeneous
system landscape, but cannot be a replacement for an adequate process and system
architecture strategy. The dilemma, to optimize on one hand discipline-related
processes with highly specialized solutions and on the other hand to integrate all
these applications to the perfect optimum, is not solvable with the COP alone.
Today, the different methods, systems and data models don’t follow a corporate
schema. Thus, the incompatibility is quasi implied.

To what extent this applies can be affected with an adequate process-IT archi-
tecture strategy, so that in sum, still a good approximation to the targeted optimum
can be reached (see Fig. 19.17).
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Here, it’s crucial to follow these basic rules:

• Harmonization of discipline-specific processes and integration processes with
compatibility agreements concerning methods and procedures in the areas of
interaction.

• Balanced selection of redundancy-free authoring systems, which are open as
defined by CPO.

• Definition of a standard system (TDM or PDM) as Data-Backbone and
Workflow-System. Here, the usage of CPO definitions is of significant impor-
tance to support also the integration of collaboration processes.

• Usage of a federal approach in the IT Architecture process under strict con-
sideration of central defined rules for integration and compatibility.

• Establishment of a company organization structure that is oriented at the V-
Model for both the engineering departments and the IT-department. Only by
doing so, continuous solutions can arise and can be operated.

19 Challenges to Digital Product … 569



Chapter 20
Concurrent Engineering and Integrated
Aircraft Design

Richard Curran, Xiaojia Zhao and Wim J.C. Verhagen

Abstract With the increasing size and complexity of development projects at large
companies and organizations in the aviation industry, concurrent engineering (CE)
and integrated aircraft design has become of crucial importance in the design
process of new products. In order to remain a competitive position and achieve a
customer driven approach, aspects of the product’s life cycle should be adopted at
an early stage in the design process. These aspects include, among others: the
overall cost performance and the ability of new system integration. This chapter
discusses the implementation of CE in the life cycle of aircraft and systems in
general. Challenges related to process parallelization and multidisciplinary design,
involving the exchange of knowledge and information throughout the design pro-
cess, are covered. Supporting techniques along with practical case studies are
presented to illustrate the implementation of CE and IAD in real life. Expected
future developments with respect to CE as applied to aviation conclude this chapter.

Keywords Aviation � Aircraft life cycle � Concurrent engineering � Design pro-
cess integration

20.1 Introduction

The civil aviation industry plays a crucial role in fostering trade and making the
world quickly accessible and connected. As of 2014, world civil aviation generates
a total direct output of $606 billion and is responsible for 8.7 million direct jobs [1].
It has been reported [2] that in 2009 the civil aviation industry in the U.S. provided
10.2 million jobs, contributed $1.3 trillion in total economic activity and accounted
for 5.2 % of total U.S. gross domestic product (GDP); these estimates clearly
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incorporate indirect economic output. Air carriers transported 3.1 billion passengers
in 2013 as well as a mere 0.5 % of world cargo volume—which however accounts
for over 35 % of world cargo value. In 2012, commercial aircraft production was
shown to be in a prolonged up-cycle, shown in Fig. 20.1 [3, 4] and largely driven
by the growth of passenger travel demand in Asia and the Middle East. Moreover,
the innovation in aerospace technology, such as the new engine development for the
Airbus 320NEO and Boeing 737MAX, also generate significant product demand. It
is forecasted that between 29,226 and 35,280 commercial aircraft are expected to be
produced over next 20 years [5, 6], with estimates recently revised upward [7].

Commercial aircraft can be subdivided into a range of products. Typically,
seating capacity, configuration and range are taken as the primary characteristics to
segment the aircraft market. Starting from the small, the business jet aircraft seg-
ment serves the need for personalized transport; business jets are typically
employed to transport small groups of people from point-to-point. The main
manufacturers in this segment are Bombardier Aerospace, Gulfstream Aerospace,
Dassault, Cessna and Embraer. The regional airliner segment of the market serves
capacities between 20 and 100 passengers on short- to medium-range flights,
typically for continental routes that act as feeder routes (or ‘short-hops’) in the
conventional hub-and-spoke system of airline transport. The regional airliner seg-
ment can be further characterized by considering the two main types of aircraft:
turbofan-powered and turboprop-powered. Turboprop aircraft have the longest
history in the regional market and typically have greater fuel economy [and thus
lower direct operating cost (DOC)] and lower noise when compared to turbofan
aircraft. However, the latter can operate at higher cruising speeds, which can lead to
higher utilization and consequently higher operating revenue. In practice, both
types are utilized in the regional airliner market. Major manufacturers operating in
this segment are Embraer, Bombardier, and ATR.
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Perhaps the most recognizable aircraft market segments are formed by narrow-
body (single-aisle) and wide-body (multi-aisle) transport aircraft, having a trans-
continental range. In this market, Boeing and Airbus are the primary manufacturers,
each offering a range of aircraft to serve a wide variety of routes and capacities.
Though much is made of the distinction between hub-and-spoke and point-to-point
airline strategies and associated developments in manufacturer portfolios, both
major OEMs offer a range of products that can fit within both strategies. In recent
years, Embraer, Bombardier and COMAC have been emerging as entrants in the
narrow-body market, as they respectively offer the E195, CSeries and C919 narrow-
body aircraft. These aircraft are positioned to compete with the workhorses of the
Airbus and Boeing aircraft families (the Airbus A320 and Boeing 737).

With the reduced armed conflict in Afghanistan and Iraq, and a reduction in
budget for traditional military active governments, global defence spending has
declined. The impact of this downward trend is partly attenuated by an increase in
defence spending in other countries such as the Middle East, India, China, Russia,
South Korea and Brazil. Nevertheless a downward trend can be observed of global
revenues for defense companies, which declined 1.3 % in 2012 and 1.9 % in 2011
(Fig. 20.2) [4].

In order to cope with this changing environment, the global defence industry has
to find a way to grow profitably in a declining market and maintain an acceptable
financial performance by reducing their costs.

In contrast, as highlighted, significant growth is forecasted for all segments of
the civil aviation market. This puts significant requirements on its main stake-
holders, including original equipment manufacturers (OEMs), aircraft operators and
civil aviation authorities. It demands not only highly efficient production process
with a large production capacity, but also user-friendly and environmentally
friendly design, manufacturing and operation. This can be evaluated by certain
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performance indicators during the aircraft life time right through from concept
design to the ultimate disposal, such as safety, economics (low cost), comfort (good
infrastructure), noise (less noise), cleanliness (less emissions) and energy efficiency
(less fuel burn). They are generally regarded as life cycle performance indicators
and along with market expansion, are seen to represent the critical performance
criteria of the aviation industry [8].

One of the main issues of the aviation industry that could limit market growth is
the environmental impact caused by air transportation. With the expected three-fold
air travel over the next 30 years, environmental awareness has become even more
important [9]. With a current yearly production of 628,000,000 tons of CO2, which
represents 2 % of the human induced CO2 emissions, the aviation industry has to
react on this further evolving threat [10]. In Fig. 20.3, a prediction of the annual
growth of international aviation emissions, made by ICAO [11], is given.

From this graph it can be seen that the global air transportation induced emis-
sions will increase by a factor of five in 45 years time, if not reacted upon ade-
quately. Multiple initiatives, such as Europe’s Advisory Council for Aviation
Research and Innovation in Europe (ACARE) [12], have been started to reduce
environmental impact, which besides CO2 also consists of NOx emissions, per-
ceived noise, and the environmental impact caused by aircraft manufacturing,
maintenance and disposal [10]. In order to anticipate on this, companies involved in
the aviation industry should strive for improvement of the efficiency of aircraft and
engines, and improve the aircraft lifecycle and current Air Traffic Management
system.
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These developments highlight the need for an integrated and advanced design
process that is able to ensure the concurrent synthesis of many life cycle perfor-
mance drivers within a complex and collaborative aviation enterprise. It is the aim
of this chapter to present recent developments in aviation research that contribute to
this overall need.

The structure of this chapter reflects this focus. In Sect. 20.2, the aircraft life
cycle including its phases and components are discussed. Subsequently, the aircraft
design process is described in Sect. 20.3, which is then put into the context of
concurrent engineering (CE) and its application to aviation in Sect. 20.4. In
Sect. 20.5, applications of various elements of CE as presented in this book are
discussed; this includes the areas of Multidisciplinary Design and Optimization
(MDO), digital mock-up (DMU), value engineering (VE) and life cycle costing
(LCC) within the context of aviation. Finally, a concluding section gives insight
into future research and development of aviation from a CE perspective.

20.2 The Aircraft Life Cycle

The civil aviation activities relevant to the aircraft life cycle are categorized in
Fig. 20.4. For each phase within the aircraft life cycle, a process or activity series
are identified, along with the associated participants and relevant entities.

At the early phase of the life cycle, the research and development phase starts
with identifying the current market needs. Standards and design requirements are
then established so that based on a list of requirements (LOR), designers can
generate promising aircraft concepts, accompanied by a series of feasibility and
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verification studies. In practice, the design of aircraft is organized into design
programs: a dedicated organization-within-an-organization aiming to design a
(family of) aircraft and the supporting activities throughout the lifecycle (i.e. not
only the product is designed, also production, operation and support are developed).
For instance, as a global aircraft manufacturer, Airbus has design and engineering
teams at multiple sites around the world that are involved in the same aircraft
program [16]. In order to ensure that the required knowledge is available
throughout the design process for each department, Airbus’s headquarters in
Toulouse, France gathers the top-level competencies. These include the architecture
integration, general design, structural design and computation, integration tests and
systems, and propulsion.

The actual design exercise starts from the conceptual design phase according to
the performance and life cycle goals identified, and the designers are required to
generate possible competing concepts, after which iterations on performance
evaluation and optimization (on an aircraft level) are performed, leading to the
selection of a baseline configuration. The output of the conceptual design is a 3-D
geometric representation of the baseline aircraft design with associated performance
indices. Subsequently, the concept is further developed through the use of para-
metric sizing studies in the preliminary design phase. The size of the baseline
concept is refined while the aircraft level configuration is frozen, while modest
changes on the sub-assembly and component level are still possible. The main
deliverable of the preliminary design phase is a 3-D drawing and representation of
the aircraft concept with sized components. Finally, the detailed design phase
involves the precise design iterations from the global level for the whole aircraft to
the system design level and ultimately the local level associated with detailed parts
design. The final outputs are the detailed production drawings, finalized aircraft
specifications and performance properties. Furthermore, design of the production
process is carried out concurrently during the preliminary and detailed design
phases. The entities involved in the research and development phase are the design
group from the original design manufactures (ODMs) or the OEMs (such as the
Airbus and Boeing companies) and research institutions such as aerospace research
laboratories (e.g. ENAC, DLR and NLR) and of course universities.

Manufacturers and designers are working closely during the production process.
Parts manufacturing is initiated firstly, followed by sub-assemblies for manufac-
tured parts and components, and then the final assembly process is carried out. The
testing of components and systems are conducted during the whole phase and once
the ground tests are completed multiple prototypes are prepared for the first flight
and a series of subsequent flight tests. When the aircraft is validated to have
achieved all the standard specifications an airworthiness certificate can be issued by
the regulatory authorities. Then mass production is initiated based on the orders
received, with Airbus for instance building more than 1 A320 aircraft per day as per
2009. In addition, the aircraft needs to achieve operational readiness. The OEMs
and ODMs invest significantly in intensive and automated manufacturing capa-
bilities for the whole production and assembly process. Other supply chain entities
and outsourcing manufacturing companies play a major role in the extended
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enterprise and the OEM becomes more of a designer and integrator, and there is
additional input to be integrated from regulatory authorities such as FAA, CAA,
EASA.

Operation and maintenance activities define the life cycle once the aircraft enters
into service. Associated activities include air transportation operations, aviation
training, air navigation service provision, maintenance and overhaul services, air-
port services and regulatory functions. The activities of the operation and mainte-
nance process are performed simultaneously and recursively. As aircraft age,
‘heavier’ maintenance checks and overhaul activities are scheduled to keep the
aircraft in an airworthy state. Other stakeholders during this lifecycle phase of
course include the passengers, airline crews and tickets staff, air traffic controllers
responsible for flight and ground control, and again regulatory authorities for
example responsible for the continued airworthiness of each aircraft.

Aging aircraft are retired, sold-on, or disposed of according to the airlines’ fleet
management strategy. Based on the aircrafts’ service condition, the disposal process
is defined, and normally involves being ‘parked’ in a dry desert graveyard or being
disassembled so that the dismantled parts can be recycled or sold-on by outsourcing
companies involved in end-of-life-solutions.

Cost performance is concerned with every aspect of the life cycle. It is the
fundamental driving element within the aviation industry and air transport market,
along with safety. All associated and relevant industry activities are assessed and
even enabled by effective cost performance. From a depth perspective, all of the
relevant disciplines and parameters for an aircraft or within air transport are highly
interrelated and mutually influential, including for examples aerodynamics, mate-
rials, structures, systems (such as avionics, hydraulics and power), cost, market
demand, environment impact and energy utilisation.

20.3 Integrated Aircraft Design Process

Considering the aircraft life cycle, the vital factor which controls the final decision
of a bid is always cost. The cost performance needs to be evaluated within every
aspect of the life cycle, including the life cycle activities and all participants. The
cost associated with each phase of the design is shown in Fig. 20.5. The reduction
of cost is always the goal of the whole aviation industry, along with extremely safe
operational performance. Consequently, the evaluation of cost in an accurate and
effective manner is always the goal of the analyst. While for cost engineers, it is
important to link the design and cost properties together, and to reduce the cost
while keeping the aircraft at a required performance and technical operational level.
This demands an integrated design and development process, in which life cycle
performance and requirements are considered at the early design stage.

After a century of design practice, the integration of disciplines and design
process has evolved continuously and design activities have changed from a spe-
cialization focused approach to a more systems focused approach already in the
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1950s. However, the analytical specialist remained more influential in some ways
than the design engineer. In the 1970s, computer-aided design (CAD) exploded on
the scene along with the promotion of a life cycle cost (LCC) approach within the
design process, with the balance between performance, LCC, reliability, main-
tainability and safety being facilitated through the emergence of advanced infor-
mation and computing technologies in the 1980s [17]. The trend is always on
improving the design capability for reducing development time, and achieving more
complete design synthesis at an earlier time.

Various advanced methodologies and technologies have been embraced over the
years by aviation in order to advance the integrated design and development pro-
cess, including: CE, product life management (PLM), multidisciplinary design
optimization (MDO), DMU, collaborative engineering (CE), Digital Manufactur-
ing, knowledge based engineering (KBE), etc. Each has definite strengths and is
also inter-connected with the CE philosophy that has been developed initially in the
80s. This emphasizes the need for concurrent design and analysis that incorporates
all aspects of the aircraft life cycle, integrating their influence into the design
decision process and also helping to make the process more efficient. Gradually,
based on the CE principle of process parallelization, the combined and integrated
analyses and optimizations on multiple disciplines was promoted and facilitated.
Ultimately, MDO in its broadest sense addresses the integration of aerospace
analytical disciplines such as aerodynamics, propulsion, structures, and control—as
well as manufacturing, operations and maintenance issues in the life cycle context.
By employing mathematical optimization methods, a minimum weight or cost
design can be achieved [18]. It can be used to strengthen the conceptual design
process by providing more analytical design space for multi and inter-disciplinary
integration and ultimate optimization. MDO has been applied successfully in
multiple design programs, for instance the design of the Airbus A380, where
numerical structural optimization incorporating lifecycle constraints [19] has
resulted in significant weight savings. Multiple other success stories are available
for the aviation domain—see e.g. Chap. 15 and Sect. 20.5. In addition, KBE
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techniques can now be employed to link the development of the central design
geometry with the necessary extensive supporting knowledge so as to improve the
efficiency of performing often repetitive and time consuming tasks, which frees the
designer and engineers up for focusing on innovation and creative solutions [20].
Examples for the aviation industry are discussed in Chap. 10. A recent development
is embodied in the value driven design (VDD) approach which embraces the
concept of MDO but promotes it in a more performance driven way. Such VE
techniques can be adopted in order to produce a balanced measure of product
function, cost and ultimate utility. More theoretical background and practical
examples of VDD are given in Sect. 20.5.

20.4 Concurrent Engineering Within Aerospace

CE was a term first coined by Winner et al. [21] of the DOD Institute of Defense
Analysis and is defined in full in Chap. 2. The definition stresses the parallel,
concurrent, execution of product and process design activities by integrating mul-
tiple design disciplines and upstream and downstream functions involved in the
lifecycle of a product. CE is known under various names such as Simultaneous
Engineering, Concurrent Product Development, and Integrated Product Develop-
ment [22–24]. It has been noted that there are three fundamental characteristics: the
early involvement of key participants, the team approach, and the simultaneous
effort on different phases of the product development [25]. CE teams typically
consist of the functions marketing, product engineering, process engineering,
manufacturing planning, and sourcing activities. The principle focus initially was
on the integration and alignment of design and manufacturing functions, while
taking into account consumer demands and supplier capabilities.

Cross-functional CE teams incorporate experts focused on different aspects such
as marketing on usability, engineering on functionality, production on manufac-
turability, and purchasing on affordability [26]. In such situations, communication
needs to be predominantly personal and involve face-to-face contact [27]. The early
involvement of relevant stakeholders in the design and development process
enables exchange of preliminary information, thereby potentially reducing the
number of engineering change orders, which are often the reason for delay in
product development projects. Strategies for the exchange of preliminary infor-
mation exchange may differ with the level of downstream uncertainty and costs of
process idleness [28].

In order to support collaboration in teams and facilitate information exchange
and use, significant effort has been made to develop engineering knowledge and
collaboration tools [29], although these are still limited [30]. Lu et al. [30] with
reference to the VIVACE European project [31] has reported that 26 % of project
meetings in Airbus involve international partners and more than 400 one-day trips
were taken by Airbus engineers to collaborate with other project members on a
daily basis. They also spend an average of 49 % of their daily activities in meetings
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and discussions with stakeholders. In addition, paper documents and electronic
files, like e-mail records, are still the standard for supporting these meetings, while
50–80 % of the documents are in paper form and 70 % are for multi-cultural
working sessions only.

The life cycle process within aerospace is conceptualised in Fig. 20.6 [32],
showing the major phases in the life cycle. This illustrates the challenge of a
more serial view on the management of information throughout the life cycle,
where ideally, any information and analysis relevant to the concept stage from the
subsequent stages is available during the conceptual design stage; like certain
regulations regarding retirement, which may already be considered within the
conceptual stage.

Based on the fundamental principle of data/knowledge sharing within CE, it can
be seen from PLM systems that the integration and the optimal running of tasks
may be achieved by establishing a knowledge hub that includes Product, Process
and Resource information and forms, or attributes. In addition, another implied key
element from PLM is information/knowledge storage, control and utilisation! This
all part of the PLM paradigm that is the vision of associated software and frame-
work suppliers such as Dassault Systems, Parametric Technology, and Siemens
PLM Software.

The collaborative effort and organisational challenges of the whole CE
endeavour is extremely challenging and early attempts at solving this are exem-
plified by the concurrent design facility at the European Space Agency (ESA), as
illustrated in Fig. 20.7. It is interesting to note that the disciplinary experts arranged
around the outer space, with access to their tools through the desk-top work-
stations, and that their input is then facilitated through the concept of a multimedia
wall that primarily helps to provide diverse and fragmented information in an
effective manner to the whole team [33]. In relation to this, a methodology to
visualise aircraft design tasks is further explored in Dineva et al. [34].
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20.5 CE in Aviation: Supporting Techniques and Use Cases

As part of recent developments in the application of CE to the aviation industry, a
number of supporting techniques, associated brief theoretical background and
examples of application to the aviation domain are highlighted in this Section, with
a particular emphasis on application. The following techniques and methods are
discussed: CE, DMU, MDO, VE, LCC, and Systems Engineering (SE).

20.5.1 Collaborative Engineering

The desire for incorporating multiple lifecycle considerations requires tight inte-
gration of multi-disciplinary knowledge and collaboration between engineers across
various cultural, disciplinary, geographic and temporal boundaries [35], whereas
environmental concerns have also added to product design and development
complexity [36]. As discussed at more length in Chap. 2, putting the emphasis on
collaboration has led to the term Collaborative Engineering (CE*) with the fol-
lowing definition [37]:

Collaborative Engineering is a systematic approach to control lifecycle cost, product
quality, and time to market during product development by concurrently developing
products and their related processes with response to customer expectations, where decision
making ensures input and evaluation by all lifecycle functions and disciplines, including
suppliers, and information technology is applied to support information exchange where
necessary.
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In aviation, all these elements are highly relevant; the global supply networks
that are currently in use to finance and execute development, production and
delivery of wide-body aircraft such as the Airbus A380 and A350XWB and Boeing
747-8 and 787 drive the need for application of CE*. For instance, in a well-known
example, the Boeing 787 has been developed and is currently manufactured in a
network including dozens of major partners, covering some major continents [e.g.
Boeing (USA), Alenia Aerospatiale (Italy), Kawasaki Heavy Industries (Japan)].
Each of these major partners in turn manages their own supply network (with input
from Boeing), creating a tiered supply chain network.

Both aviation research and practice have a long-standing interest in lifecycle
considerations including cost (see also Sect. 20.5.5), early supplier involvement
(ESI) and information (technology) support [38]. In this Section three use cases
illustrate the crucial importance of engineering collaboration in the aviation
industry. In the first, supply chain harmonization is covered (entailing aspects of
ESI and information technology support) by considering the development of the
Boost Aerospace digital hub. In the second case, supplier integration and tech-
nology support (through PDM and PLM systems) is described for the case of a
manufacturer of fixture equipment. Finally, supply chain communication and col-
laboration for the case of buyer-furnished equipment (BFE) is discussed.

20.5.1.1 Use Case: Boost Aerospace

The long lifecycle of an aircraft requires sophisticated configuration management
tools. The aviation industry has major potential in harmonization of its supply
chains. To strengthen European aerospace programmes (i.e., product development
projects), competitiveness has to be improved at the extended enterprise level. In
order to enable and accelerate the deployment of digital processes and tools across
the extended enterprise from the OEM to the tiered suppliers and to customers,
harmonized solutions and open standards are a key factor for success [39]. The
verticalisation of the supply chain requires comprehensive digital PLM collabora-
tive platforms. This requirement was accepted by five leading European aerospace
and defense companies (EADS/Airbus, Dassault Aviation, Safran and Thales)
which have created a European digital hub called BoostAeroSpace (see Fig. 6.7) for
the management of collaborative programmes and their supply chains [40]. It
provides highly value-added standardised and secured collaborative services for
stakeholders in the entire supply chain. Therefore, these services dramatically
reduce the specific environments dedicated to each customer, providing interop-
erability with their information systems.

BoostAeroSpace provides the following service levels:

• AirCollab (collaborative workspace, e-meetings)
• AirDesign (Product Lifecycle Management (PLM) collaboration, DMU sharing)
• AirSupply (Supply Chain Management (SCM) collaboration, logistics exchan-

ges, vendor managed inventory)
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These services have become productive in 2011 and as of 2014 serve more than
300 companies. The platform is used by its founders and their international partners
and suppliers. Two main benefits are targeted: first, the use of these standardized
services by the main European OEMs is anticipated to dramatically improve the
generic collaboration with suppliers and interoperability with their information
systems. Second, the platform is to reduce process cycles and overall costs. The
mentioned services are provided as “Software as a Service” (SaaS) for all OEMs,
suppliers and small companies along the whole supply chain, enabling them to
potentially make the same gains in competitiveness as the five founders.

AirCollab provides generic collaboration services based on its customized
standard collaborative solution Microsoft Sharepoint. It enables “turnkey” collab-
oration with external partners and internal teams by using collaboration utilities like
e-meeting and pre-defined templates for collaborative project management and
information sharing. For the aftermarket it maintains a reference document library.

AirDesign is focused on aircraft program design and manufacturing processes
and deploys the Enovia/CATIA V6 collaboration suite of Dassault Systemes. It
serves the following five use cases which are typical for almost each collaborative
project:

1. Technical data package exchange: Secured data exchange management between
partners/suppliers.

2. PLM collaboration using data exchange: Shared product structure based on
STEP AP2013 (see Chap. 6) integrating partners/suppliers’s product design data
deliveries through secured data exchanges mechanisms.

3. Co-review: Allows design co-review on shared product structure between
partners connected to PLM hub (enable context deliveries and assembly/sub-
assembly review based on shared DMU according to the project scope, see
Chap. 13).

4. Share catalog and new part request process: Publication of harmonized standard
parts catalogue to be used by partners/suppliers (see Sect. 14.5).

5. PLM collaboration @Hub: Provide collaboration workspaces with generic V6
PLM functionalities (see Chap. 16).

AirSupply is a central aerospace SCM platform that facilitates secured and
traceable communication across companies and provides valuable assistance at both
operational and management level. As a result, processes with external partners are
more transparent and dependable while various alert mechanisms allow exception-
based management of the supply chain. It is based on technology from SupplyOn, a
specialist in cross-company supply chain collaboration which is already established
in the automotive industry. In close cooperation with BoostAeroSpace, SupplyOn’s
platform has been adapted to meet all requirements specific to the aerospace
industry.

AirSupply comprises the following six functions:

1. Demand forecast: Send demand forecast to supplier based on flexible horizon,
projected horizon
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2. Purchase order: Send purchase order to supplier based on firm horizon
3. Consigned Vendor Managed Inventory: With or without consignment stock,

associated to Self-billing
4. Dispatch advice and Receipt advice: Supplier sending dispatch advice and

customer sending receipt advice
5. Self billing receipt advice: Customer sending billing to supplier
6. Cockpit and exception: Indicators, alert and exception management.

20.5.1.2 Use Case: Collaboration on Fixture Equipment [41]

This use case reflects the design and manufacturing processes of fixture equipment
for the aeronautic industry. The equipment supplier is a basic manufacturer of the
assembly tools with sequential design and manufacturing processes. As shown in
Fig. 20.8, three departments are engaged in the global process of assembly tools
purchasing: production service specifies the assembly needs, the tooling R&D
designs the tooling structure, and the purchase service negotiates and sends the
order to supplier which are distributed globally [42]. After the completion of the
tool, it is sent directly to the production shop for use. In case of changes in design,
these modifications imply changes on the specification of the assembly process and,
thus, of the assembly tool. The whole cycle of the assembly tool ordering is then
repeated to cope with the new specifications. Thus, a new PLM-based approach is
developed for the seamlessly integration of all the information specified throughout
all phases of the equipment’s life cycle between OEM and a new global supplier
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network (GSN). Figure 20.8 also shows the new configuration where tasks of
design, configuration and fabrication of the assembly tool are performed collabo-
ratively with the new GSN. Suppliers are simultaneously informed about new
modifications of the assembly operations and design the new tool by themselves.
The implementation is based on the concept of working situation to describe
different relations between supplier network (and assembly tool) and OEM (and
aircraft part).

This approach aims not only for better integration of the supplier in the design
and manufacturing processes, but induces a new collaboration strategy between
OEM and supplier. Suppliers are going to be involved early in each new project.
Important evolutions in the current configuration of the development process occur
by the shift from a linear and sequential process to a much more “collaborative”
one. This reconfiguration leads to significant improvement in saved cost and time in
association with a greater innovative potential. The supplier gets a new role, not
only as an efficient manufacturer, but more as a partner, collaborating in different
product development project stages.

Horizontal collaboration will be improved by means of a “back office” interface
that gives suppliers the possibility to share their knowledge and to get a common
representation about the project evolutions (see Sect. 7.3.1). Subsequently, the
specification and manufacturing of the assembly equipment are performed pro-
gressively and jointly by different units of GSN. When the engineering starts the
design process of the fixture equipment, production planning might simultaneously
schedule the manufacturing operations in order to optimize the production process.
Furthermore, during the whole development process, engineering can inform pro-
gressively the production and other furniture suppliers about the bill of material
structuring the equipment, in order to shorten the purchasing time.

Based on the conceptual specifications, various functions are available by
modern, well-customized PDM systems (see Chap. 16) for collaborative work [43]:

Product data interfacing: The OEM defines on his own system the assembly
activities and the references of concerned product components. However, to fulfill
the equipment development operations, the GSN members should get some
information about the OEM product (structure, geometry, materials, etc.). Based on
the meta-model structuring the relations between processes and products, the PDM
system extracts from the OEM system only the relevant and authorized aircraft data
(see Sect. 16.6). In the opposite way, data can be sent for DMU (see Chap. 13).

High level of transparency: The OEM gets more visibility about the supplier’s
workload and might take into account their constraints when it defines the manu-
facturing planning. The suppliers get insight in the OEM’s planning and project
activities very early (see Chap. 7). For instance: when the OEM decides the
re-scheduling of its activities, the suppliers are automatically notified by these
modifications to ensure their possible reaction. The triggering of the equipment
delivery process depends at least on supplying activities that are managed in the
OEM organization. It helps to reduce the number of iterations for the cost estimates
and negotiation since it is based on common procedures and will be fulfilled
through a collaborative process.
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Track the project progress: The project coordinator gets more visibility about
the GSN workload and the OEM assembly planning. These constraints can be taken
into account when managing and scheduling the remainder of the project. For this
function, the PDM system extracts planning information from different partner’s
inputs and aid coordinator to schedule the equipment project.

Collaborative project management: The PDM system plays the role of a
mediator between different partners. GSN users download the equipment order with
their associated requirements, and upload the different documents defining the
corresponding equipment. The PDM system notifies the partners simultaneously
by subscription mechanism about the evolutions of both aircraft and equipment
projects (see Sect. 16.6.2). At the end of the project, OEM validates the reception of
the equipment.

Apart of all benefits, this approach works properly only if a certain level of
interoperability is preserved between the PDM backbone at OEM and supplier’s IT
systems. It includes a high level of subordination at the supplier’s side as well as a
well-adjusted collaboration model. Like other industries which deal with complex
products (automotive, transportation, shipbuilding), this is still subject of basic
research and development [44] (see Chap. 6).

20.5.1.3 Use Case: Communication with Buyer-Furnished Equipment
(BFE) Suppliers

Like other complex products, airline customers customize a wide variety of airplane
features provided by aircraft manufacturers and needed to properly differentiate
individual brands and to satisfy operational requirements. Airlines have the choice
to modify or add among a wide variety of pre-qualified selections available from a
large pool of industry-leading suppliers (see Chap. 14). Options are provided by
either Seller-Furnished Equipment (SFE) or BFE. BFE is a term used in the
aerospace industry to denote components supplied at no charge to the manufacturer
by the purchaser for use in the assembly procured by the purchaser from the
manufacturer. Typically, such equipment comprises specific cabin equipment
(seats, galleys and galley equipment, entertainment equipment, kitchen, bathroom).

Whilst the SFE supplier is required to be fully integrated in the product creation
process of the aircraft manufacturer, there is no strong contractual precondition for
similar treatment of a BFE supplier, although it participates in the product creation
process of an aircraft. Therefore, several issues in the process chains arise, in
particular in data exchange. DMU could become a serious issue (see Sect. 13.3.2).

Basically, there are two possible solutions: use of a neutral process format like
JT (see Sect. 11.6) or deployment of a data exchange service portal which supports
a plethora of CAD systems and formats (Fig. 20.9) [45]. In both cases sufficient
data quality is the decisive impact factor [46] and can be achieved by appropriate
methodical measures which include manual rework [45]. As JT is not yet widely
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adopted in the aerospace industry, many current programs are conducted using
supplier portals which support a multitude of physical connections and transfer
protocols too.

20.5.2 Digital Mock-Up

DMU is a core method in CE in the aerospace industry for assembly examination,
layout examination, interference checking, and maintainability (see Chap. 13).
Based on complete CAD data and a powerful PDM system, DMU can be created
synchronously with each design activity. Based on advantages of DMU, the use of
the Physical Mock-up has been reduced dramatically over the past years. Beside of
standard monitors, many different graphics devices are used for graphical output in
aerospace industry (mobile devices, virtual, augmented and mixed reality).

After the complete aircraft has been built in its full-size virtual environment
including the adjacent manufacturing or operation equipment, the engineering
examination, assessment and decision making can be conducted in a virtual space.
The advantages of such DMU are that one can easily establish the specific
advantages and disadvantages of any design solution by applying a variety of
scenarios to a subject. In addition, during an assembly or decommissioning, any
interference or collision with a subject can be elucidated, and possible errors can be
prevented in the design. What is more, the location of an operation and the methods
can be conveyed to workers by means of a industrialization DMU (IDMU) before
an operation, and thus the understanding of an operation could be improved and the
time required for an operation could be considerably reduced.

However, the industrial use of DMU in aerospace is struggling with many
limitations due to the large scale and complexity of an aircraft. Neither the standard
software packages from leading PLM vendors nor the standards viewers nor the
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communication facilities are able to handle the huge amount of data which is still
needed to describe a full DMU of an aircraft. Thus, appropriate examination pro-
cedures are needed to perform the DMU tasks in singular zones of an aircraft and,
subsequently, to aggregate the results. The DMU for the aircraft systems which are
distributed along of entire aircraft, remains as an especially challenging task.

20.5.2.1 Use Case: Final Assembly Line Design [47]

The design of a final assembly line (FAL) at Airbus is carried out as concurrent
development process during the product industrialization activity and can be
decomposed into three assembly line design phases: concept, definition and
development. During the conceptual phase, designers require defining FAL alter-
natives with different values for the input requirements.

Based on the product configuration and the scenario, Manufacturing Engineering
is responsible for executing the case and for defining the DMU of the industriali-
zation solutions or FAL alternatives. Both the scenario and the FAL design are part
of the IDMU which comprises product, processes and resources information, both
geometrical and technological. At the conceptual phase, the process of generating
industrialization solutions depends heavily on personnel experience and is time-
consuming. Thus, manufacturing engineers can only check a simplified set of cases
to generate early manufacturing processes and resource requirements. In order to
enhance this process, it was decided to develop a software application to assist
designers in the definition of scenarios and to generate FAL alternatives at the
conceptual stage.

A ‘to be’ IDEF0 process model was defined, focused on the Industrialize
activity, to conduct the information flow and helps to identify the concepts and
knowledge involved in the aircraft FAL conceptual design process. The next step
was to develop a knowledge model using UML. The knowledge modeling of
aircraft assembly lines requires reviewing works dealing with modeling of assembly
information, processes and lines. From this review it was concluded that the
semantic concepts involved in the conceptual design phase of an aircraft assembly
line were not fully taken into account in the identified models. Models presented in
the literature provide three main views: product, process and line balancing. The
modeling of the conceptual phase demanded to integrate and to extend concepts
from the three views, particularly from the process view. The used conceptual
model was divided into three interrelated sections or knowledge units: Product,
Processes and Resources, together constituting the IDMU. The product section
comprises the concepts to define the joints to be assembled and both the functional
(as designed) and the industrial (as planned and as prepared) views. The process
section comprises the concepts, in terms of technology, sequencing and resources,
to define a procedure to assemble each joint defined in the product section.
Technology, sequencing and resources are collected in the work station concept,
and work stations are grouped into the assembly line concept. The resources section
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comprises the concepts to define three main types of resources: jigs and tools,
industrial means and human resources.

To implement the developed IDMU model, classes were mapped into elements
of the commercial software (CATIA/Delmia V5). CATIA/Delmia V5 provides
the Process-Product-Resource (PPR) structure to support the IDMU concept. The
model is implemented by means of CATIA V5 macros within the application
programming interface (API). The main result is an assistant tool, integrated within
CATIA V5, which helps designers to generate FAL alternatives by defining sce-
narios and using knowledge rules, which are derived from technical staff’s
expertise. The application generates technological information integrated within an
IDMU supported by the commercial PLM system. A very simple aircraft model was
created and used to test the application. The results obtained in the executed case
studies relate to requirements for: space, transport, resources, industrial means and
cost; and allow validating the conceptual approach.

Defining an assembly process alternative, as proposed in the assistant applica-
tion, requires use of the scenario information. It involves fixing an assembly
sequence, establishing sub-assemblies associated to the sub-stages of the process,
locating them into real industrial plants belonging to the set of available company’s
facilities, adding sub processes depending on the type of joint to be executed (e.g.:
fuselage join-up) and assigning the resources to be used. Once the sequence is
defined, sub-stages must be defined. Each one must contain a number of executions
of joints and is related with a sub-assembly or set of components depending on the
position of the involved joints within the sequence.

The next step is to assign sub processes to the work stations. A library, with a set
of basic types of joints, was defined, where each basic type comprises the main
sub processes to be carried out. Figure 20.10 shows the example of the Fuselage

Main sub processes
Positioning of Centre fuselage on references on jigs.
Positioning of Rear fuselage on references on jigs.
Rear fuselage approach  for nesting.
Measurement of interfaces and alignment.
Nesting.
Join-up (drilling, sealing and riveting/fastening 
operations).
Final measurement of interface.
Removal from jig.

Main sub processes
Positioning of Centre fuselage on references on jigs.
Positioning of Front fuselage on references on jigs.
Front fuselage approach  for nesting.
Measurement of interfaces and alignment.
Nesting.
Join-up (drilling, sealing and riveting/fastening 
operations).
Final measurement of interface.
Removal from jig.
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Fig. 20.10 Main sub processes for joint of type fuselage join-up [47]
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Join-Up joint type. For each work station, depending on the type of joint to be
executed in it, the design assistant, making use of the joint sub process library,
automatically generates the main level of sub processes to be carried out and the
corresponding nodes are created in the Process List structure provided by CATIA/
Delmia V5.

The assignment of resources is the last step in the configuration of the process
structure alternative. The designer has to select the resource type, input the value for
each attribute and select the process node where the resource will be used. At this
stage, a conceptual structure of a possible FAL solution is defined, and the designer
is requested to select if more alternatives need to be evaluated.

Although the evaluation of alternatives is conducted at the industrialization
conceptual phase, when products are still preliminarily defined, the evaluation of
different scenarios allows creating estimates for different criteria that help in the
decision making process. In addition to full implementation of the resource
knowledge model, future work aims at implementing multi-criteria decision anal-
ysis and an automatic process planning capability in the form of an algorithm to
create the ‘as prepared’ alternatives from the information defined in the ‘as planned’
structure, the joints to execute and the process information.

20.5.3 Multidisciplinary Design and Optimization

During the 90s, there was a trend to integrate structures and control disciplines into
the early aircraft design process [14]. The complex aircraft system requires the
coupling of the interacted disciplines, which then influences the performance of
the whole system, where the optimal design can be facilitated by mathematical
optimization. MDO has been widely implemented and adopted in aviation industry
and frameworks with advanced optimization algorithms and KBE techniques have
been built [15]. The MDO process is pushed to higher fidelity by coupling efficient
analysis tools [14, 48, 49]. Technological fundament is explained in Chap. 4.

In recent years there has been an increased emphasis on integrating the structures
and control disciplines into the design at an earlier stage [50, 51]. In structures, the
increased use of advanced materials with their flexibility and reliability based design
philosophies has been one driving force in MDO. One example is the deep coupling
of powerful computational structural mechanics (CSM) and computational fluid
dynamics (CFD) solvers. Another example is the use of composite materials for
aeroelastic tailoring, as it couples structural detail (using skin fiber orientation angle)
with the flexible wing aerodynamics and, ultimately, the aircraft performance.

20.5.3.1 Use Case: Fluid-Structure Interaction Simulation [52, 53]

For high-fidelity fluid-structure interaction simulations different tools are necessary
to allow the highest possible accuracy. In this context the data transfer between the
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aerodynamic surface and the structural model, and the CFD mesh deformation are
the key parameters for high performance due the high accuracy of modern CFD
solvers. Therefore, the fidelity of these codes, which usually solve the Reynolds
averaged Navier-Stokes (RANS) equations, is limited by the correct definition of
the geometric boundaries. High fidelity models are not available in the early design
phase of aircraft. Basic structural models, in which the wing is only represented by
a beam, are often the starting point for fluid structure coupled simulations. In a later
development stage more complex structural models are used which include a
detailed representation of the lifting surfaces including control surfaces, but also of
other aircraft components like the fuselage.

Here a coupling methodology is presented, which enables the combination of
different structural representations in one coupling matrix. Different coupling
methods facilitate the representation of aircraft components modeled with differing
detail level. Detailed structural models, as well as beam structures and single-point
representations can be treated in one method. Detailed finite element (FE) models are
typically available for the wing, which allow to use radial basis function (RBF)
interpolation, while the engines and flap track fairings are only modeled by single
mass-points. Thus, only basic rigid-body splines can be used for the coupling of
these parts. If the structural model is used in a high detail level, the size of the
coupling matrix will get an issue in terms of performance and memory consumption.
On account of this a comparison of an exported spline matrix and FSAdvanced-
Splining, a fluid-structure-interaction (FSI) tool in the FlowSimulator software
environment, is derived.

Afterwards an update to the mesh deformation module is presented, which enables
to represent the exact deflections for every CFD surface grid node, which are deliv-
ered by the coupling matrix. Performance limitations do not allow to use all points as
input for the basic radial-basis-function based mesh deformation method. Then the
FSI-loop to compute the static elastic equilibrium is described and the application
to an industrial model is presented. Finally, a strategy how to couple and deflect
control surfaces is shown. Therefore, a possible gapless representation by means of
different coupling domains and a chimera-mesh representation is shown. This section
describes the bricks, which are combined to a fluid-structure interaction loop. Most of
the tools are part of the FlowSimulator software environment (Fig. 20.11).

The coupling method allows to combine different interpolation methods for
different model components. For the case of complex structural models with dif-
ferently resolved components, this is a very important feature for fluid-structure
coupling. Therefore, the structural and aerodynamic domain is spitted into several
domains. These domains can be components, or further divided components to
increase the numerical performance of certain interpolation methods. The technical
integration of Nastran into the process is done via file exchange. Either binary or
ASCII files are written and read to exchange forces and displacements. The data
exchange of all FlowSimulator modules is done in memory.

The solving methods are combined to compute iteratively the static equilibrium
state for certain aerodynamic target coefficients. The process loop is outlined
in Fig. 20.11. The starting point for the solution sequence is the CFD-solver.
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The diagram includes two loops, one for CFD-CSM-interaction and one for trim-
ming. The trim loop begins after the CFD-CSM loop has reached a certain con-
vergence level. Then the CFD-CSM-loop continues after the trim loop has fulfilled
its convergence criterion. When both criteria are fulfilled, the elastically trimmed
CFD-CSM solution is achieved.

Furthermore, it is shown that the trim module FSTrim computes parameter for the
CFD solver like the different angles of attack, but also the control surface deflection
angles (c.s. parameter). Depending on trim parameter, the trim loop continues with
the CFD-solver, the displacement interpolation or the structural solver. This is
necessary since the control surface deflection is handled on the structural node set.
Either the structural deflection vector trFEM is modified by a rigid control surface
deflection, or input is given to the structural model itself. For example actuator forces
or multi-point-constraints (MPCs) can be used to change the position of the control
surfaces. Actuator forces represent a force pair of equal magnitude but opposite
direction, which is used to extend or shorten the length of actuator elements. An
alternative way to model control surface deflections is provided by MPCs. Both
allow to cover control surface deflections in the structural and aerodynamic domain.
Additionally geometric consistency is assured. Another attribute of control surface
deflections in the structural model is the advantage that the interpolation matrix can
be used to take care of possible CFD-grid discontinuities.

NASTRAN
SOL 101/106

tCFD = GCFD,CSM trFEM

FSDeformation

CFD-Solver

fmFEM = GCFD,FEM fCFD
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Fig. 20.11 Static fluid-structure interaction loop with additional trim loop
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As reference to the CFD-CSM-result a standard design tool result is used. The
agreement of the two results is very good, only in twist a small deviation can be
observed. The two introduced fluid-structure coupling methods did not show dif-
fering results. The coupling methodology allows the combination of different
interpolation methods, each fitting to the boundary conditions of the used models.
Since the spline matrix computes displacements for all surfaces nodes of the CFD-
surface mesh, a correction algorithm for mesh deformation with RBFs is shown. As
application example a complex aircraft example with a very detailed structural and
aerodynamic model is presented. For the same test case the benefit of a “spline-on-
the-fly” method is shown. It reduces dramatically the necessary amount of stored
data for fluid-structure coupling. Finally, the flexibility of the coupling approach is
underlined by giving some examples about the integration of a trimmed horizontal
tail plane (HTP) and control surfaces into the coupling process.

20.5.4 Value Engineering

VE as a concept was developed at General Electric in the 40s on by Lawrence Miles
as a method for considering the customer’s willingness to pay for each element of
added functionality in a product, where:

Value ¼ Function/Price ð20:1Þ

VDD [54] is the process of optimising a product or service through a value
function that best quantifies the value added of that product by following the steps
of Definition, Analysis, Evaluation, and Improvement. Value operations method-
ology (VOM) [55] is an extension of the VDD approach with a focus on operational
value that in turn requires optimal operations to be understood and utilised in the
engineering evaluation process. VOM drives the design process with a more real-
istic operations based performance assessment that can pull better operational
solutions into the market place. VDD and VOM rely on the use of a hedonic
function, the typical form of the hedonic function of which relates the variation in
cost to the variation in design characteristics, as presented in Eq. (20.2).

lnðP1Þ ¼ a1 þ
Xm
j¼1

bjxij þ ei ð20:2Þ

where most importantly j = 1…m is a set of value levers of the system analyzed, P is
the price, and is a weighting factor associated to a defined value lever (or design
characteristic) x. The value model is an evolution of Keeney’s [56] representation of
theorems for quantifying values using utility functions, as proposed by Fishburn,
where Keeney defines Fishburn’s function as the additive utility function as shown
in Eq. (20.3):
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uðx1; . . .; xnÞ ¼
XN
j¼1

kjuiðxiÞ ð20:3Þ

where ui is an integral attribute utility function for attributes xi, and ki are the scaling
constants that define a user’s value system. Assuming that the additive utility
function does not need to account for interdependencies relating to each conse-
quence x, then there exists a corresponding magnitude of utility u that indicates the
value [54]; as shown by Fishburn in 1965 [57]. The hedonic model establishes: (a)
the Delta Price Principle: that it is reasonable to relate the price of one design
instantiation to another and (b) the Additive Utility Principle: that the utility relating
to a design instance can be simply accumulated according to the utility added by
each feature or attribute. The VOM approach builds on both these principles.

Relative to (a) the Differential Principle, it is reasonable to assess the value of
one design instantiation with another in terms of the value gradient relating to the
value levers, resulting in a given delta value from the original state, whether
positive or negative. This principle is further expressed in Eq. (20.4) relative to the
value gradients:

~rv ¼ ~rf ðx; y; zÞ ¼ @f
@x

;
@f
@y

;
@f
@z

� �
ð20:4Þ

where the value gradients are associated with a scalar function of the individual
value functions or value levers (x, y, z). The Differential Principle suggests the use
of both deltas and more fundamentally the gradients which give rise to the deltas.
Equation 20.4 proposes that any value gradient or gradient vector field, ~rv of the
scalar function, f (x, y, z) is indeed a function of the value gradients or partial
derivatives; which are associated with the value model (as a scalar function) being a
function of the individual value functions or value levers. Therefore, it can then be
deduced that this can be expressed in terms of the standard vectors (I, J,K) asso-
ciated with the individual value functions (x, y, z) and their partial derivatives, as
shown in Eq. (20.5):

@f
@x

Î;
@f
@x

Ĵ;
@f
@x

K̂
� �

ð20:5Þ

Relative to the Additive Principle, it is reasonable to assess the value delta
presented in Eq. (20.5) as an aggregation of all the individual levers’ delta values.
Consequently, this principle is further expressed in Eq. (20.6):

DV xi; . . .; xnð Þ ¼
XN
i¼1

ai
XM
j¼1

xj
ðvðxijÞÞend
ðvðxijÞÞstart

þ eij ð20:6Þ
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where a change in value V is caused by a change in a set of associated value levers
xi, when moving from some initial state to some new state. Each value lever of the
set i = 1…N has an associated scaling factor ai and error ei and is in turn defined by
a subset of lower level value parameters, xji for j = 1…M and associated scaling
factor ωj, that describe the causal nature of each of each driver. The establishment
of the lower level value parameter functions are carried out using the genetic-causal
approach (GCA) presented by Curran et al. [18]. In short, this approach advocates
modelling of value and cost by setting up families of products and establishing
causal links between high-level cost drivers and its constituent elements.

20.5.4.1 Use Case: Applying VOM in Aircraft Design [55]

In the application of VOM to aircraft design, a model is proposed that captures the
value of the aircraft design choices in terms of the operational impact and realisation
through explicit value-adding criteria. The following value levers were utilised in a
differential additive valuation manner as shown in Eq. (20.7). These value levers are
subjective in nature and are to be selected by the user (as well as the weightings) but
the authors included: Cost efficiency C (revenue/cost), UtilizationU, Maintainability
M, Environmental Quality E, and Passenger Satisfaction P. The methodology also
proposes to use Safety S as a value lever as well as considering an error term. The
differential principle is incorporated in the left-hand side of the equation while the
additive principle is incorporated in the right-hand side of the equation.

DV ¼ aC
C1

C0

� �
þ aU

U1

U0

� �
þ aM

M1

M0

� �
þ aE

E1

E0

� �
þ aP

P1

P0

� �
þ aS

S1
S0

� �
þ e

ð20:7Þ

The influence of the value levers on each other is modeled with reference to
Asavathiratham’s influence modeling approach [58]. The value levers consist of the
sum of specific system characteristics deltas multiplied by their associated weighing
factors. The system-characteristic deltas are based on a reference aircraft’s char-
acteristics, correlating to those of the aircraft under consideration. For example, the
Cost value lever is expanded as shown in Eq. (20.8).

C ¼ x1 � d DepreciationIOC½ � c1
c0

� �
þ x2 � d Tickets& sales½ �

þ x3 � d Admin&other½ � þ x4 � d Staff½ � þ x5 � d Maintenance½ �
þ x6 � d Fuel½ � þ x7 � d Crew½ � þ x8 � d Interest½ � þ x9 � d Insurance½ �
þ x10 � d DepreciationDOC½ � þ x11 � d Airport½ �
þ x12 � d Navigation½ � þ x13 � d PaxServices½ �

ð20:8Þ
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where C is the Cost value lever that represents the value score corresponding to the
cost of the aircraft under consideration, w are the weight factors corresponding to
the individual deltas, d[Depreciation IOC] is the delta of the cost depreciation for
Indirect Operating Cost (IOC), d[Ticket/sales] represents the ticket/sales cost delta,
d[Admin/other] defines the administration and other costs delta, d[Staff] is the staff
cost delta, d[Maintenance] is the maintenance cost delta, d[Fuel] the fuel cost delta,
d[Crew] Flight crew cost delta, d[Interest] is the interest cost delta, d[Insurance]
defines the insurance cost delta, d[Depreciation DOC] defines the depreciation of
the DOC delta, d[Airport] is the delta of the airport costs, d[Navigation] is the delta
of the navigation costs and d[Pax Services] defines the passenger services cost
delta. As mentioned, in implementation, the value model is based on a reference
aircraft as a benchmark (subscript 0) relative to the performance data of the aircraft
being designed (subscript 1), where the aim of the value model is to return the value
of the aircraft under consideration relative to the benchmark aircraft. In essence, this
is similar to the gradient based approach within optimization, where an improve-
ment is sought rather than a specific level of value. However, the profound char-
acteristic is that all value drivers are being taken into consideration and a balanced
objective function is being used to find a more holistic global optimal.

Curran et al. [55] describe an application of the VOM model described above to
a set of four aircraft types, being the Boeing 737–200, Boeing 737–800, Airbus
A320 and Embraer ERJ-145. The top-level value levers were assigned weights as
given in Table 20.1. For the individual lever weights, input values used for the
specific value levers and value estimates, the reader is referred to Curran et al. [55].

The resulting estimates are highly dependent on the weights used, the accuracy
of the used input values and assumptions such as linearity in performance char-
acteristics, similarity in mission profiles, etc. Furthermore, this concerns a post hoc
value analysis of aircraft performance. VOM may have further and more mean-
ingful impact when used as a decision support tool in conceptual and preliminary
aircraft design, when parametric estimates of aircraft operational performance may
be used to investigate the value and consequently trade-off various competing
design concepts. As such, VOM extends VDD by incorporating lifecycle consid-
erations and is representative of the CE philosophy.

Table 20.1 VOM—airliner
application—value model top
level weights

Value in airliner
design

Percentage

Cost 30 %

Sustainability 30 %

Market 10 %

Utilization 15 %

Maintainability 15 %
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20.5.5 Life Cycle Costing [59]

Airlines globally are financially under cost pressure by rising fuel prices and
introduction of CO2 taxation schemes. In the past decade alone, the price of jet-fuel
has quadrupled and the fuel component of DOC has increased from 14 to 30 % in
2013 [59]. With an increasing demand for jet-fuel and a reduction in global supply,
the cost of fuel is expected to increase further.

Fuel consumption per passenger-km has already reduced significantly due to
technological advances. The aviation is currently concentrating its initiatives on
“drop-in” fuel solutions to achieve the necessary eco-economic transformation from
petroleum derived Jet-A-fuel. The two major proposed solutions are biofuel and
synthetic kerosene (Syn-Jet) made from natural gas/coal through the Fischer-
Tropsch (FT) process. “Drop-in” fuels are currently being used experimentally in a
blend with kerosene, but are still a long way from being commercially viable. Use
of liquid natural gas (LNG), comprising upwards of 90 % methane, is already being
used successfully in both automotive and maritime applications. It has also been
explored as an aviation fuel, although LNG fuel applications have not extended to
commercial fleets. Previous LNG feasibility studies raised questions over airport
compatibility, safety and technology readiness levels (TRL).

To determine the impact of potential use of LNG, the LCC technique is used.
This is the holistic analysis of the total cost of ownership (TCO) of an asset from its
initial acquisition to its end of life disposal. It is typically used to determine the
most economically rational option between competing alternatives that cannot be
split based on technical appropriateness.

20.5.5.1 Use Case [59]: Life Cycle Costing of Alternative Jet Fuels

Transition to LCH4 fuel will reduce airline DOC. Currently, fuel is 33 % of DOC
and LCH4 is less than 30 % of the cost of jet-fuel. This gap will widen as the cost of
jet-fuel increases due to limited availability. Multi-national carbon emissions pol-
icies increase airline DOC. Environmentally, LCH4 use will reduce CO2 emissions
by 20 % compared to jet-fuel, reducing carbon tax commitments. Consequently, the
reduction in DOC will allow a reduction in fare prices, supports customer growth
and increases income streams.

LCH4 can be created from LNG or biogas generated from biological waste. This
ensures a more sustainable supply of LCH4 in the future and induces price stability.
To assess airline DOC reduction from LCH4 fuel use, an evaluation was conducted
into the relative prices of competing fuels, the influencing factors governing these
prices and the key impacts that may have on other aspects of airline DOC through
stakeholder consultation and traditional research methods. Moreover, LNG is cur-
rently less than 30 % of the per energy cost of jet-fuel and promises to be available
from untapped reserves of shale gas, harvested by the fracking technology.
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To estimate LCC a modified approach on the TCO is used: every cost element of
each technical alternative is assessed and summated for overall cost comparison;
this approach assesses the particular cost elements that are deemed to have the
greatest comparative impact on the overall LCC of an LCH4 aircraft relative to a
current baseline comparator aircraft. Additionally, contrary to traditional applica-
tion, this report assesses the TCO from the perspective of the global commercial
aviation industry in the event of a worldwide fleet introduction, as opposed to an
individual aircraft acquisition by a particular transportation company. The three key
cost elements that were seen to have a significant bearing on the relative TCO of an
LCH4 aircraft compared to a Jet-A kerosene baseline aircraft were identified as the
cost of fuel for operation, the acquisition cost of the aircraft and the airport airline
charges (which have been assumed as a worst case scenario where airlines shoulder
the entire cost of infrastructure for a new fuel).

In order to provide an estimate of the comparative fuel costs for future years, the
fuel prices for each year were estimated based on the percentage increase of the
average yearly fuel price for the past 10 years (since 2003) for LNG (1.75 %) and
kerosene (7.33 %). Whilst the extrapolation of the LNG price seems to align
reasonably well with recent developments and the future outlook with the incor-
poration of shale gas reserves, it was highlighted that the continued rapid increase in
the Jet-A Kerosene price projected may be more severe than the actual develop-
ment. Therefore, to offset this, a more conservative projection, based on a projection
of the future oil price provided by Airbus has also been included in all calculations.

Accounting for all cost components discussed (fuel, acquisition and new infra-
structure), the total yearly cost savings by the introduction of LCH4 aircraft com-
pared to an equivalent number of baseline Jet-A kerosene aircraft for conservative
fuel cost prognoses is depicted in Fig. 20.12. For the new airport infrastructure cost

Fig. 20.12 Global fleet yearly fuel and acquisition costs [59]
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component, there is no comparable cost incurred for Jet-A kerosene case as it is
assumed that all required infrastructure is already in place for the new aircraft
produced.

For the case that the Jet-A kerosene costs continue to rise at the same rate as the
past 10 years, the aviation industry will run a relatively slight deficit before
breaking even after 3 years and experience increasing savings. Alternatively, for
the conservative prognosis of the Jet-A kerosene price, the breakeven point occurs
7 years after the initiation of the proposed global transition. With regards to the
relative fuel, aircraft acquisition, and infrastructure costs, the aviation industry
could make a net saving of US$4 billion to US$47 billion within 10 years if LCH4

aircraft are introduced into the global fleet compared to the continued use of the Jet-
A kerosene aircraft. This net saving represents 0.6–7.5 % of the total aviation
industry’s 2012 DOC from only a very small fraction of the global aircraft fleet. If
the same rationale for LCH4 variant was applied to other aircraft models on a larger
scale, the savings would greatly multiply.

The design of LCH4 aircraft alone is not a significant challenge as such aircrafts
have been designed and operated in the past. The most significant upfront invest-
ment is in the infrastructure required for supply and storage of LCH4 at airports.
However, if the price of kerosene continues to rise as expected, conservative
estimates show a breakeven in about 7 years after transition to LCH4 is possible
with a net saving of US$4 billion to US$47 billion within 10 years, if LCH4 aircraft
are introduced into the global fleet compared to the continued use of the Jet-A
kerosene aircraft.

20.5.6 Systems Engineering

The main outlook of the SE approach has been defined at length in Chap. 9, as well
as in sources such as the US Department of Defense (DoD) [18, 60] . Based on
tasks integration and control as well as interfaces management, a requirements loop,
which defines the iterative process between the requirements analysis and the
functional analysis, forms the basis of the structure. The requirements loop iden-
tifies the relation between all the performance and other limiting requirements of the
product. These requirements are used in the next iterative process which Curran
et al. [18] term the ‘design loop’. The goal of this loop is to move from a functional
architecture towards a physical architecture. This is done by, trading off concepts,
which are defined by configuration items, system elements and physical interfaces.
SE is also adopted as a comprehensive, holistic approach to master the product
complexity of complex products like aircrafts and foster the development of sus-
tainable vehicles (see Chap. 27). It presupposes system thinking, in particular in
design teams [61].

An important aspect of SE is the adoption of cost performance evaluation
throughout the design process. Different costing methodologies are used throughout
the design process such as the development of a cost breakdown structure (CBS).
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The systems analysis and control has the task to monitor and manage all the aspects
throughout the design process, that are needed for the technical analysis and the
quantitative evaluation of alternatives (decisions made, requirements, risks, and
others).

NextGen Air Transportation Systems (ATS) The Federal Aviation Administra-
tion (FAA) aims to transform the U.S. air transportation infrastructure from a
ground-based navigation system to a net-centric satellite-based navigation system
[62]. Due to the large number of involved stakeholders and high complexity of the
project, the FAA has decided to introduce a SE approach. The project was initiated
to anticipate on the increasing capacity of the navigation system and its side effects,
which include an increasing number of delays and worsening of the aviation
induced environmental impact.

In order to meet these goals, new technology needs to be integrated into existing
systems at airports, aircraft and navigation system facilities. Besides the techno-
logical changes, processes and organizational structures need to be altered as well,
to fulfill the requirements of the new system. Due to the transition from an isolated
system towards a net-centric system, the verification and validation of NextGen
requires a close collaboration of the involved systems.

The challenges above made the FAA chose a system of systems (SoS) approach.
During the design process, multiple different development programs rely on each
other to achieve the desired capabilities of NextGen. With 1820 FAA acquisition
professionals working on 250 unique highly related programs, the FAA SE expe-
rience could be a pilot of high value for similar projects [61].

Network centric operations (NCO) occurs when systems are linked or networked
by a common infrastructure, share information across geographic borders, and
dynamically reallocate resources based on operational needs [63]. NCO recognizes
that interdependence (sharing information among many) is vital to an organization’s
future. Information must be quickly distributed, its value understood and the desired
effect created. NCO is an environment where seamless collaboration between
networks, systems or elements within systems is possible. Understanding system-
of-systems engineering (SOSE) is critical to a robust architecture development of
NCO systems. There are five system-of-systems (SoS) characteristics but the
dominating one is emergent behavior.

20.6 Conclusion and Outlook

This chapter has explored some the obvious coupling of CE within the integrated
design approach within aerospace industry. Extended CE concepts such as CE have
been discussed as well as some enabling concepts such as MDO and VE. Aircraft
design, production and operation is a complex extended enterprise that demands life
cycle integration and the compression of time without losing the fidelity of
knowledge. MDO enables state-of-the-art integration of the CE process through
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tool development and integration into the business process. VE offers a radical view
to the CE process in that the parallelization of tasks and life cycle requirements
must be driven primarily with a view to what the ultimate value function or value
goal is. The ultimate vision of design integration is to achieve concurrency in the
integration of all relevant knowledge and to apply that to achieve the maximum
with regards to the value that the product provides to the user. The VOM provides
this component in particular in respect to what value the product or service adds.
CE offers an encompassing approach to further developing these ideas and is long
established in seeing them implemented by industry for value enhancement [64].

Future developments in the aircraft industry involve the introduction of new
materials and/or material applications, new engine technologies, new control sys-
tems and evolution of the integration of the aircraft in the overall transport system.
For the immediate future, the major OEMs (Boeing, Airbus) have chosen to design
new iterations of their work-horse narrowbody aircraft families (e.g. the B737-
MAX, A320neo), in essence representing an evolution of the conventional aircraft
type.

The rise of new competitors (Embraer, Bombardier, COMAC) for the current
market leaders Boeing and Airbus will enforce continuous consolidation in the entire
supply chain like we have already experienced in the automotive industry during the
past two decades [65]. Furthermore, common aircraft programs of two or more
today’s competitors can be expected in the near future which will induce additional
complexity in the product creation process. Therefore, we will face additional
challenges in the PLM of the extended aerospace enterprise (see Fig. 18.2). In
comparison with the automotive industry (see Sect. 21.2), the product lifecycle of an
aircraft is significantly longer than the lifecycle of any used software (PDM, CAD,
etc.) and will, subsequently, set new requirements to the IT infrastructure in term of
longevity, stability and scalability [66]. The process harmonization and standardi-
zation will get a significant impact. Long-term archiving and retrieval of product
data, which is currently supported by the LOTAR International consortium, will,
therefore, gain an increasing importance [67].

In the medium to long term, many adverse pressures on the aviation market will
likely promote risk-adverse behavior in design, meaning that innovation on the
overall aircraft configuration is likely to remain limited. However, on subsystem
level, innovation will continue to be pushed as airliners are in a highly competitive
environment where any saving is welcomed; on top of that, regulations (e.g. on
emissions) are likely to strengthen the push for further innovation, in particular, if
the current trend of continuously rising air traffic and even more aircraft in oper-
ations will be continued [3–6]. On the longer term, more esoteric designs such as
blended wing bodies (BWB) may finally arrive in the civil aviation market.
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Chapter 21
Automotive

Alfred Katzenbach

Abstract The automotive industry is one of the most advanced industries using
information technologies for product development. The product variety and com-
plexity have grown dramatically over the last decades. These enhancements could
only be achieved by using the full range of technologies and methods described in
part two. Within automotive engineering companies are continuously looking for
new ways to achieve economic growth. Trends show that this is often done by
expansion of existing markets as well as entering new markets, providing niche
products and increasing productivity. This effects significantly the continuous
development of processes and IT solutions. Legacy Systems have to be integrated
with modern solutions. Service oriented architectures (SOA) and semantic nets will
lead to a new system landscape. This change is not only a technical one but also an
organizational paradigm shift which has to be handled carefully. To establish an
international, multi-company concurrent engineering process, a common under-
standing of processes and business objects is required. The most efficient way to do
this is standardization. The “Code of PLM Openness” (CPO) helps to find a
common definition which lead to a better understanding of system integration and
usage of standards. Two Standards play a significant role: ISO 10303 (STEP) with
its new application protocol 242 which combines the known protocols for auto-
motive and aerospace including model based system engineering and ISO 14306
(JT) for DMU and geometrical collaboration. The continuous enhancements of
CAD systems lead to a knowledge-based engineering (KBE) approach by handling
parametrics and associativity.
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21.1 Introduction

Satisfying mobility, one of the most expressed human needs, the automotive
industry has been one of the main drivers in product development as well as in
industrial production during the last one hundred years. With a yearly production of
more than 70 million passenger cars and 12 million trucks, it is a leading economic
factor in most of the industrial nations. Accordingly, the automotive market is
highly competitive everywhere. The competition is fought out between about 10 big
manufacturers in the passenger car and truck segment. Although the product car has
long since become part of the “old economy”, product innovations remain essential
for the success of the automobile industry [1]. Starting from optionless mass pro-
duction the tendency has developed more and more to a huge variety of different
vehicle variants combined with configurations. To achieve and to be able to handle
this complexity and variety, significant changes in product concepts, supplier
partnerships and internationalization have to be accomplished.

Driving forces for these changes were accompanied with crucial shifts in
organization, processes, and methods of automotive development. At first, this
chapter addresses the current developments of automotive industry (Sect. 21.2),
followed by a description of automotive development system (Sect. 21.3). The
basic infrastructure of IT systems for automotive development is highlighted in
Sect. 21.4. Focus on concurrent engineering is set in Sect. 21.5. The crucial role of
international standards and supplier integration is drawn in Sects. 21.6 and 21.7.
Application of knowledge-based engineering (KBE) is described in Sect. 21.8,
followed by conclusions and outlook in Sect. 21.9.

21.2 Development of Automotive Industry

Addressing new customers in global context, the automotive industry has adapted
all relevant business processes to meet new challenges [2]. The current winners in
the global competition found their market position on significant improvements in
product concept, supplier integration, and globalization.

21.2.1 Product Concept

In the twentieth century, the product portfolio was mostly structured in independent
carlines with individual parts. Parts with similar purposes in different carlines were
different and developed independently. The variety of selectable options increased
over time—but slowly.
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Looking to the best known vehicle of the 50s and 60s, the VW Beatle, it was
produced in only one variant, with one engine size over 25 years. In this time, only
minor changes to the exterior, interior, and powertrain were introduced.

The tendency towards more individuality leads to concepts with common body
architectures (platforms) and reusable modules (Fig. 21.1).

The successor VW Golf was launched in 1974 and currently the 7th version is in
production. Over this time, the concept has been developed from a single vehicle
over a platform as base for a variety of cars to the current “MQB”, a modular kit of
car bodies which is the foundation of large number of different models of the brands
Volkswagen, Audi, Seat, and Skoda (Fig. 21.2) [3]. This concept is still in the

Enhancement  of  model variances from 17 to 45 within 11 years

Models in 2000

Models in 2011

Fig. 21.2 Development of vehicle portfolio of Audi within 11 years [4]

variable      standardized variable     variable

variable

Fig. 21.1 Basic architecture of modular kit “MQB” at Volkswagen [3]
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implementation phase and defines new requirements to the supporting IT-systems
because of its variety of car bodies, configurable options, different engines, and
country specific characteristics.

Similar to the variation concepts on the body side, the modularization took place
on the powertrain. Due to the high development effort and time required for
developing a new engine or gearbox, it is the intention to adapt the same engine into
a maximal number of different car models. In addition other important drivers are
the intensive effort to reduce fuel consumption and the deployment of the cars in
different countries. Beside the availability of fuel quality the biggest drivers are the
legal regulations. Therefore, a concept of a maximum of reusable basic parts (core
engine) in combination with different car bodies and regulation related mounting
parts was established. Additionally, the interface between the engine and the
gearbox has been standardized allowing a flexible combination of engines and
gearboxes and potentially hybrid modules.

Figure 21.2 shows impressively the opportunities which can be gained with such
an approach. This tremendous extension of ranges and models was achievable
without a proportional growth of manpower and budgets.

At the same time, “time to market” is more and more important. This leads to the
tendency to reduce the development time from product definition to start of pro-
duction. In the 70s and 80s development cycles could go up to 10 years, whereas
the current trend is to achieve cycle times of 30 months or less. To deliver a product
at the right point in time contributes directly to the revenue. If a car has a delay of
6 months, the lifecycle revenue declines by 30 % [5]. Aligned to the reduction of
development time, the production lifecycle was approximately reduced by 30–50 %
during the last 30 years.

21.2.2 Supplier Integration

In the value chain of product development, the contribution of supplier has also
changed. The suppliers have developed themselves from engineering partner to
system developer or system provider, who develop, produce, and deliver dedicated
systems to automotive OEMs [6]. The largest suppliers often state, that they pro-
duce almost the entirely car as parts and the OEM primarily conduct the integration
and assembly. These enhanced capabilities will cause a higher impact in the future
when we talk about mechatronic systems with intensive dependencies between
formerly independent components.

According to a study conducted by the German Association of Car Manufac-
turers (VDA) at the end of 2012 [8], the proportion of global value added in R&D
contributed by automobile manufacturers will drop from the current value of 60 to
47 % by 2025. During the same period, the contribution made by suppliers will
increase from 32 to 36 %. The proportion due to engineering services will increase
from 8 to 17 %. At the level of production, the proportion of value added attrib-
utable to suppliers will increase from 65 to 71 %. This means that although Europe
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will continue to lead the way at the level of R&D, China will become the largest
center of production. According to the Bank of America Merrill Lynch [7], the top
five revenue drivers for automotive industry suppliers alongside production are
global expansion, the acquisition of new customers, enhancements to component
functionality (e.g. entire cockpit instead of single instrument), consolidation
(acquisitions) and outsourcing by automobile manufacturers. An example on
product level is impressively illustrated by Fig. 21.3. It implies worldwide dis-
tributed engineering and supply chain with high level of collaborative engineering
(see Chap. 7), supported by powerful IT technology. It facilitates fulfillment of
specific customer needs in each local market combined with cost-optimal operations
and high flexibility. Pre-requisites are global PLM concept (see Chap. 16) which
preserves ubiquitous information management, and appropriate intellectual property
protection (see Chap. 18).

Of course, the automotive industry is just one example for this trend. The
aviation industry with its extended enterprise initiatives is facing a similar
challenge.

21.2.3 Globalization

The market penetration of vehicles in the established developed countries has
reached a level that generates no additional opportunities for significant further
growth. In fact, it seems to be the other way round. In the last decades, the emotional
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value of ownership of a car has decreased in those countries and is further going to
change into a direction with a flexible usage of transportation services instead of
owning a car as a status symbol.

This tendency is totally different in the emerging markets. The penetration of
ownership of vehicles is much lower and holding an own car is desirable. However,
these emerging markets such as China, Brazil, India, or Russia have their own rules
and the potential customers are interested in options and characteristics of the cars
which are often not well understood in the established car developing countries. To
understand and meet this demand, it is crucial for each OEM to establish own
development facilities in these countries to understand the market properly and
conduct specific developments and adaptions which meet customer demands. The
local development sites give the automotive OEM also the chance of hiring high
talented people from the different countries who have a much better understanding
of the local requirements.

On the other hand, there is also a significant demand for localization of pro-
duction. The emerging markets need to participate from the value added inside the
countries. It is also in the interest of the international OEMs to avoid currency risks
by producing in the countries where they sell the products. Apart from that it is even
requested from the government of these countries to increase the local content of
value added production to prevent toll barriers and other obstacles.

These tendencies in globalization of product development as well as production
in the countries, where the cars are distributed require IT solutions for global
engineering (see Chap. 7) collaborations which allow them to work seamlessly,
respecting country specific differences and ensuring the individual interest of
intellectual property protection (see Chap. 18).

21.3 Automotive Development System

Developing a new car model takes a timeframe of 3 up to 5 years involving some
thousands of individuals in the process. To make such an effort manageable and
ensure that the each output becomes traceable, it is necessary to install a clear
process to describe the different roles, tasks and deliverables to the dedicated steps
of the process.

This concept of a generic development system harmonizes the development
process over all development facilities and all product lines, and ensures, that at the
end the targets regarding quality, time, and budget can be achieved. This includes
not only the classical development part of the activities but also the relevant con-
tribution of production, purchasing, marketing and sales, services, quality man-
agement, human resources, and financials.

The concept of an automotive development system is oriented to the interna-
tionally known principles of project management, often represented by the inter-
national “Project Management Institute” (PMI) [9]. Main properties of these
systems are:
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• Standard project organization with clearly defined structure, roles, and
responsibilities

• Master process plan (tasks with clear input and output descriptions, dedicated
roles)

• Defined milestones over time to harmonize the parallel process chains.
• Key performance indicators (KPI) to get a traceable project status over time

Beside this process definition, the development system also defines a standard
project organization which ensures that all parties necessary to contribute to the
project success are involved in their specific role.

In addition, it is a process definition which also safeguards the efficient contri-
bution of external partners to the development process.

21.3.1 Standard Project Organization

In the standard project organization all disciplines such as car body, exterior,
equipment, interieur, electric/eletronics, chassis. engine, powertrain, vehicle inte-
gration, cross divisional functions are represented. For each discipline a project lead
is appointed and has to take care about content, quality, time, and cost. Typical
roles are (amongst others):

• Project owner with prime responsibility for the project
• Driver, who is responsible for recommendations to decision making
• Project manager, who is responsible for project execution
• Individuals, who actively work in the project team
• Additional experts for project issues.

21.3.2 Master Process Plan and Quality Gates

Based on a multi step approach a master process plan defines tasks for all involved
disciplines in the development process. The individual targets that have to be
fulfilled are defined. Each step will be finalized by a quality gate, where all partners
have to report the current status which is requested at this point in time. To simplify
this reporting a status report based on traffic lights is often used.

Three status colors can be reported referencing to the value of the defined
performance indicators:

• Red: the actual value lies outside the agreed target. No validated actionplan is
available

• Yellow: the actual value lies outside the agreed target. A validated action plan is
available

• Green: The actual value satisfies the agreed target
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The assessment of project targets includes the explanation of performance
indicators, the needed counter measures in case of “yellow” and “red”, and degree
of fulfillment as well. At the Quality Gate, all disciplines report to an Executive
Committee, which can make the required action plans and decisions to fulfill the
overall project target.

21.3.3 Milestones in an Automotive Development Process

Each automotive manufacturer has their specific development system and the
details of this system depend on past experiences, product variety, and company
culture. Respecting the tendency described (Sect. 21.2.1), it is requested to dis-
tinguish between the development of a new architecture of a new model family or
an extension of such an architecture. The number of defined milestones also differs
from OEM to OEM (Fig. 21.4).

The description shows a 10 step approach which gives a general overview of
developing a new car architecture with its first extension (Fig. 21.4). For additional
extensions it can be reduced [10].

To compare development time between different Automotive OEM’s, the time
spanning between step 6 and step 1 is taken into account.
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product approved

− Concept book written
− Rough dimensions confirmed
− Options and modules confirmed

− First edition specification done
− Design concept and dimensions approved
− First mule
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− Final specification done (vehicle and components)
− First Bill of Material done − Start of assembly first prototype

− All components qualified
− Data model released
− Start of production of tools with long production time− All components released

− Functions verified by simulation
− First test cycle completed

− Start of production for confirmation cars
− All parts made by production tools
− Production start body in white

− All parts qualified and released for production
− Production lines completed

− Job-Nr 1: first assembly of new car for sales

Fig. 21.4 Milestones in an automotive development process
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21.3.4 Generic Development Landscape for Mechatronic
Components

In addition to the Vehicle Development System of Sect. 21.2 for each domain
responsible for a component, system or the entire vehicle, a generic multi-disci-
plinary development plan is in use (Fig. 21.5).

In the past the disciplines of mechanics, electrics/electronics, and software acted
more or less independently. Today this is not possible anymore due to the huge
number of dependencies between the three domains [11]. Modern automotive
product development has to follow a systems engineering approach with a clear
structure of requirements, functions, logics and physics (see Chap. 9) often
described as “V model”. Overall, this approach facilitates a broad interoperability of
creative (design) and analytical (test) activities during the product creation process.
Furthermore, the V model allows subdivision in multiple layer (mechatronic,
mechanic, resource, application, etc.). It encompasses the specification of the
complete product (vehicle, system, device) broken down into parts specification,
design, and evaluation of parts on the left leg of V. Upwards on the right leg of
V lie the validation and aggregation of components, systems and entire product. In
the same manner this approach is used in collaboration context between OEM and
suppliers. Systems engineering offers rich methods supporting mastering of com-
plex systems: Manifold architectures, methods for simulating and testing vehicle
properties during the development phase, and methods for developing processes
belong to the toolkit of systems engineers [12]. Functional safety gains its growing
importance as distributed mechatronic systems become more and more responsible
for safety-critical properties.
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21.4 Basic Infrastructure of IT—Systems in Automotive
Development

Figure 21.6 shows a generic landscape for automotive development [13]. This
landscape is represented by different systems in the development process.
Depending on the automotive OEM, its history, locations and way of working,
OEM’s have either a single system approach for each domain or a multi system
approach. It is also possible to run different domains combined in one system. In
this landscape we can find home grown proprietary systems, systems from small
highly specialized IT vendors as well as big systems from global IT vendors used in
multiple companies. Often the big systems are highly customized and at the end
more or less similar to proprietary systems. The way of using the systems in a
company environment is a major part of the specific knowledge inside the com-
pany. This is the reason why it is so difficult to change or consolidate the system
environment. Processes supporting software solutions at an automotive OEM have
a long-living position and takes immense effort and time to change.

The quality of process integration depends on the ability of the systems involved
to interact with each other seamlessly. Here technologies such as service oriented
architectures (SOA), WEB 2.0 capabilities, and international standards like ISO
10303 (STEP) and 14306 (JT) support this integration. If new solutions have to be
added to the system environment, the ability of integration plays a major role. This
is the reason why the automotive industry started the initiative to define a “code of
PLM openness” (CPO) to evaluate and classify potential solutions concerning the
ability to integrate (see Sect. 21.5).
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It’s backbone is the product data management system [14], containing at least

• Document management
• Configuration management
• Version management
• Release management
• Rules- and rights management

Other functions such as project management, workflow management, long term
archiving, CAD data management can be included. The PDM backbone also has to
control the different team data management solutions and is the source for all
following downstream processes like Bill of Material, digital factory etc.

The ability of a larger automotive company to integrate the different modules of
this landscape generates a competitive advantage in the product development pro-
cess. It is not only a question of technical integration. The main work to be done is the
clear and stringent tailoring of the data objects and user functions to the different
modules. Today’s landscape in automotive companies represents a mix of home
grown legacy systems, commercial systems which are more or less intensively cus-
tomized and new modern applications based on modern IT frameworks. Especially
the homegrown systems have a long lasting history and a difficult to control number
of interfaces. For example a Bill of Material System can have about 500 interfaces to
other systems running in the different business processes inside a company. A new
implementation for replacing such an old system is normally not a possible approach.
Besides the tremendous effort and high cost which results in nearly no chance of
finding a positive business case the risk of negative impact during the change phase is
very high. The Bill ofMaterial systemmanages the nervous system of a company and
there are good reasons to call the PDM System the backbone system of product
development. Analogous to human beings, surgeries involving the nervous system or
the backbone are highly risky. Experiences of different projects at some international
OEM’s show that such a change takes more than 10 years from project start to
finalizing the rollout and some hundred million Euros project costs. Quite often, such
projects fail and are stopped without any rollout.

The difficulty to manage enhancements raises with the number of systems
involved. The continuous development of processes requires continuous enhance-
ment of the IT systems. By implementing these requirements the dependencies of
the systems and the effort for comprehensive testing and roll out increase
disproportionately.

To tame these challenges and reduce the risk and effort involved, new concepts
such as SOA are required. From the theoretic approach, SOA aims to create a cost
optimized and easy to maintain IT environment. On the way of implementing SOA
it is more and more obvious that the SOA approach is the foundation for a step by
step, cost optimized and risk minimizing way to renew an established IT infra-
structure. The way of a continuous transition from an old stable, but inflexible and
cost intensive environment, into a new flexible and future oriented landscape is
more than a project or a program, it is a continuous journey that takes more than
one decade [15].
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To ensure the success of such a journey a future oriented, flexible, and
expandable concept has to be developed and maintained continuously. Beside the
technical concept it is very important to get the required buy in from the IT
specialists, who have to realize this journey, and a clear long term oriented gov-
ernance structure, which takes care of the process, the developed solutions and the
continuous change of involved people over such a long period of time [16].

21.4.1 Principle of a SOA Based Integrated System
Architecture

The guiding principle to realize of SOA-based approach is a common, system
independent engineering client (CEC) allowing the definition of a “Role based
Workplace” [17]. Each participant or user group in the complex development
process has different tasks to do and has to use a variety of systems. In general each
user is only using a limited number of systems actively for authoring or execution,
but most of the systems only passively for viewing and as source of information.
Today’s systems are normally not structured in a way that appreciates the different
user scenarios. With the concept of a role based client it is possible to configure the
system environment in a way that it is oriented to the business demands of different
user groups and can support the different processes efficiently. To find the right
balance of user orientation and customization effort it is required to limit the
number of roles to a range between 10 and 20.

The common engineering client (CEC) gets its data and business logic from an
engineering service bus “ESI” which builds the middle layer between CEC and the
under laying legacy systems (Fig. 21.7).

To design the path from the system orientation of the past to the new service
orientation, a clear tailoring and alignment of the data objects and business logic to
the backend service provider has to be organized by a service oriented domain
model which covers all business processes and the relations between the single
domains. This domain model is in general based on the landscape of Fig. 21.6. This
domain model also gives the orientation for a step by step migration of the backend
systems to become SOA capable.

21.4.2 SOA Based IT Organization

The step by step migration of an established system environment into a new service
orientated world is not only a technological and procedural challenge. It requests
also a clear focus on the IT organization and the people working in such an
environment. In the past, IT teams had a dedicated responsibility for single systems
and got their work identification from the pride of being accountable for the
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capability and process performance of the specific system. Over time the teams
could develop an identity for themselves creating a spirit which potentially gen-
erates incredible performance and willingness to succeed. This is especially true in
critical situations such as release-changes or major incidents. This kind of “in group
behavior” is a characteristic of high performance teams which generates familiarity,
motivation and high empathy for team internal cooperation. Such a incommitted
team can achieve unimaginable results. In such teams the alignment to the team
success has for the members a higher value than their individual success.

However, the risk of such high performance teams is the tendency to be cap-
sulated from others teams and leading to difficulties to collaborate with others. The
migration in a service oriented world destroys this long term grown structures by
the request of giving up the independency. The degree of freedom for system
specific decisions is reduced and the impression is a kind of loss of self-control. The
members of the groups feel a reduced appreciation of their individual expert status.
Additionally, they are required to collaborate with members of different teams
which were seen as enemies before. This leads to an intensifying of competition
fights and demotivation in line with a significant loss of productivity [18].

To overcome this situation and reestablish a high performance of the complete
IT team, a structured organizational change process is mandatory in which the
frozen structures have to be melted down in order to generate a mindset in which
changes are possible. In this process, a plant destabilization with an intensive
individual suffering has to be run through, before it is possible to create new “meta
in groups” which are capable to collaborate constructively and productively in the
new organizational environment (freeze-unfreeze-freeze-paradigm).
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Fig. 21.7 SOA based integrated system architecture [17]
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This mental change program must be done in parallel to the regular work. In this
phase strong leadership is required. This has to be aligned with clear rules. These
rules should be provided and controlled by a governance structure which takes care
of all development and maintenance activities [16].

At the top of this governance structure is a joint executive board of all senior
executives, meeting at least once a month on this topic. The executives have to
define the guiding principles and control the continuous implementation. In case of
conflicts the group has to moderate and find a consensus or make a clear decision.

Under this executive board, different boards on manager levels have to take care
of the different steps. Each board has to be joined by a member of each former
system oriented team to ensure, that all aspects of the different former organization
are considered.

The installed boards are

• Requirements Board: All requirements have to be defined as process require-
ments. Requirements for dedicated systems will be rejected. The board receives
the requirements, does formal checks and quality validation. If a requirement is
accepted, it gets a req-number. Further on it will be controlled over the lifecycle
until it is closed.

• Process Board: Takes over the quality controlled requirements and works out
the consequences for the different development processes. Side effects as well as
contradictions in other process areas are evaluated. The changes in the process
will be defined as well as the effects of the new process on time, cost and
quality. At the end, the requirement will be allocated to one or different domains
of the engineering domain model.

• Architecture Board: Takes over the domain allocation of the requirement and
tailors it into services. It defines the way of implementation in one or different
systems and decides the way of frontend (CEC) or backend (ESI) integration. In
addition a cost and time calculation for implementation is done.

• Client Board: Analyses the consequences and demands of the process change on
the client side and defines requirements for the client enhancements including
cost estimation.

• Release Management Board: Consolidates the results of Process-Architecture-
and Client board. The business case for the requirement will be calculated and
the implementation order released or rejected. The requirement will be aligned
with one of the planned releases and further tracked over the implementation
cycle and at the end released in the planned IT Release.

21.4.3 Quick Wins Based on SOA

Beside the general strategic conception it is very helpful for the long-term success to
generate some quick wins. These give the user community the chance to understand
the foundation of the complex technical approach and that it creates some concrete
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benefits. These increase the support of the program and can play an important
psychological role

One example to leverage benefits to the user might be a visualization service for
3D data and drawings, which can be used in multiple user-scenarios and so expand
the potential usage of data stored in the PDM system significantly. Without such a
service, 3D data and drawings can only be used by people who are familiar with
CAD or PDM Systems. A visualization service provides an easy to use access to
such data. The goal of the service is to provide a read only access to parts and
assemblies with a simple viewer running in a normal office environment (Fig. 21.8).
So people without specific CAD/PMD know how can view and analyze this data. It
can be integrated into many business processes. If a part or assembly number is
displayed in an office document like Word, Excel, PowerPoint or even in SAP or
other applications the user can do a right click on the part number and directly select
the related 3D data or the drawing in an additional window to operate some limited
functions. Obviously all rules of access rights will be taken into account by using
appropriate services ensuring, that only those people who are permitted get access.

21.4.4 Roadmap to a Role-Based Workplace

A CEC to establish a Role-based Workplace introduced in Fig. 21.6 can also
implemented in a step by step approach. This is not only relevant for the
IT-implementation but also for the change management of the users. The require-
ments profile for CEC has two major, in the first view contradictory demands. On
the one hand it should have a homogeneous system independent and integrated user

Fig. 21.8 Visualization service in office environment [17]
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behavior; on the other hand it should respect the specifics and methodical autonomy
of the different applications to be integrated.

For the user, the change to this new concept is an organizational change com-
parable with the change in the IT team mentioned before. So the involvement of
users during the implementation phase and the training in the role out phase have a
very important contribution to the success of the initiative.

In the first step, the foundation of the framework has to be developed, including
style guide, user model, implementation rules, security regulations, printing, etc. In
this phase the principles of implementation with first technical integration and
access to basic services such as a central identity management enabling a single
sign on or rights management have to be developed and approved by a number of
prototypes, which have to be evaluated by the user community (Fig. 21.9).

To give the users the chance to gain their first positive experiences with this new
client concept, it is helpful to implement dedicated system perspectives first. So the
users can then be trained with the new interface and learn the new client behavior.

In the phase of implementation of the system-perspectives the following steps of
client integration and backend integration should be considered as much as pos-
sible. For client integration the framework has to provide some generic services.
The effort for client integration is much lower compared to backend integration. On
the other side backend integration is requested because of the size of the client
environment. The frontend integration has a direct relationship to the growth,
performance and flexibility of the client environment. Hence, it is a natural step to
do frontend integration first, gain experiences in user situation and then bring the
integration services into the backend in a later release.
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Fig. 21.9 Steps to develop a common client architecture [15]
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21.4.5 Semantic Nets for Backend Integration

Imagine you are an engineer confronted with the task to redesign the middle console
in the car. In order to perform your task appropriately you need to answer questions
such as: why does the assembly need to be changed? What were the requirements for
the change? Who had first designed it? Who is in charge now? In case you are a
procurement manager whose task is to order new parts for production you might
have similar questions. Your procurement process takes 12 months and you know
that changes in the design process may have severe implications on the stock needed,
particularly on cost but also on timely delivery of the products. Who should you ask
for updates on the changes? What parts and quantities should be ordered instead?

Unfortunately, in both cases there may be several business applications storing
relevant data that you require. Screening them, however, is a very laborious task
and most probably not even sufficient to answer all your questions. Instead, you
may likely need to consult experts whose names you don’t even know. In short, you
are confronted with a complex business world that lacks transparency and gives you
the feeling of being lost in data space. Of course, the engineer and the procurement
manager are only representatives of example user roles facing problems of similar
complexity. There are many comparable roles. The reasons for these problems have
already been mentioned throughout this chapter: Recent IT solutions are not
designed to holistically and sustainably deal with increased product complexity,
exploding number of variants, new demands for supplier integration, internation-
alization as well as M&A activities. In addition, there is no general system in sight
that is able to cover all of these aspects across processes of a car manufacturer
although it would be highly desirable.

Modularity, however, is a powerful feature that can be applied to IT in a more
general fashion by applying it not only to data structures but also to the overall IT-
landscape. The modules of a modular IT-landscape may in the first place range from
complete software systems or components of these systems on the upper level down
to business objects such as parts, assemblies, drawings, changes, etc. on a very
granular level. The rationale behind is to leverage as many investments as possible
made in IT infrastructure while at the same time obtaining a maximum of inter-
operability established between given the data systems.

The modular IT-landscape is in contrast to recent IT approaches which follow a
classical top-down paradigm where the goal is to completely restructure a given
landscape or part of a landscape to obtain a “clean world” over a defined period of
time. However, this IT paradigm definitely has its limitations as many projects of
this kind have failed, e.g., for the sheer size of the projects and involved cost, for
lack of flexibility and for lack of keeping up with the high pace of modern car
business. As a result the “new world” is already old when it is ready to be used
but by then the investment is lost.

As a consequence of such experiences, it is helpful to accept the variety of
solutions in software landscapes and not try to go against the tide. These solutions
are usually driven by business needs. Variety should thus not generally be seen as a
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nightmare by IT responsible but as a chance if it is possible to horizontally manage
these solutions, much in the sense of the modular IT-landscape proposed above.
Thus, it combines bottom-up flexibility with centralized availability and provides
room and freedom for quick adaptations to business needs.

A technical prerequisite for horizontal management is to establish connectivity
—the glue relating data of different data worlds and keeping these relations up-to-
date. This can be done by means of a semantic network that automatically links up
the data of the business applications and thus provides the needed transparency. In
this way it is possible to provide the engineer in the example above with exactly the
information he needs even if relevant information is stored in remote business
applications. Considering the chain of events starting at a decision to change the
middle console that invokes a change process triggering a cascade of work orders
which causes the engineer’s demand may be represented as a logical deduction
process of the semantic network (Fig. 21.10).

Once the network is in place, it allows the definition of user- and role-specific
applications, e.g., an intelligent search engine allowing the connection of objects in
distributed systems, traceability applications making the impacts of complex
change processes transparent but also call back actions and many other APPs.

The semantic network approach is very well aligned with the SOA-based
enterprise service bus (ESB) Architecture [19]. In fact, it extends the service bus
with a Digital Brain, e.g., a part knows the assembly where it is part of and the
assembly knows the change it was affected by and it also knows where it was built
in and one could continue extending this chain of connections. This kind of con-
nectivity information combined with the service bus allows for intelligent infor-
mation logistics. Whenever a change takes place this may be known to all relevant
players of the process (even beyond process borders) in real time. Individualized
push-services may be designed as business rules to make information accessible
and exchangeable. Even business intelligence may be empowered, on the one side
through intelligent context information delivered by the network and on the other
side by the fact that the information is available in real time and not through data
loading processes preserving media gaps.
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Fig. 21.10 Using semantic network approach
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21.5 Concurrent Engineering in Automotive Development

Concurrent Engineering in the automotive industry has different aspects to be
considered:

• A vehicle contains different modules which are developed in parallel but have to
function comprehensively.

• Each module normally has mechanical parts, electronics and software which
have to fit together to realize the required function.

• In case of in-house development external engineering service provider con-
tributes to the product definition.

• Reflecting on Fig. 21.3 lots of components are developed and produced
internationally.

• For international production global logistics have to be considered.
• In case of development and production of local product extensions specific

modules have to be modified or developed in parallel.

Figure 21.2 shows the tremendous expansion of vehicle variances over the last
years. This has been realized more or less without increasing the number of
engineers working on the OEM side. In the past, an engineer had a defined task in a
vehicle program dealing with a limited number of suppliers on the next tier levels.

Today the same engineer has to take care about different vehicle programs, dealing
with a significant number of partners on different tier levels, and take into account the
requirements of other OEM’s in a partnership. Depending on the single project he has
to play different specific roles. Even the relationship OEM ⇔ Supplier can change
case by case and plays case by case specific roles [21]. For example in an OEM ⇔
OEM cooperation it is possible that OEM 1 provides small sized engines to OEM 2
and is so in the supplier role while OEM 2 provides bigger sized engines to OEM 1 as
supplier. In both cases potentially the same groups of engineers have to cooperate.

To tame the increasing complexity, the role of system integrators becomes more
and more important. Figure 21.11 displays this tendency.

To find a way to confirm relationships in such a network the PLM working
group of “German Automotive Association” (VDA-AK PLM) published the “VDA
Recommendation to harmonize data logistics in simultaneous projects” (VDA
4961/3, released in April 2012) [22]. The purpose of this recommendation is to
harmonize the CE organization and data logistics within the framework of col-
laboration in Simultaneous Engineering Projects (development partnerships).

The VDA recommendation assists the preparation and conduct of the project
work by:

• Classification of the cooperation models to differentiate the development part-
nership. The cooperation models classify the development partners according to
their role in the development partnership and assign specific characteristics to
them.

• Using the Simultanous Engineering checklist and the corresponding templates to
harmonize the data logistics in SE projects with regard to the predetermined
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cooperation models. The following topics are dealt with using the SE checklist
and the corresponding templates:

• Specific communication and CA infrastructure of the project partners
• Determination of data exchange formats for technical documents

(data exchange contents, quality and method)
• Process-oriented stipulations
• Project management, change and release procedures
• Determination of deadlines, times, costs and responsibilities
• Legal aspects.
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The recommendation is clustered into 4 parts:

• Introduction to define objectives, target groups and VDA activities
• Definition of different roles (Fig. 21.12)
• Criteria matrix for cooperation models
• Process model for implementation of a cooperation.

21.6 International Standards

In the 80s a large number of different CAD systems were developed. This made the
necessity for standards for data exchange obvious. At the beginning, dedicated
standards for drawings and 3D models appeared. In 1984 the development of STEP
started as a successor of formats such as IGES, SET and VDA-FS (Fig. 21.13). The
initial plan was to develop one implementation independent product data model for
all purposes. Because of the complexity the standard was modularized. In 1995 ISO
published the first initial release. Based on these modules different user commu-
nities could create application protocols that adapt the data model and definitions to
the specific requirements of the business. For automotive AP 214 was defined and
enhanced continuously [23].

With the upcoming internet technology new standards for XML schemata and
Web services appeared. With the new AP242 a consolidation of different appli-
cation protocols is going to be done and updated with new internet technologies.
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Beside CAD usage visualization of 3D data became more and more relevant. So
a broader community of people involved in product development could leverage
from 3D data but with a significant reduced size. In this area the JT-format became
more and more importance. So it was a major interest for automotive industry to
standardize this format. On December 2012 JT became ISO 14306.

21.6.1 Code of PLM Openness (CPO)

For commercial systems a kind of compliance check has to be developed which
helps to evaluate potential solutions on their integration abilities. The fulfillment of
this compliance check is a mandatory aspect for selecting the commercial solution.

To get a better overview of the capability of the solutions provided by the market
the automotive industry has defined under the leadership of ProSTEP iViP Asso-
ciation, a catalog of criteria of openness of systems and service solutions [24]. The
motivation to develop such a common document was to get a common view on:

• Standardized user-interfaces for different systems
• Compatibility of functions provided in different systems
• Subsequent use of upstream data
• Mastering complexity of IT landscapes
• Mastering IT operations
• Mastering data consistency and correctness

The aim of the CPO is to get transparency on openness of PLM software by
impartial, non-discrimination criteria graduated in “shall”, “should” and “may” for
criteria described in Fig. 21.14.
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628 A. Katzenbach



The intent is a voluntary self-commitment where it is possible for a vendor to
document his fulfillment of CPO criteria in a public statement.

The CPO community is open for everybody. In the first year of publication of
CPO in March 2012, more than 80 international companies joined the community.
Like the first definition, a voluntary group of specialists are working on the
enhancements of the paper as well as on implementation guidelines and recom-
mendations for adaption.

In a relationship between a user company and an IT vendor, CPO can give a
guideline for defining a contract. Here the general statements of CPO can be
detailed case by case in the specification of the cooperation and deliverables.

The defined “common language” of system openness is going to help everybody
in the community to get a better understanding and communication.

From the perspective of automotive companies, CPO will leverage the following
advantages:

• Sustainable reduction of IT effort for

– Integration of new application and systems
– Release—and system change
– Operation and maintenance effort

• Simplification of collaboration between system provider, IT-consultants and
user

– Common understanding and common semantics about PLM openness
– Rules and commitments for implementation
– Regulations for contractual decisions

• Optimization of system usage in business processes

– Utilization of best in class solutions from different vendors
– Acceleration of process—changes and optimization.

21.6.2 ISO 10303 (STEP AP 242)

The STEP application protocol 10303-242 “Managed Model Based 3D Engineer-
ing” represents a logical extension to the use of STEP for product data exchange and
product data integration in order to meet the demands of today’s manufacturing
industry and to keep pace with progress in the field of information technologies [25].

As part of an efficient standardization strategy, the two key standards for the
automotive and aviation industries, “ISO 10303-203—Configuration Controlled
Design of Mechanical Parts and Assemblies” and “ISO 10303-214—Core Data for
Automotive Mechanical Design Processes”, were combined to create AP 242 and
new concepts were added. On the one hand, this will safeguard the investments
made in the standardization and implementation of STEP in recent years, in
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particular with regard to the exchange of CAD data. On the other, the addition of
new functions will satisfy the demands of the automotive, aviation, aerospace, and
defense industries which act as the principal drivers and sponsors of this activity.

The most important new functions are:

• Composite materials,
• Kinematics,
• Enhanced product manufacturing information (PMI),
• Data quality in geometric models.

AP 242 also marks the introduction of a new architectural concept into STEP:
the Business Object Model. This represents the most important concepts and
information of a subset of AP 242 using the terminology employed by specialists
from the aviation, aeronautics, automotive and defense industries. To summarize,
the Business Object Model covers the non-geometrical functionalities of AP 242
such as product structure, document structure, meta-data, kinematics, and com-
posite materials. The Business Object Model forms the basis for an XML schema.
This standardized XML schema supplies the context for geometrical information
that can be represented in other formats (JT, native, PDF, etc.). This means that the
geometry related data in an AP 242 XML structure is mapped to external formats by
means of references. In addition, AP 242 also contains a new external element
reference mechanism. In the past, it was only possible to reference external files that
contained a geometrical model (e.g. from the assembly structure through to the
individual parts). Thanks to the new functionality, it is now also possible to ref-
erence elements in the external file (e.g. a curve, edge, axis). The external file may
be of any type (e.g. JT, native, or STEP itself). This is extremely important,
including for kinematics and PMI at assembly level. At the kinematic level, for
example, it may be necessary to be able to describe the structure in STEP and the
geometry of an articulation in JT.

AP 242 permits the long-term safeguarding of the investments made by industry
in data exchange and integration: It is upwardly compatible with the existing STEP
interfaces available in CAD systems. It also permits interoperability with other
formats such as JT (Fig. 21.15).

AP 242 is more than just a reengineered version of functionalities familiar from
existing standards such as STEP AP 214 or AP 203. It offers a genuine value
addition because it provides a response to the new requirements arising from
modern production technologies and engineering methods.

As aforementioned, AP 242 is intended to become the common international
standard for the manufacturing industry, across the various domains and sectors.
The aim is to provide a robust, powerful foundation for constructing sector and
enterprise-specific solutions. The modular nature of the standard means that
industry as whole, individual sectors, individual enterprises or individual users can
select the information that is tailored to their specific requirements. This can then
form the basis for constructing context-specific information or other services. The
modular approach also means that AP 242 can be introduced more quickly by
industry.
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A common cross-industry standard also has advantages for system suppliers.
Globalization is resulting in the same tools being used worldwide, irrespective of
whether the product being developed is a car, a plane or a satellite.

AP 242 covers the entire development process from the early planning phases
through to operation. Because AP 242 has been harmonized with existing solutions
for product lifecycle support, this transition will not result in any discontinuity in
information provision. The following list of use cases is not exhaustive. It is simply
intended to indicate the wide range of applications of AP 242:

• Replacing technical drawings: Engineering design using a 3D master model
containing all the information that is usually found in a technical drawing, e.g.
PMI (Product and Manufacturing Information).

• Long-term archiving.
• Viewing: Structure, geometry and metadata of a product are displayed in a

viewer in order to make it possible to check the dimensions, shape, adjacent
parts, etc. Product data and non-geometrical metadata is represented in AP 242.
CAD and visualization data is represented in other formats that can be refer-
enced from within an AP 242 depiction. Other formats are more suitable than
STEP for the lightweight exchange of geometry data, in particular for viewing
purposes. However, it is only in combination with AP 242 as the process
backbone that the full benefits of this type of application can be exploited.

• Multi-body simulation: AP 242 makes it possible to describe kinematic struc-
tures (links, articulations, pairings, movements, etc.). These are extended by
geometric models such as JT, for instance. Links from the kinematic structure to
the geometric elements are established via external references.

• Maintenance: Lifecycle support is not the primary aim of AP 242. Despite this,
AP 242 provides the product development and engineering-related information
about a product that is required to make lifecycle management possible. To this
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end, AP 242 has been harmonized with the STEP standard on product lifecycle
support.

One of the main feature in the new STEP extension is its deep interoperability
with ISO 14306 (JT) which covers the recently standardized concept of digital
engineering visualization (see Chap. 11) based on experiences in various industries
[26]. JT covers capabilities which fulfill the demands for visualization and data
exchange of complex products like car or aeroplane in an uniformed way. Although
JT can be used standalone with corresponding tools, as practiced successfully in the
past decade, it becomes even more powerful in combination with STEP AP 242,
in particular in case of supplier integration which is described in the following
Sect. 21.7.

21.6.3 ISO 10303 and ISO 14306: A Powerful Combination

JT and STEP AP 242 are on the way to change CAD based development and gain
much more benefits out of 3D data than possible in the past.

The ISO standards provide a reliable and sustainable definition for product
describing data including product structure and behaviour models.

Powerful low cost or freeware solutions will appear for a more intensive use of
product data. Special solutions for ultra-light weight descriptions under JT defini-
tions are on the way to be established.

For DMU and other integration processes international and multi partner col-
laboration can be defined in a new way. Here the specific solutions of each partner
can be respected as long as he is committed to the two ISO standards [27].

Design in context solutions have a better chance when they support JT and AP
242. This will enforce the reincarnation of the special CAD solutions for dedicated
tasks. Secondly special solutions will be developed directly using JT definition. The
one fits all CAD “Dinos” might have a tough future [28].

21.7 Supplier Integration

The value addition in many industries is decreasing on OEM side and increasing on
supplier side (Fig. 21.3) [29]. In the automotive industry suppliers often deliver
complete car modules such as door panels or dash boards. Therefore, supplier
integration is a highly challenging task, on the one hand, and promising substantial
savings when executed efficiently, on the other hand. As it belong almost the entire
functions of an enterprise [30], further explanations in this section will be focused
on the field of the engineering collaboration (see Chap. 7).

The integration concepts depend primarily on collaboration roles, as highlighted
in Fig. 21.12 [22]. In case of deep collaboration (development partnership, general
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contractor, system supplier) a performant PDM-PDM exchange or interoperability
is mandatory and already implemented in many cases (see Chap. 16). This
exchange encompasses workflows, structures and all related documents which are
exchanged or shared by a pre-defined process frequency which ensures that the
related contents can be kept up-to-date. This concept is highly challenging for both
parties, expects clearly defined processes and operational excellence. The underlied
software solutions are usually powerful and expensive.

As a derivation of this concept, most OEMs allow their suppliers to exchange the
CAD and PDM data by using smart PDM clients. Apart of costs for a performant
web connection and efforts for manual handling of exchanged data, this concept
gives a clear interface with well defined, limited functionality which allows the
definition of clear responsibilities between the parties. Nevertheless, this concept
has been seen not entirely satisfying the needs of many suppliers which have no
demand for continuous exchange on daily basis. In this case suppliers can employ a
service provider which conducts the data handling, exchange, translation, and
adaption. This concept is promising if it can be used to perform the customer
process to all OEMs [31]. It requires no invest, defines a clear interface to cus-
tomers and causes costs per use only.

In case of module, component and part suppliers, the deep PDM integration is
not required. For that reason, a data exchange with product structure, related CAD
models and small extent of PDM data is a feasible way to fulfill needs of both
involved parties. In such a concept, a data package is exchanged between parties.
The geometry data can be exchanged as native data or neutral files (STEP, JT).
Product structure and attributes of assemblies and parts are stored in a PDM header
file (PLM XML or STEP). While system landscapes in context of global sourcing
processes are typically heterogeneous the usage of ISO standardized data formats
(JT/STEP AP242) for data exchange is getting more and more important. Such
STEP assembly manager (SAM) is capable to exchange not only entire structures in
desired approval status in bidirectional way, but the limited extent of initial package
too which is subject of engineering change. Figure 21.16 gives an overview of the
process landscape in such supplier integration scenarios. These processes are
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validated in automotive industry in several pilot projects e.g. with global auto-
motive suppliers.

The results of these JT-based data exchange processes are very promising and
further potentials in using JT instead of native 3D-CAD data in collaboration
processes are identified e.g. in the fields of data preparation, handling and storage.
To reach such a duo of complemented and ISO standardized data formats a lot of
work has to be done [28].

21.8 Knowledge-Based Engineering

“Design Templates” as knowledge-based applications are a comprehensive
approach for archiving and managing all essential information in a standardized
product and process description (see Sect. 10.4).

Each car line, each assembly, each component contains various and numerous
artifacts that influence dedicated development steps. Starting with the conceptual
design, crossing all design stages and ending with data archiving, sophisticated
development methods and IT solutions must be ensured [32]. Seamless and just-in-
time information providing all downstream processes and an unambiguous and easy
performable process definition are assumed [33]. Using template technologies is the
key to handling most of these aspects in a modern CAD system. The schema in
Fig. 21.17 shows the different kinds of templates structured by the level of
geometrical completeness [34].
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Application of concept templates includes main characteristics of vehicle models
such as sedan, convertible, station wagon, or SUV. They are the foundation for best
practice design concepts. The digital validation of functional principles is the task of
study templates. The detailing of such a validated concept leading to a full geo-
metrical description of parts, including relevant information for manufacturing and
final assembly, can be done in part templates. Within all layers, the design engineer
can use specific templates for the different modules of a vehicle.

To provide the opportunity to include all geometrical and non-geometrical
information independent of the process step, a specific PDM archiving concept has
to be developed. It enables data retrieval with different points of view. A generic
information structure, independent of the level of detail, is the base of the archiving
templates.

This structure is a summary of different information aspects of a comprehensive
product description. Depending on the concrete development task, the necessary
information is activated and shown in the expected context. The structure distin-
guishes between parts with product part number and so-called arrangement (support
elements). The generic information set creates the structure for all input data for the
templates and links all underlying datasets existing in the PDM database to the part
description.

Only a suitable PDM solution can ensure such a dynamic information flow. The
sophistication of CAD functions requires a higher level of PDM capability [35]. A
real valuable benefit can be achieved only through the integration of CAD and
PDM. In addition to the known PDM requirements, such as configuration man-
agement, versioning, and release and change management, the capability to
administer constraints are essential. This means especially the constraints between
geometrical elements and parameters within parts as well as constraints between
parts and subassemblies. More than 2,500 links are needed to define an entire body-
in-white structure within a concept template. This link management gives the
capability of dividing complex structures into template based and usable part
structures. Without this capability, it would be impossible to share the complete
information and knowledge of a multi-part assembly among numerous design
engineers. The mandatory use of template-based design processes leads to a con-
tinuous improvement of the design maturity, from the early phase down to detail
design, and prevents countless iteration. The reuse of these approaches depends on
the degree of flexibility and adaptability of the predefined templates. The predefi-
nition, by using knowledge-based form and function features, facilitates this reus-
ability. These feature applications are not only part of detail design, they can also
define and mutate conceptual structures through an internal protection structure.

Using knowledge-based templates is an appropriate approach for integrating
proven concepts or systems into a new product design [36]. They contain all the
information necessary to define the technical behavior in a general context. The
disadvantage of this approach is obviously the intensive effort needed to define and
maintain a universal template concept that considers all potential variants of future
design instances.
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To succeed in the development and deployment of such a sophisticated concept,
technical and conceptual aspects must be considered. The most important part of the
game is the human being—the engineers and designers who have to perform this
new process and methods.

21.9 Conclusion and Outlook

In the last decades from the early beginning of engineering IT until the millennium,
the IT-vendors were in a concentration phase. Lots of mergers and acquisitions
were done. In parallel the user side also started with a variety of systems and ended
up mostly in a monolithic approach. These systems are developed and customized
with a clear focus on OEM internal process demands, but are mostly inflexible and
scalable only with high effort.

Given the current and future complexity of product development with the huge
product differentiation, the increasing number of partners involved and the tendency
of internationalization of product development and production, this monolithic
system strategy inside automotive OEMs is not sufficient anymore. On the side of
partners each supplier was forced to run the monolithic system environment of each
OEM.

The upcoming demand on system engineering will bring in some more process
demands which can only be partially fulfilled by the current solutions. Today it is a
competitive advantage to establish a collaborative process environment between two
partners (OEM ⇔ OEM or OEM ⇔ Supplier) in a short time. However the mono-
lithic systems in place today prevent a fast setup of a collaborative environment.

To overcome this situation, a more modularized system environment is required.
But this cannot be achieved in one big bang; it must be realized in a step by step
approach. SOA are the key technologies for this journey. However it is not only a
technical or commercial question. It is also an organizational change, on the user
side as well as on the side of IT responsible.

Initiatives such as “CPO” and standards like ISO 10303-242 and ISO 14306 are
the key enablers.

The process development of systems engineering with a clear methodical ori-
entation along a requirements, functions, logics, and physics (RFLP)-approach will
bring in additional demands. A continuous development of systems and methods
based on SOA and international standards will help establishing an engineering IT
world, where concurrent engineering spanning over different domains, companies,
and regions should be possible with the same efficiency as inside each company.
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Chapter 22
Concurrent Engineering in Machinery

Jožef Duhovnik and Jože Tavčar

Abstract Application of concurrent engineering (CE) to machinery has to consider
the type of production (individual, serial), product complexity and level of design.
Product development (PD) involves four characteristic levels of design that requires
specific activities. The characteristic design levels require definitions of the activ-
ities for providing the necessary software and other support for all phases of the
design process. The following four levels of the design process have become
established in the professional literature: original, innovative, variation and adap-
tive. Systematic analyses of product development processes (PDP), workflows, data
and project management, in various companies, has shown that specific criteria
have to be fulfilled for CE to be managed well. It is very important to consider the
involvement of customers and suppliers, communication, team formation, process
definition, organisation, and information system to fulfil minimum threshold cri-
teria. The quality of communication and team formation, for example, primarily
affects the conceptual phase. An information system is useful predominantly in the
second half of the design process. It is shown with typical examples what is
important in each PD phase. In the second part of this chapter reference models for
CE methods are presented for PD in individual production (CE—DIP), in serial
production of modules or elements (CE—DSPME) and in the manufacture of mass
products (CE—DMMP) with an example from household appliances. The reference
models for CE methods map PD phases and CE criteria for each type of production
and have to be used together with case studies. They help to recognise strong and
weak points of a CE application and show a way to improve processes and
supporting CE methods.
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models � Design levels � Product complexity � Concurrent engineering criteria

J. Duhovnik (&) � J. Tavčar
Faculty of Mechanical Engineering, University of Ljubljana, Ljubljana, Slovenia
e-mail: joze.duhovnik@lecad.fs.uni-lj.si

© Springer International Publishing Switzerland 2015
J. Stjepandić et al. (eds.), Concurrent Engineering in the 21st Century,
DOI 10.1007/978-3-319-13776-6_22

639



22.1 Introduction

Product development (PD) involves four characteristic levels of design [1]. Each of
them requires specific activities (Fig. 22.1). These characteristic design levels
therefore require definitions of the typical activities in different product life cycle
phases. On the basis of the above design levels, design tasks can be specified and
assigned to them. Better understanding the needs of the various activities enables
the creation of better software and other support for the different phases of the
design process. There are four levels of the design process: original, innovative,
variation and adaptive.

Original design means the design of entirely new products, whereby a new
working principle is determined for a new or known function. In the process of
designing from scratch, one therefore needs to define the working principle, model
of shape, functionality and technical shape.

Innovative design means the design of products by varying the working prin-
ciples which fulfil the required function to an optimum degree. In innovative design
one needs to define the model of shape, functionality and technical shape.

Variation design means the design of products for different loads or capacity
levels. At variant design products have comparable models of shape. In variation
design one needs to define the (added) functionality and technical shape.

Adaptive design means the design of products by adapting their dimensions to
the technical and technological possibilities for their manufacture. In adaptive
design one needs to define the technical shape. This shape is conditioned both by
optimization of micro-technology (special features of the manufacturing technol-
ogy) and by the shape design of details (ergonomics, assembly, etc.). Adaptive
design is a dominant type of design and typical of the engineering change process.

Characteristic design phases are: design planning, conceptual phase, system
level design, detail design, testing and refinement, production ramp up [2]. During
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their work, designers will require different types of support, depending on the phase
of design or abstraction of the product they are working on [3–5].

A product’s complexity (Fig. 22.2) has an important influence on the product
development process (PDP), presented from different points of view. Individual
stages in PDP should be optimized in accordance with the type of the production
process and the product’s complexity. Products have different types of complexity
(Fig. 22.2) [6]. A complex product is seen as a comprehensive product from its
design point of view, e.g., a camera mechanism. Simple products in mass pro-
duction are often very complicated from the technological point of view (e.g.,
electric bulb). The adjustment of products to customers often results in a vast
number of variants, which are difficult to manage (e.g., household appliances).
Products composed of a vast number of different elements are also complex. Each
type of complexity requires a sound arrangement of selected phases in PDP
(Fig. 22.3). For example, a product that is complicated from the construction and
technological points of view requires a detailed preparation while products, com-
posed of many elements are complicated from the view-point of logistics of supply
chain and production. The PDP, described on the basis of some characteristic
examples of product’s complexity and volume of production, is presented
(Fig. 22.2).

A product is defined with basic data as function, shape and its structure. Material
is a dependent parameter, which defines volume and capability of the product in
different environments. If the complexity of a product is increasing from a simple
mechanical element or structure to a complex system with parameters: function,
structure, shape, material, and organisation, all those five parameters define the
product. Interaction between the five parameters is happening inside the golden
loop as explained in the next section (Fig. 22.3).

Fig. 22.2 Examples of different types of product’s complexity. Complexity of the product:
A Complexity of the product’s design. B Complexity of the product’s manufacturing processes.
C Number of variants. D Number of parts
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Fig. 22.3 General PDP
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22.2 Generalized Model of a PDP

The generalized model of PDP (Fig. 22.3) helps us understand and compare pro-
cedures in different types of production and, thus, find the most appropriate
methods for an enterprise. New PD begins with an idea. In the first invention loop
specification needs to be transformed into the development goal, a first version of
product specification [7]. Stimulating employees to be creative and collection of
proposals for new products must be enabled throughout the company and also from
outside the company, service personnel and salesmen being the most important
participants. New product ideas collection needs to be supported with idea
assessment and company strategic development planning.

In the planning phase that includes systems engineering and research the new
product idea should be transformed into a project definition. Product design is
finally executed inside the golden loop. Product level and complexity define how
dominant particular design phases are. At the variation and adaptive design level
most of the activities are executed inside the golden loop. At the original and
innovative design level the research loop is much more important. For research of
working principles specific tools like the Matrix of function and functionality can be
helpful [4, 7].

CE principles are included in several iterations or loops [7]. When the conceptual
design is created within the golden loop it is checked several times through all kinds
of criteria. If there is a decision at an assessment point that a product design is not
satisfying market requests and specification the design iteration is stated again. The
generalized model of PDP helps us understand and compare procedures in different
types of production and, consequently, find the most appropriate methods for a
specific enterprise. Each phase requests specific support [8].

In the process we should start with identification of needs. The interdisciplinary
team, which has members from different areas depending on the product and used
technology, prepares the description of needs for a clear definition of requirements
[9]. Some researchers propose needs, others propose requirements as a starting
point. We believe that needs from consumers, market, or nature are the main trigger
for any new design. Needs have usually not been articulated clearly and for that
reason the interdisciplinary team has the task to articulate needs as a first level of
requirements. If during the R&D and design processes some new requirements are
recognized, the same interdisciplinary team could redefine them in the next phase.
This means, that requirements are collected during the whole new PDP. For that
reason the research and development process invades the whole process at all. The
process is stopped when goals are achieved.

The objective of this chapter is to develop a method that helps production
companies recognize weak points in their PDP and improve their approach of CE.
Analyses in various companies have showed that specific criteria have to be ful-
filled for PD to be managed well. The impact of an individual criterion depends on
the type of production. A clear definition of the process and its organization is
important for all PD phases.
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22.3 Concurrent Engineering Methods for Product
Development

All phases of the product lifecycle need to be taken into account at the planning and
conceptual design phases, while also the entire product family and possibilities for
upgrading have already to be envisaged. Expected results are better products and a
reduced number of changes in later phases of PD and, especially, after production
launch [10]. An appropriate assessment of CE methods is important for the CE
improvement process. Lawson and Karandikart [11] has recognised six criteria that
identify a number of common barriers to implementing CE: knowledge of CE,
measurement of current and identification of future states, provision of a scoring
system, ease of application, involvement of relevant people, identification of key
phases for change. Ainscough et al. [12] suggest the combination of self-assessment
and an implementation workbook for organisations to manage the change towards
CE. Self-assessment includes PDP, teamwork, IT, supply chain and project man-
agement. Hrzek et al. [13] recognises several key performance indicators for con-
tinuous improvement of business processes: information by documents, degree of
communication, degree of process description and process stability. Other authors
[14] are measuring benefits derived from using the CE methods. Some of the
presented models are general [11], others have specific application in construction
engineering [14] and have, therefore, limited value for machinery.

Seven key areas that define the level of CE in PDP were recognised. CE models
from the literature [10] were compared with specific requests in the machinery
sector and known CE assessment models [11, 12, 14]. The authors have tested and
supplemented the CE criteria during several product lifecycle management (PLM)
application projects and process analyses. The CE criteria or methods are presented
below, first in general form, later more specifically for different kinds of production
processes. Our key criteria or methods for CE are:

1. Interaction with customers (sales, distribution)
2. Involvement of suppliers (supply chain)
3. Communication (human interaction)
4. Team formation (different skill, all skills involved)
5. Process definition (workflow)
6. Organisation (soft organisation)
7. Information system (interoperability, dynamic structures).

Each CE criterion (Fig. 22.4) has five maturity levels for assessment, which have
been defined for each CE criterion section. A higher maturity criteria level includes
lower levels in general. Some maturity levels can be treated independently from
others. This means that implementation of a higher-level CE criterion does not
assure the adoption of a lower level. CE criteria and maturity levels are used later in
our reference models for CE methods for different types of productions. The criteria
and their maturity levels will be explained in the following paragraphs.
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22.3.1 Interaction with Customers

As each product needs to fulfil customers’ requests, permanent involvement of
customers into PDP is essential. The whole cross-functional PD team needs to
understand customers’ requests. It is recommended that the whole core team par-
ticipates in market research from the beginning. For end-user products it is nec-
essary to involve users from specific markets in product assessment at PD
milestones [2]. Kevin and Waleed [15] has proposed computer-aided product
design that enables presentation of solutions and product details in a meaningful
and understandable way to customers already in the conceptual phase. Assessment

1 Interaction with customers 2 Involvement of suppliers
1.1 Written specification of customer’s requests 2.1 Suppliers are monitored according to APQP 

(Advanced Product Quality Planning)
1.2 PD team participation at collecting of customer’s 

requests
2.2 Suppliers are selected as long term strategic 

partners 
1.3 Customer is involved at product validation 2.3 Established information connection for document

exchange (PLM)
1.4 Customer is involved at project mile stones 

checking
2.4 Active participation of suppliers in conceptual and 

later phases of PDP  
1.5 Active involvement of customer at product

development
2.5 Systematic long term development of suppliers 

3 Communication 4 Team formation
3.1 PD core team is collocated in one office 4.1 Multidisciplinary PD core team with product 

specific knowledge and PDP methods is set up
3.2 Established communication rules and time tables 4.2 Project manager and team members master CE 

methods 
3.3 Infrastructure for communication with external 

team members (video conferencing, data 
exchange) 

4.3 Decision making procedure is defined

3.4 Established traceability of communication history 
(accessible records)

4.4 PD team has supporting structure (prototyping, 
testing)

3.5 Proactive communication competences of internal 
and external team members  

4.5 External teams are well integrated into core PD 
team

5 Process definition 6 Organisation
5.1 Defined product development phases with inputs 

and outputs 
6.1 Project oriented organisation of product 

development
5.2 Systematic review of product development at 

milestones
6.2 Advanced level of project management (trained 

personnel, planning, supporting methods)
5.3 PD process definition is well understood and 

practiced by project teams
6.3 New product development team can be focused 

to project (splitting from existing production)
5.4 CE methods are built in the PD process and 

defined at level of details
6.4 Organisation enables fast and efficient 

cooperation with external teams and early 
involvement of suppliers

5.5 Project definition is integrated into project 
management and information support

6.5 Organisation is supporting smooth transfer of PD 
results into production

7 Information systems
7.1 Established product data management (PDM) for actual and past projects

7.2 Computer supported work and outputs at all phases (high level of visualisation enable communication)

7.3 Product development processes are integrated into PLM workflow configuration

7.4 Integration of external teams into information system

7.5 Integration of product development processes and data with other business processes

Fig. 22.4 Summary of the 7 assessment criteria
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criteria for interaction with customers are summarised in Fig. 22.4. The first level is
a written specification of customer’s requests. Customers’ involvement can be
planned for product validation or milestones checking. The highest level is per-
manent customers’ involvement during a PDP.

22.3.2 Involvement of Suppliers

Early involvement of suppliers into PDP is one of the key elements of CE if they
are selected as long-term strategic partners. Innovative solutions in the conceptual
phase of PDP have bigger potential than the cheapest supplier who is selected in the
last moment.

A web-based PLM system can improve communication between customers and
suppliers [16]. Volkswagen, e.g., has developed a methodology for efficient han-
dling of requirements for mechanical parts [17]. Maturity levels for involvement of
suppliers are presented in Fig. 22.4. At the first level suppliers are monitored
according to the APQP methodology. This means that suppliers need to prove to
customers at project milestones that they work according to the plan and to quality
targets. Established information connection for document exchange can addition-
ally improve communication between suppliers and customers. The highest level is
active suppliers’ participation throughout all PDP phases. The presented maturity
levels can be treated independently from others. Long-term development of sup-
pliers is not a guaranty or a request for implementation of the first four levels.

22.3.3 Communication

To support development, it is important to identify relevant communication chan-
nels as well as the frequencies and contents of communication [18]. The predom-
inant type of communication varies considerably with the design level. At the new
PD level, the world outside a company serves as an important source of informa-
tion, while creative dialogue predominates. At the level of variants, designers are
considerably more limited and dependent on the information that has been gathered
and stored within the company. The distance between team members influences
communication. The location of a development team in a common office or design
studio stimulates informal communication (Fig. 22.5).

The following forms of communication have been recognized: creative dialogue,
review and approval, informing team members and searching for information [19].
The type of communication varies with the phase of PD. During the conceptual
phase many considerations are to be taken into account and harmonized, and many
decisions to be made. This part of the process can hardly be formalized. Informal
communication is very important, since it is the source of creativity. Physical
proximity between project team members is the best way to accomplish a creative
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dialogue [2]. In later phase the range of people requiring access to product data
becomes wider. Thus, access to the electronic forms of documents and communi-
cation via an information system is very important. Helpful are also web-based
applications for managing informal communication based on 3D-mediated
communication [20]. The results of communication analyses were used to optimize
the processes and set the organizational structure. Assessment criteria for com-
munication are summarised in Fig. 22.4. It is an advantage if a core team is
collocated in one office. Communication with external or dislocated team members
can be improved with equipment for video conferencing and data exchange. At the
highest level, technical equipment is supplemented with communication compe-
tences of team members.

22.3.4 Team Formation

Before the start of a project preparation activities need to be executed as pre-
requisite of successful work. The goals should be set clearly; adequately trained
individuals should be selected with care. For good co-operation, the team members
should have complementary, and partially also the same, knowledge [21, 31]. Team
members need to have specific skills, such as QFD, APQP, FMEA, SPC, design of
experiments, six-sigma or other quality methods. The use of different methods
stimulates cooperation inside a PD team for achieving better products.

The project leader has to adjust his role to the team’s lifecycle phase [22]. The
leader must ensure the clarity of goals, unanimous adoption of the work method and
building of trust in the initial phases of the project, as well as encourage commu-
nication [23]. Each team member must be independent and must show initiative.
Individual skills, such as, for example, knowledge of a foreign language in a
multilingual team, cannot be mastered overnight, which should be taken into
account as early as team formation [19]. Members of a team should together cover

Separation Distance, Meters

100 20 30 40 50 60 70 80

5%

10%

15%

20%

25%

30%

P
ro

ba
bi

lit
y

of
C

om
m

un
ic

at
in

g
at

Le
as

t O
nc

e
pe

r 
W

ee
k

Fig. 22.5 Probability of communication and separation distance [2]

22 Concurrent Engineering in Machinery 647



the paradigm of the product to be developed. It is the spirit, which introduces the
product on the market. The paradigm is presented as a cloud of axioms. An
interesting approach for CE task-team assignments is the use of cell-formation
models and group-technology principles [24]. Maturity levels for team formation
are presented in Fig. 22.4. The first level is the setting up of a well-structured multi-
disciplinary PD core team. The second level requires that project manager and team
members master CE methods besides technical knowledge. A clear and well
understood decision procedure positively impacts team efficiency. At the fourth
level importance has been recognized of the core team supporting structure with
prototyping workshops and testing laboratory. At the highest level there is a smooth
integration of external teams with the core PD team. It includes a formal procedure
to activate a new external team and openness of the core team to new external ideas.

22.3.5 Process Definition

Implementation of CE requires a detailed process definition, which should be well
understood by all participants. A PDP has characteristic milestones. Its execution
should be in line with the company’s special features and goals [2]. Examples of
typical processes depending on the type of manufacture are presented in the next
section. A common mistake in practice is to use the same process for small adaptive
projects as well as for new PDs. This causes a great deal of waiting and long lead
times during small projects—runners [25]. A clear division of processes and people
who are in charge of them has proved to be successful. Workflow in an information
system significantly contributes to traceability and transfer rates between individual
workplaces [6]. It should be taken into account that development always involves a
large degree of unpredictability. It also often turns out that additional research is
necessary, as well as cooperation with external suppliers, customer approvals, etc.
An effective PDP ensures reliable operation, especially in exceptional cases.
Decision-making is often the bottleneck during a PDP. A good process also con-
tains clear delimitations of competencies concerning decision-making and inter-
ventions in the case of complications. A multi-stage decision-making model is
helpful in the case of complex products [26].

A PDP can include a specific methodology like a set-based CE approach [27],
where a PDP starts with multiple design alternatives. Opposed to traditional design,
set-based CE allows more than one design to proceed concurrently. The Design
Structure Matrix facilitates a more structured approach at highly complex systems
design [28]. Computer simulations and modelling of overlapping activities improve
understanding of potential risks in complex processes [29]. Maturity levels of
process definition are summarised in Fig. 22.4. The first level is the formal defi-
nition of a PDP. At the second level there is a systematic review at milestones of a
PDP and triggering of needed corrective actions. At the highest level there is an
integration of CE methods into a PDP and an integration of PDP with project
management and information support.
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22.3.6 Organization

The organizational structure should support CE during a PDP. It is important to set
up a project organization that enables smooth execution of activities throughout all
PD phases [6]. A functional or departmental organization provides deep knowledge
but it can create also boundaries between different phases. An organization has to
stimulate sharing of resources and tracking PD goals. For effective work, it is
necessary to distinguish small projects on the adaptive design level from projects
intended for developing new products [25].

Additional research can be time consuming. One of the possible solutions is
setting-up flexible working hours, related to the amount of work. An additional
useful measure is the sharing of employees (sharing resources) between depart-
ments or projects. This would mainly involve specialists for specific areas, e.g.,
surface treatment, noise and vibration, especially in the case of technically
demanding products. It is recommended that team members should be prepared in
advance to tackle typical problems. For good use of the capacities, it is necessary to
ensure a good overview of the occupancy and flexibility when work is assigned.
Each innovative organization should care for a network of external specialist with
deep knowledge. It is important to be able to activate external experts fast without
losing time with formal agreements.

Assessment criteria for organisation are summarised in Fig. 22.4. The first level
is to set up a project-oriented organisation. An advanced level of project man-
agement implementation is a request for the second level. For the highest level it is
necessary to have efficient cooperation with external teams and suppliers. A project
organisation also needs to support smooth transfer of a developed product into
production. There should be competent staff to take over the new product into
production and experts from the core team need to be at least part-time available in
the transitional period after transfer to production. Reference solutions are given in
the next section for different types of manufacture.

22.3.7 Information System

An information system constitutes the necessary infrastructure for effective CE
because during any PD PLM software has proved to be very suitable to support CE
PD inside a company and also in a supply chain. Electronic communication is very
convenient for informing team members, but it cannot replace a creative dialogue
within the team [19, 31]. Configuration of a generic PLM system can be upgraded
with a specific application like product relationships management for several life-
cycle phases [30].

Documentation of an entire product family and planned variants are possible
results of PD that need to be stored in and accessible with an information system.
An extended product structure serves as the starting point for the preparation of
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variants at the variant and adaptive level of design [6]. The process for the prep-
aration of variants can be considerably shortened when data and knowledge was
documented already during PD. One must also make sure that new findings, e.g.,
from tests performed on the models, are also entered in the information system, so
that they would be easily accessible later. The preparation of variants impacts the
production process. Communication between variant developers and production
people heavily relies on data that have been formally entered in the information
system.

Maturity levels of information system are presented in Fig. 22.4. At the first level
a product data management (PDM) system needs to be introduced. A PDM/PLM
system is a meeting point for project team members where all project-related
documents are available. At the second level an advanced level of visualisations
tools is requested. Clear presentation of components and assemblies with 3D
models and viewers is necessary for inter-team communication, especially in a
spatially distributed environment. At the advanced level of PLM implementation
PDP specific workflows are available for change management and for milestones
approval. This level also involves external team members. At the top level the PDP
is integrated with other business processes.

In the next section some examples of CE PDP are discussed, which have been
adapted to individual types of production. These examples are based on the authors’
many years of experience with the implementation of PLM and process analyses, as
well as their personal experience from working in various companies.

22.4 Reference Models of CE Methods for PDP

Application of CE in PD needs to consider specific requests of different types of
production. In machinery three types of production have been recognised.

• Individual production (CE—DIP)
• Serial production of modules or elements (CE—DPME)
• Manufacture of mass products (CE—DMMP)

Application of CE in PD is different for individual and serial production. Indi-
vidual production is presented with an example from tool manufacturing. There are
additional specifics in individual production of steel constructions or machines. The
case studies demonstrate important characteristics and a systematic approach that
helps to recognise details important for CE. The approach is sufficiently generic to
be applicable to different companies.

There are more similarities between serial production of modules and manu-
facture of mass products. There is an example for serial production of vacuum
cleaner motors. A typical customer is a company that integrates the modules into
final products. Manufacture of mass products is typically done for end users.
Therefore, attention needs to be put to marketing and understanding of end-user
needs. An example is presented from household appliances.
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Reference models have been set up on the basis of analyses of several real
companies. Analyses were done during application of CE methods and PLM
software by the authors. Good practice was upgraded with new technology and
methods. Reference models run through several iterations. They were used at CE
and PLM projects and then they were improved at each next project.

The reference models for CE methods include matrices with recognised specific
questions and recommended tools and methods in each PD phase (Figs. 22.8, 22.11
and 22.13). General PDP is presented with characteristic details for individual and
serial production. The reference models interconnect PDP phases and recognised
CE methods as presented in Sect. 22.3. Each CE method or CE criterion has five
maturity levels. In the reference models it is specified what level of maturity of a CE
method has to be implemented at each PDP phase. The reference models need to be
used together with case studies because they demonstrate in an illustrative way
what is important and what different methods of CE have to be applied to each type
of production. Application of a CE methodology has to start with analysis of an
existing process. Added examples demonstrate how to recognise weak points and
show ways for improvements.

22.4.1 PDP in Individual Production (CE—DIP)

Tool production is a typical example of individual production classified as variation
or adaptive design. Design and production of tools require specific knowledge and
equipment. Tools are recognised as products of minor complexity from the point of
view of design, technology and number of variants point of view (Fig. 22.2).
Tooling is an indispensable part of each serial production. It has, therefore, special
importance.

In individual production (e.g., tool manufacture, machines, production lines and
supporting structures) results have lower interdependency. Often, only the design
documentation is prepared, while experienced workers themselves define the details
of the manufacturing process. A decision on a change can therefore be a simple
agreement between the chief designer and a production worker. However, direct
decision-making during PD may be dangerous if it does not include an entry of
changes in the design documentation.

All tools are produced for a specific customer, i.e., made to order. Production to
order differs strongly from production to stock. Tool manufacturers are specialized
in the technology used in the tool. The dynamics of tool technology development
do not play a significant role, while this is on the level of variation design and, later,
variation production. Components change only with respect to their dimensions,
both in supplies and production, but their function does not change. A high degree
of standardization and unified standards in production enables mutual cooperation
between individual tool-making factories and the suppliers of materials and com-
ponents. A sequential production method is characteristic for simpler tools, while
work within larger projects and with shorter deadlines is performed concurrently.
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In individual production, the boundaries between individual phases are blurred:
the design engineer frequently participates in preparing tenders, orders the materials
in advance, if necessary, and comes to the rescue if complications appear during
production. The nature of developmental and design work has its own rules. The
course of the work cannot be planned in detail. New perceptions are established
during implementation, which result in certain changes. In individual production,
unpredictability applies not only to design, but also to machining.

A general description of a tool production using a functional model (IDEF0) is
presented in Fig. 22.6. The information flow or sequence of functions follows a
product lifecycle from its ordering, designing, and production to shipping. Here the
flow of events is followed irrespective of departments or individual workplaces.
Each function or activity is represented by a rectangle designated by a name and its
level in the hierarchy. Data or materials input takes place on the left side and output
on the right. Mechanisms or resources are listed below the rectangle or function,
and above the function are limitations and controls.

22.4.1.1 Analysis of Information Flow in a Toolmakers Factory

A critical assessment of the contents and review of paths have been performed for
all documents, namely, in what sequence and where the contents have been created,
confirmed and used. The interdependence of activities was analysed using cross-
comparisons. Analysis of the production process shows that individual tasks must
be performed in sequence [30]. For example, it is not sensible to begin preparing
design documentation before formal confirmation of the contract. Preparation of a
tender consists of the setting up requirements, a technical solution preparation,
evaluation of the technological feasibility and calculations. The first step is the
specification of requirements, after which the following steps can be performed
concurrently. It is necessary to take into account, as early as the conceptual design
phase, the costs and possibilities of production with respect to the available machine
pool. On the other hand, the preparation of a tender for the tool is predictable and
not time-consuming, making a sequential course of tender preparation often
acceptable.

The first part of preparation of design documentation takes place in the
conceptual design phase. At this point, the designer checks the tool as a whole and
the interdependence between components using a 3D presentation. An extended
conceptual design phase ensures that the tool structure remains unchanged later in
the process, as does the independence of individual components. This enables
concurrent work on individual parts of the tool and division of work between
several designers. At the same time, one can already determine the size of preforms
for critical parts and give the go-ahead for their ordering [25].

Analysis of the work process shows the phases that may be overlapped: tender
preparation and design, production of parts and assembly, while the purchasing
department for parts and components must have a good response time. The
conclusions of analysis are listed below.
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• Process chain through the entire tool production process from order to delivery.
• Close link between the development of serial products and tool production.
• Information connection and close relationship with key component and material

suppliers.
• Products for individual production should be built in a modular way, with a

reliably working core, which makes the adjustments more predictable.

Fig. 22.6 Functional analysis of tool production (IDEF0)
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• The information system guarantees a good overview of the situation in a
company—delivery times, current situation in the production process, recorded
mutual exchange of information.

• It is necessary to ensure that individual decisions in the development process are
recorded, so that the general picture is not in an individual’s mind only.

Some of the recognised potentials for improvement of PDP in individual pro-
duction were found as good practices in successful companies. The other
improvement options are conclusions from information flow analyses and assess-
ment of emerging information technologies and methodologies. The improvement
potentials presented bellow in a comprehensive form is a desired situation for
individual production. Each company needs to analyse its PDP individually and set
the importance and optimal implementation way of suggested improvements.

22.4.1.2 Process Chain Through the Entire Tool Production Process
from Order to Delivery

As there is no sharp boundary between the individual phases from tender prepa-
ration to manufacturing, the possibility must exist to track individual parts or
assemblies throughout all phases of production, independently of each other. In the
conceptual design phase, tools are broken down into autonomous and independent
parts and assemblies as much as possible; these are then dealt with separately. This
enables concurrent performance of several activities. Information systems make
reviewable tracking possible of each individual building block, so that separate
work on building blocks does not take extra time or reduce reviewability. Function
and functionality, and their geometrical inclusion into space, are determined for the
parts and assemblies so defined. For each individual part, the phases of detailing,
determination of technology, purchasing and production take place in succession.
For the tool as a whole, overlapping occurs, which reduces total production time.

22.4.1.3 The Connection Between the Development of Serial Products
and Tool Production

In serial PD, it is important to prepare a detailed plan of technology, which in serial
products is basically connected with tool production. The development and testing
of products for serial production is, as a rule, a time-consuming process. However,
the majority of products change very little during the final phases of PDP. This
means that the design and production of individual tool parts can already begin
considerably before final serial product confirmation. The total tool production time
will not be shorter, but regular tool production can begin much earlier. The majority
of tool components can be ordered and produced in advance. Only those parts that
give the tool its final shape wait for serial product confirmation. More total available
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time makes possible a cheaper supply of materials and their more uniform
distribution on machines.

The overlapping of serial PD and tool production requires greater attention. If a
toolmaker factory is an integral part of a company developing a serial product, the
ensuring of data exchange and a concurrent work process is not so problematic. In
the case of external contractors, it is necessary to supplement the established
working method, whereupon all details and the price will have been defined by the
time the contract is signed. In addition to a constant exchange of actual information,
a high degree of mutual trust is necessary; this guarantees quality and supply at
market prices to customers, while at the same time, the toolmaker factory is
guaranteed preliminary information on orders.

22.4.1.4 Information Connection with Component and Material
Suppliers

With tools, the deadline for the delivery of materials has an important influence on
total production time. The use of materials and components needs to be standard-
ized inside the company to the greatest extent possible. The setting up of a direct
connection with suppliers both reduces the delivery deadline and automates
ordering procedures. In this way, suppliers are already receiving data on planned
materials during the period of conceptual design of the tool, so that they can adapt
their stocks to future needs and reduce delivery deadlines to toolmakers factories.
The supplied materials include data on quality, price, and date and method of
delivery. Information on the purchased materials can thus be included directly into
information support systems. The costs of materials represent only about 10 % of a
tool’s price; therefore, a time-consuming collection of tenders and ordering of
materials and components are not justified. Suppliers of internally standardized
materials and components are included directly in the information chain. The most
expensive parts are ordered by collecting tenders.

The data model in Fig. 22.7 shows that an object Process plan that unites the
required machining operations on various machines is bound to each structure
element. The data model for a structure element consists of data that remain
unchanged during repetition (workshop drawing, technology) and of operational
data on purchasing and monitoring of production. Currently relevant operational
data are bound to the structure element with a relation Production, as distinct from
their relation Finished, which already contains completed machining.

22.4.1.5 Reference Model for CE Methods for Individual Production
of Tools

As indicated above, the tool development process needs to distinguish complex
tools from typical tools. For a complex tool it is critical to select the right concept.
A systematic approach with team concept assessment and use of numerical
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simulation of injection moulding or stamping helps to take the right decisions in the
Conceptual phase and on System level design (Fig. 22.8).

For simple tools a short manufacturing time is needed against competitive costs.
In the first phase support is needed for fast and reliable preparation of proposals
(offers) to the customer. In the reference model in Fig. 22.8 there is the request for
Support for tender preparation at the Planning phase. The whole procedure from
tool design to manufacture needs to be smooth and well supported with a minimum
number of iterations.

In Fig. 22.8 CE methods are linked with PD phases. During the planning phase
communication between the tool designer and the serial product developer is critical
(e.g., small modification to a serial product can make an injection moulding tool
simpler and the process more reliable). In the reference model in Fig. 22.8 minimal
maturity level requests are set for the assessment criteria from Fig. 22.4. In the
Planning phase a written specification is requested for a new tool (1.1) and direct
contact between toolmaker and customer (1.2). Open communication is possible if
the toolmaker is selected as long-term strategic partner (2.2). It is important that the
toolmaker core team put requests on the table and discuss them (3.1). Easy access to
earlier tool projects is very helpful (7.1). After the conceptual phase tool archi-
tecture assessment by the lead designer needs to be assured to avoid faults and
modifications in the next phases. This request is given in the reference model with
Team formation criteria 4.1 and 4.3. Tool design for most of the tool orders is
executed inside the golden loop design process (Fig. 22.3). A tool request from a
customer enters the process and it need to be transformed into a tool specification.
From time to time the toolshop takes orders that require running the invention and
research loop. A trigger for a research loop can be also a management decision.
A toolshop wants to make a step forward in tool architecture, machining technol-
ogies, internal logistics or in computer-aided support. Inside the innovation and
research loop the toolshop collects new knowledge, while new methods are

Structure element

Material 
supply data

Material 
readiness

Order record

Supply 
record

Order 
description

Material 
supply data

Finished

Production

Process
plan

Process
plan

Machining 1

Machining 1

Machining 1

Machining 2

Machining 3

Production

Finished

Function

Functionality

Name

Ident

Created by

Date

Fig. 22.7 Data model for structure element and monitoring of production
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integrated into a new product (tool) development process. This step can be com-
parable with a new product family development process at serial production as
presented in the next two sections.

22.4.2 PDP in Serial Production of Modules or Elements
(CE—DSPME)

Modules or elements are generally not sold to end users but to customers that
integrate modules into final products. Customers therefore speak a technical lan-
guage. It makes communication between supplier and customer/integrator easier.
Anyway, a manufacturer of modules cannot ignore end-user needs. They can help
understand technical request better. It is recommended to include the end users into

Product 
development 
phase

Specific requests for CE 
methods

Requested 
level of CE 
criteria

Tools and methods

Planning phase Customer involvement:
Communication between tool 
maker and product developer 
(customer) 

1.1, 2.2, 3.1, 
5.1, 7.1

Support for tender  
preparation, APQP 

Conceptual phase Communication:
Reuse of knowledge from 
realized projects (tools).

1.2,1.5, 3.1, 
4.1,4.3, 5.1,
7.1,7.2

Numerical 
simulation

System level design Team formation:
Senior tool designer need to 
participate in tool architecture 
assessment

3.1, 4.1, 5.2,
7.1, 7.2

Design-FMEA
Team assessment 
of tool design 
concept

Detail Design Information system:
Use of standard components

4.1, 4.2, 6.3,
7.1, 7.2

PLM, library of 
standard elements

Testing and 
validation

Customer involvement:
Execute tests with customer 
in toolshop

1.3, 5.1, 5.2 Statistical control,
Measurement 
system analyses 

Production process 
planning

Information system:
Simple and efficient structure 
element tracking through 
production

6.4, 6.5, 7.1, 
7.2, 7.4

Production launch, 
distribution and 
service

Process definition:
Working instruction, Spare 
part 
need to be well documented

7.1, 7.2, 7.4

Product disposal at 
the end of product 
life cycle

Process definition:
Environment awareness

4.1

Fig. 22.8 Reference model for CE methods for individual production of tools (CE—DIP).
Numbers in column “Requested level of CE criteria” are taken from Sect. 22.3 from assessment
criteria. Example: “1.1” means “Written specification of customer’s requests”
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the development process of modules. It is important to have technology and
products’ characteristics on a high level; industrial design is for modules and
elements, which cannot be seen by end user to be of secondary importance. As there
is always a cost pressure, product design and manufacturing processes need to be
optimized. Customers/integrators of final products expect support for the intro-
duction of innovations and new features of modules. Integrators want to focus their
R&D resources to final products. Trends and new features of modules have to be set
by the module manufacturer. There is a case study below on a vacuum cleaner
motor, which is a key module for vacuum cleaners.

Case study from the Domel company: vacuum cleaner motor.
Vacuum cleaner motors are an example of variation design. Electric drives have

a medium level of complexity from the design and technology point of view
(Fig. 22.2). In product planning a new module development causes a big investment
in tooling and the assembly line. It can be profitable only if a critical production
quantity is guaranteed for a specific period. There are several key customers who
need to be interested in most of the new products. There should be a distinction
between new product generation development and customer-specific variant design.

A new product generation is kept in production from 4 to 7 years and it is an
example of innovative design. Adaption or variation of an existing module or
element in serial production to specific customer requests is happening inside the
golden loop design process (Fig. 22.3). A new product generation development for
serial production of modules or elements is presented in Fig. 22.9.

The core team for a new vacuum cleaner motor is usually small (ca. 3 members).
Internal communication, therefore, is not problematic. It is not realistic to collocate
the extended team (tooling, assembly line, process planning). Extended team
members are working on the project part-time only. Specific knowledge and
methods for the vacuum-cleaner development are presented in Fig. 22.10.

New PD is divided into a research and development phase and a design phase
(Fig. 22.9). The role of the research loop is to set up technical specifications for the
new product on the basis of systematic research. Research may include functional
prototypes, deep research on new materials, key components and new assembly
principles. A feasibility study requests specific knowledge.

It is a challenge to integrate deep technical knowledge (aerodynamics, noise and
vibration, electric design, automation, diagnostic methods) from external research
groups into a new generation of products. There may be several external team
members with specific knowledge that belong to different functional units
(departments). Technical specifications, which are defined at the planning phase
and updated during the research phase, are entering the golden loop PDP.

At each PDP phase specific knowledge and recognised working methods need to
be used. In Fig. 22.9 on the left side specific knowledge is presented and on the
right side working methods. There are also several iterations at each development
phase. The focus is first of all on details related with CE.

Mapping between CE methods and module or element development phases is
presented in Fig. 22.11. The reference model for CE methods for production of
modules and elements (Fig. 22.11) contains a required minimum maturity level of
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CE criteria. Look for example at detail design of PDP. There is a need for close
cooperation with suppliers of key components (2.1, 2.2, 2.3 and 2.5). For profes-
sional execution of detail design a high maturity level of communication is
required. There is a request for all maturity levels of team formation and the first
three levels of process definition (5.1, 5.2, 5.3). At process definition, organisation
and information system a top maturity level gains in importance for bigger teams

External research 
teams for CFD, 

noise reduction,
Commutation,

Fault diagnostics

External teams for
Assembly, Tooling, 

Electric design

Fig. 22.9 Case study: PDP of electric motor with specific details
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and product complexity. The core team needs to get support from external team
members. Collection of specific knowledge can be critical. Active participation of
external team members is provided through workshops. The QFD, FMEA work-
shops have predefined time schedules, procedures and reporting of results. If
necessary, additional team or individual meetings can be planned. While another set
of activities is preserved for external team members, they get all necessary addi-
tional information from core team members (Fig. 22.10). Advanced testing and
measurements on prototypes are an important source of information. There should
be no hold-ups in the serial production process. Since interaction between different
fields is much higher in this case, the production process must be carefully planned
and the communication channels must be provided for. It is vital to ensure coor-
dination and cooperation between the development process, production arrange-
ment (technology, tool manufacturer), production process and the company’s
management. Development of different technological and constructional details is
continuous.

Modules include years of experience and special elements. In terms of design
and development of an individual structure, an individual or a small development
group can usually maintain the overall view of the entire process. Designers are
specialized in individual types of products and they are very well acquainted with
constituent elements and technology of their design. Knowledge management plays
an important role. The company should be able to transfer knowledge from one
product generation to another.

Adaptation of a product to specific customer needs is an iterative process at the
adaptive or variation design level. The change committee, together with members
from technology, quality, production, supply, sales and service departments, should
examine proposals from all perspectives and either approve or reject them. In cases
of ambiguity, further studies are required. The change committee should set a date
when a change will take effect; subsequently the proposal will be implemented.

Prototype 
workshop
( 1 man year)Outsorcing

CFD calculations
Fluid dynamic expeirmental 
work (10 man months)
Quality diagnostics
(2 man years)
Dynamic symulations
(6 man months)

Core team

 Engineering design
 Electrical design
 Quality planning
 ( 3 man years)

Sales specialist

Technical specification, 
Quantities
( 5 man months)

Process planning

Assembly line
Production of parts
( 2 man years)

Testing 
laboratories

Measurements,
Life time tests
( 10 man months)

Purchasing

Components suppliers
Materials suppliers
( 6 man months)

Suppliers

Components suppliers
Materials suppliers 

Tool workshop

Tooling
Assembly machines 

Customers

End user needs 
Vacuum cleaner 
requests

External team

Research 
Noise and vibration 
specialist
Fluid dynamic specialist
( 12 man months)

Fig. 22.10 Structure of core and external team for vacuum cleaner development
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A good communication with external component suppliers and tool manufacturers
is especially important to ensure short delivery times. The virtual 3D model is the
most suitable for remote communications.

The question of a demarcation line between electronic and direct (personal)
communication is an important one. According to the analysis [6, 19, 30] creative

Product 
development 
phase

Specific requests for CE 
methods

Requested level 
of CE criteria

Tools and 
methods

Planning 
phase

Customer involvement:
Understanding of customers’ 
needs

1.1, 2.1,2.2, 
3.1,3.2, 4.1, 5.1, 
7.1,7.2

QFD, APQP, 
Benchmarking
Technical 
specification

Conceptual 
phase

Organisation: 
Collection of specific knowledge 
from external sources and teams 
(noise reduction, electric design, 
fluid dynamic) 

1.2, 1.5, 2.4, 3.1, 
3.2, 3.3, 3.4, 4.1, 
4.2, 4.3, 4.5, 5.1, 
7.1, 7.2

Specific research, 
numerical 
simulations (CFD, 
structural 
dynamics)

System level 
design

Process definition:
Team formation with external 
team members; deep know-ledge 
on product technology, tooling, 
assembly, diagnostic is needed. 

1.1, 1.5, 2.5, 3.1, 
3.4, 4.1, 4.2, 4.3, 
5.1, 5.2, 7.1, 7.2

Moderation of 
workshops
Six sigma methods

Detail Design Organization need to support 
creation and work of cross-
functional teams.
Involvement of key suppliers into 
PDP 

2.1, 2.2, 2.3, 2.5, 
3.1, 3.2, 3.3, 3.4, 
4.1, 4.2, 4.3, 4.4, 
4.5, 5.1, 5.2, 5.3, 
6.1, 6.2, 6.3, 6.4, 
7.1, 7.2, 7.3

Design-FMEA 
Design of 
Experiments

Testing and 
validation

Communication
Testing result need to be well 
understand in the team

1.3, 4.1, 4.4
5.1, 5.2

Measurements 
(dimension, electric
parameters, 
efficiency,  noise 
level) testing, life 
span testing 

Production 
process 
planning

Information system:
Simple and efficient structure 
element tracking through 
production

4.1, 4.3, 6.5, 7.1, 
7.2, 7.3

Process_FMEA, 
Quality planning

Production 
launch, 
distribution 
and service

Processes definition should 
enable smooth end efficient work.

7.1, 7.2, 7.5 SPC, MSA,
Product diagnostic

Product 
disposal at 
the end of 
product 
life cycle

Process definition:
Material selection, disassembly 
procedures need to be 
considered in conceptual phase.

4.1, 4.5

Fig. 22.11 Reference model for CE methods at serial production of modules and elements (CE—
DSPME). Numbers in column “Requested level of CE criteria” are from Sect. 22.3
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dialogue dominates in invention, system engineering and research loops, while an
information system (PLM, ERP) functions best for its implementation at the
adaptive design level. Each adaptation to customers needs to be treated with special
care because a product family in serial production is sensitive to modifications [6].
Technical changes should be approved in a working meeting, since a creative
dialogue brings about the synergy effect and the work is usually faster. A PD team
needs to plan a possible product adaptation already in the system-engineering
loop. Product structure elements have to enable modular exchange and further
product evolution processes (see Chap. 14). Product results do not have only
technical characteristic. A product family will be manufactured in a period from 4
to 7 years with several hundreds of variants created for different customers.
Therefore a product structure and the structure of technical documentation have to
be well documented in the technical information system (PLM). Product configu-
ration management needs to be integrated in the planning phase of the PDP.
Implementation is part of the golden loop design process.

Although a vacuum cleaner motor is of moderate complexity concerning the
number of variants and components, its PDP has all characteristics of a PDP for
complex systems. The phases of decision-making and document distribution are
critical. An orderly information system is a large advantage both in terms of costs
and reliability. The majority of changes require professional analysis, production of
prototypes and measurement of technical characteristics. The company’s organi-
zational structure should enable quick responses to customer requests.

22.4.3 PDP in the Manufacture of Mass Products
(CE—DMMP)

Case study for cooler development (Gorenje)
A PDP of household appliances is in general similar to a PDP of serial pro-

duction of modules (Fig. 22.9). Important differences are presented in Fig. 22.12
and specific requests for CE methods at different PD phases are shown in
Fig. 22.13. As household appliances are produced for end users, deep under-
standing of end-user needs in the whole PD team is of key importance. Several
supporting activities are executed to collect needed information from end users and
translate them into technical specification. The complexity of products and PD
teams for household appliances are bigger, requiring a specific approach for
enabling efficient communication. The production life span of a mass product is in
general shorter compared to modules or elements. Industrial design and fast
introduction to market are of dominant importance. Fast execution of a complex
project is a challenge. Additional attention has to be put to team formation: core
team members need product-specific knowledge and they have to be compatible
also from a personal character point of view. The PDP described applies to a new
generation of PD (innovative level of design). At the same time it is important to be
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aware that the basic product family needs to be many times adapted in detail to
different specific customer requests. The modular structure of a product and tech-
nical documentation has to enable fast and reliable management of variants derived
from product family.

The expected time to execute home appliances development projects in man-
year is longer than for modules or elements. Bigger core teams should be collocated
in the same office to enable smooth inter-team communication. Some of the
activities for vacuum cleaner motor development, which were managed before by
external team members located in functional departments, are now managed by core
team members. For example, industrial designers inside a core team communicate
directly with end users, a specialist for process planning has direct contact with tool
suppliers. Direct communication reduces the probability of wrong data interpreta-
tion and improves the transfer of information inside the core team. It is known that
increased physical distance between employees’ workplaces dramatically reduce
the frequency of informal communication and data transfer [2].

Key competences of a PD team are integrated PD, marketing and logistics
management. It is expected that deep knowledge of specific components is man-
aged by key suppliers. On the one hand, inside the complex team it is necessary to
preserve smooth communication through inclusion of multiple functions. On the
other hand it is necessary to split small independent tasks and execute them in
smaller teams. It would be simply inefficient to involve all external team members
in every decision.

Each core team member is expected to have the whole picture of PD. The project
manager has to provide information transfer to team members with periodic core
team meetings twice a week or once a day during specific project phases like

Tool workshop

Tooling
Assembly machines 

Customers

End user needs 
Appliance requests

Prototype 
workshop

( 2 man year)

Outsorcing

Research on 
module level 

Core team

 Project manager
 Engineering design
 Industrial design
 Electrical design
 Quality planning
 Process planning
 Purchasing (key  
 components)
 Tooling
 Sales 
( 8 man years)

Sales specialist

Marketing analyses
Technical specification, 
Quantities prediction
( 1 man year)

Process planning

Assembly line
Production of parts
( 4 man years)

Testing 
laboratories

Measurements,
Life time tests
( 1.5 man years)

Purchasing

Components 
suppliers
Materials suppliers
( 2 man years)

Suppliers

Components’ suppliers
Materials’ suppliers 

Tool workshop

Tooling
Assembly machines 

Customers

End user needs 
Appliance requests

External team

Suppliers

Key Components   Industrial design

Detail design
Design of variants
Promotional material
Packaging design
User interface design
( 1 man year)

Industrial designer 
(well known)

Product line design

Research

Numerical symulations
User interface study
( 1.8 man years)

Logistics

Internal logistics
External logistics
Packaging

PLM and ERP
support

PLM system
Data in ERP
(6 man months)

Fig. 22.12 Structure of core and external team for home appliance development
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conceptual design. A core team member has to pass the necessary information to
external team members so that they are able to work on a project with alignment to
the whole project. All formal meetings and decision-making are recorded.

Product 
development 
phase

Specific requests for CE methods
Requested level 
of CE criteria

Tools and 
methods

Planning 
phase

Interaction with customers:  
Understanding of end user needs by 
all core team members 
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1.1, 1.2, 2.1, 2.2, 
2.3, 3.1, 3.2, 3.4, 
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workshops with 
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6.3, 6.4, 7.1, 7.2
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Detail Design Organization need to support work 
in cross-functional teams. Splitting 
of working tasks.
Involvement of suppliers: Urgent is 
early involvement of suppliers into 
product development process
Information system: technical 
documentation is in structural way 
kept in the PLM database

1.4,1.5, 2.1, 2.2, 
2.3, 2.5, 3.1, 3.2, 
3.3, 3.4, 3.5 4.1, 
4.2, 4.3, 4.4, 4.5, 
5.1, 5.2, 5.3, 5.4, 
5.5, 6.1, 6.2, 6.3, 
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7.3, 7.4

Design-FMEA,
Workshops for to 
stimulate inter 
team 
communication

Testing and 
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Production 
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production phase. 
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Process definition: Material 
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need to be considered in conceptual 
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4.1, 4.5

Fig. 22.13 Reference model for CE methods in the manufacture of mass products (CE—DMMP).
Numbers in column “Requested level of CE criteria” are taken from Sect. 22.3
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As external suppliers have a key impact on PD, it is necessary to involve them
early in PD. Small technical details of components can influence product charac-
teristics. Serial production of household appliances is usually based on an assembly
of elements and modules produced by different suppliers. The quality and timely
delivery by several suppliers should be guaranteed. Umbrella companies should be
in charge of marketing and development of end products. Product-development
time is reduced by the transfer of development information on a module and
component level to strategic suppliers.

After production launch, adaptation of existing products to specific customers is
a type of development process on the adaptive or variant design level. In the
manufacture of household appliances the range of possible technical changes may
become so huge that it is sensible to form groups for characteristic types of product
adaptions, e.g., sheet metal, plastics and surface treatment. In this way the working
process in smaller groups is more effective. Flexibility can be achieved in different
ways: a group of selected specialists can be called according to the problem; a
virtual group is defined throughout the flexible workflow. The documentation about
changes should be transparently accessible in the information system.

In the manufacture of household appliances, there are many design-related
changes (consumer needs). From a technical point of view, it is more difficult to
control a vast number of changes and the entire logistics than individual changes. A
change of documentation simultaneously also comprises a feasibility study in order
to reduce PD time. Long lead times and poor communication in the chain are
obvious. With PLM software and workflow configuration, the two-phase approach
becomes established: change review and approval in the first phase, and entry of the
change in the documentation in the second.

Based on the analysis of household appliance manufacturing [6], we have found
that the approval regarding the feasibility of a change in a two-phase chain is not
optimal. The most effective way for making a definite decision for change approval
is a creative dialogue between the team members. The dialogue can be conducted
by means of a videoconference when locations are physically remote. A flexible
workflow is vital for the process of modifying documentation. There is a high
degree of unpredictability in technical change management. Therefore, the work-
flow must be flexible, so that the way can be defined simultaneously, according to
the needs. An overview of each individual document’s status should be provided in
terms of its current location. Easy access and user-friendliness are important. A
product adaption should be implemented in a predefined sequence. However, those
included in the process should be able to consult anybody, including external
suppliers. In this way, a virtual group is formed and it can function effectively, as if
it was located in the same place.

With the large number of variants and also of participants in the process, ICT
support becomes indispensable for communication. No individual alone can have a
good overview of the numerous processes that take place simultaneously. A PDP at
the variation design level must be supported by a flexible workflow, so that each
participant receives only those documents with which he or she needs to perform
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some activities. The inclusion of external suppliers in the information system is
especially important for a good flow of information and effective decision-making,
so that these can be independent of the location.

22.5 Discussion on CE Criteria and Reference Models

The authors cannot assure success from applying CE methods just by following the
reference models. Change of a PDP is a complex task. The first prerequisite is to
have a will to improve PDP at the top-management and operational level. The next
step is to acquire competences on new methods. The personnel is expected to have
confidence in new methods and planned changes when they have convincing
knowledge of them. The supervision of personnel by an expert during the intro-
duction of CE methods can be very helpful. The expert needs to have a vision and
examples of successful CE implementations.

When the preconditions are met the CE project can start. The core of everything
is a PDP analysis of the current situation. The presented case studies and reference
models can be used to identify the gaps. The company has to recognize its strong
and weak points. It is not possible to prepare a simple procedure for implementa-
tion. The reference models represent a mirror for a company to check and compare
the current or already modified processes.

Implementation of CE methodology can have several different ways and focuses.
There are enterprises that have achieved a push forward in PD by introducing
advanced project management. Others can see an important contribution by
applying six sigma methods. The selected seven CE criteria represent a balance
between different CE methods and are in the core of each application of CE to
PDP. Attention should be put to the maturity level and contents of each criterion.
Project management is comprised in the organization block; use of methods is part
of team formation and team members’ competences.

An example of reference model usage for individual production is presented
below. According to the data in Fig. 22.4 the requested CE criteria for the planning
phase are listed below.
1.1 Written specification of customer’s requests
1.2 PD team participation at collecting of customer’s requests
2.2 Suppliers are selected as long-term strategic partners
3.1 PD core team is collocated in one office
5.1 Defined PD phases with inputs and outputs
7.1 Established PDM for actual and past projects

There is additional request for close contact between tool maker and product
developer. Cooperation is much easier if the tool maker is selected as long-term
strategic partner. Computer-aided support for preparing tenders makes this task
faster and more accurate. A salesperson for tenders needs deep knowledge on
tooling and he has to be collocated with tool-design specialists. Access to past
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projects can accelerate preparation of tenders and improves the overview of existing
knowledge.

In individual production of tools there are specialists who have expertise on
tooling. In serial production team formation and use of specific methods are much
more important. In serial production additional attention has to be put to bench-
marking and understanding of end-user needs. All these details can be inferred from
the reference models. Use of a reference model is more accurate if it is used after
PDP modelling of the current situation. It is recommended to perform an assess-
ment of each criterion in the following way: 0—the criterion is not implemented at
all, 1—there is a modest use of the specified criterion, 2—the criterion is practised
in every day work, 3—the implementation of the criterion is at top level, it can be
used as a reference for the others. The criteria in the reference models can be used
for periodic assessment of the CE level during a continuous improvement process.
The target values for each PD phase for all three reference models are presented in
Fig. 22.14 as a percentage of the maximum possible maturity level. Target values
are calculated from reference models in Figs. 22.8, 22.11 and 22.13. A 100 %
would be accived in the case that all CE criteria are at top maturity level (assess-
ment 3). An implementation of each requested CE criterion in the analysed com-
pany can be assessed from 0 to 3 points.

The list of CE criteria and maturity levels has been collected through several
iterations. During testing it has been approved that they now cover needs for
different cases of all three types of production. In the next years the reference
models need to be updated with new methods and IT technology. It will also be a
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continuous improvement process. The CE assessment model will be updated step
by step on the basis of collected experiences of applying CE and with new tools and
methods and imaging IT technologies.

22.6 Conclusions and Outlook

This chapter presents specific criteria that need to be fulfilled for CE to be managed
well: involvement of customer and suppliers, process definition, communication,
team formation, organization and information system. The impact of an individual
criterion depends on the type of production, product complexity and PD phase. The
specific requests of different types of production with its PDP phases are presented
in the reference models for CE methods.

Reference models for CE methods for individual production, serial production of
modules or elements and manufacture of mass products help to understand the
application of CE. The reference models are the result of systematic research and
personal experiences of the authors. Specific CE methods and criteria are presented
first in general form. It has a limited practical value for engineers who are applying
CE methods into a PDP. Because each company has many specific characteristics
and constraints, it has to find its own way of implementing CE. Reference models
have not been prepared as a prescriptive method to be applied step by step. They
present case studies on systematic PDP analyses and what needs to be taken into
consideration. This chapter contribution is deeper understanding of CE methods in
relation to product complexity, design level and production type. The reference
models for CE methods need to be used together with examples because they show
what is important.

Additional contribution of this chapter for better understanding of PD in relation
to CE is a general as well as a specific presentation of a PDP. A clear definition of
the process and organization of a design process has importance for all PD phases.
A generalized model of the PDP with a golden design loop helps to understand key
phases, iteration loops, needed knowledge and methods. It is important to distin-
guish between research and design phase of the project. In the planning phase,
which includes the system engineering and research phase, the new product idea
should be transformed into a project definition. Product design is finally executed
inside the golden loop. CE principles are included inside several iterations or loops.
When a conceptual design is created inside the golden loop it is checked several
times against all requests. If there is a finding at an assessment point that a product
design is not yet satisfying market requirements and specifications the design
iteration is repeated. In some cases the process goes back to research and the system
engineering loop.

The application of CE methods to a PDP is a continuous process. Methods have
to take advantage of new information technologies. The company profile and
production program is changing continuously causing concurrent adaptation of the
way CE methods are implemented.
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Chapter 23
Shipbuilding

Kazuo Hiekata and Matthias Grau

Abstract The shipbuilding process generally consists of concept and preliminary
design, basic design, detailed design, production design and production. Design
information is generated in each phase to shape products and operations in the
shipyard. For each process the design activities are carried out with a high level of
concurrency supported by various computer software systems, though quality of
products and efficiency of the concurrent development process highly depend on
experiences and insights of skilled experts. The detailed design information is
difficult to be shared and design conflicts are solved in a common effort by design
engineers in downstream design stages. Data sharing across design sections and
simulation of the construction process to predict time and cost are the key factors
for concurrent engineering (CE) in shipbuilding industry. The CE process in
shipbuilding will be getting more and more accurate and efficient along with
accumulation of design knowledge and simulation results. This chapter gives
insight into the different phases of the shipbuilding product creation process and
demonstrates practical usage through typical, comprehensive use cases from design
and manufacturing. Finally, it draws some expected future directions for CE in
shipbuilding.
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23.1 Introduction

In shipbuilding industry, the process of operation is very complex and a ship-
building project from inquiry to delivery lasts quite long, about 2 years and more.
The price of large tankers or bulk carriers is around tens of millions USD up to
100 million. Passenger ships, LNG carriers or offshore structures are even more
expensive. A characteristic of shipbuilding is the huge volume of supplied material
that needs to be procured and managed in addition to the design and construction
process during shipbuilding projects. To present the importance of the concurrent
engineering (CE) concept in shipbuilding, this chapter illustrates the ship building
process first. Additionally, related works are reviewed to show problems many
shipbuilders are confronted with. Moreover, several case studies are described in
detail; an overview of future trends follows to conclude.

The basic shipbuilding operation is illustrated in Fig. 23.1. The detailed process
can be found in [1]. The basic process is very similar to other manufacturing
industries which produce products for individual customers. As for shipbuilding,
two types of projects are considered for the design work. One is creating a new
design model. The other is customizing past design models for the new require-
ments. Design and manufacturing information are required for both types of pro-
jects and often a design is reused together with the manufacturing information such
as shop floor drawings, etc.

In concept and preliminary design, the basic specification is provided by the
customer and the designers have to create a basic plan for the bidding. As the
customer is interested in the cost for purchasing a vessel, the shipyard has to
estimate the accurate cost for the delivery of the ship. A highly accurate estimation
of the production is important for winning the bidding and improving the profit rate
for the delivery of a ship. Skills of the estimation based on deep technical
knowledge are required. Gathering data of past projects for simulations by com-
mercial software systems are getting more and more important for accurately
estimating the expected costs.

In preliminary design, designers work on key drawings such as general
arrangement plan (GAP), Lines and Midship section drawings. GAP is a key
drawing for defining basic dimensions, capacities and so on. A Lines drawing
defines the hydrostatic performance by describing the shapes of the hull with curved
surfaces. The Midship section drawing is a drawing for the most important part for
the approval of the structural strength of the ship. Key performance parameters such
as speed, fuel consumption, stability, basic structural plan, main engine and other
key equipment are determined in addition to the three key drawings. Ship capability

Concept and 
Preliminary 

Design
Basic Design

Detailed 
Design

Production 
Design

Production

Fig. 23.1 Standard design process of shipbuilding
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and key performance are confirmed during the basic design process and a revised
basic design will be provided for the contract. In the following detailed design
phase, the detailed feature of the product is defined. As an example, the drawings
developed in the detailed design phase could present handles for valves, small
stiffeners, steel plates with curvature for the hull, and purchased products. There are
not so many differences from other manufacturing industries in detailed design. One
characteristic of shipbuilding might be that most of the parts for the ship hull and
structures are made by cutting steel plates. Thus, a definition of standard parts is
difficult. The number of parts is in the range of 100 k to one million for a ship, so
this might also be a characteristic of shipbuilding. Depending on the construction
process, the design model defined during the detailed design phase may or may not
depend on the manufacturing facilities.

In production design, some of the drawings might be instructions for workers in
shipyards or considerations for the manufacturing process such as margins. This
phase may not include design trade-offs; this phase is a kind of planning for optimal
manufacturing. The drawings do not only show shapes, dimensions and specifi-
cations of the parts, but also indicate how to make parts or fabricate assemblies. To
construct a complete ship in dry docks, the whole ship hull is divided into building
blocks to fit in the manufacturing facilities and capacities. Owing to the limitation
of the manufacturing facilities, the production design can vary even for the same
ship with the same detailed design model. The manufacturing information in
shipbuilding considers the large deformation of steel structures by the welding
process during fabrication.

In this section, the general shipbuilding process is described. Also, the charac-
teristics and differences of shipbuilding are noted. To shorten the lead time, the
whole process proceeds in a concurrent manner. A detailed structure or outfitting
design cannot wait for the final design of the upstream process. Software systems
for design and construction are implementing a lot of features and trying to provide
integrated environments to facilitate the CE process; though they used to be
standalone systems such as CAD or numerical control systems. To improve the
efficiency of the shipbuilding process and handle the huge number of materials,
PLM, ERP and more sophisticated software are more and more used by shipyards.
There is a tendency to employ new integrated information systems in shipyards
although the limitations arising from legacy design data and manufacturing facili-
ties still exists.

23.2 Related Work

There are a lot of software systems supporting the shipbuilding process. The latest
efforts for employing CE in shipbuilding are described here.
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23.2.1 Problems in Scheduling in the Early Design Phase

The concept, preliminary and basic design phases are considered as early design
stages. The literature for these phases will be shown here.

The purpose of the concept and preliminary design is to support the bidding
process. Detailed information is not required during this design phase, nevertheless
the shipyard should know the cost for the materials, man hours, major purchase
equipment and the feasibility of the delivery date along with the on-going projects.
The concept and preliminary design must meet the customer’s requirements and, at
the same time, have to be an optimal design solution for the shipyard in terms of
constructability. The shipyard has to make a design proposal considering many
trade-offs in the shipyard capabilities. Speeds, fuel consumption, hydrostatic per-
formance, selection of main engine, strength of structure and construction weight
are parts of the considerations in design. International rules of international mari-
time organizations and loading facilities in ports might be limitations for the design
work. Even today, to achieve a balance in trade-offs, this phase of design process
highly depends on human skills. Therefore, shipyards have to assign talented and
capable people to the concept and preliminary design phases because these phases
have a huge impact on total costs and schedule.

Meijer et al. [2] focuses on the pre-contract scheduling problem and captures the
knowledge of experts for the process. Production scheduling tasks in the pre-
contract phase are based on knowledge and experiences. The knowledge captured
is, for example, detailed configurations of manufacturing facilities to optimize the
turnover of the building dock.

23.2.2 Utilization of Engineering Software in the Early
Design Phase

As just described, design engineers have to consider complex and concurrent
processes of shipyards. The same situation can be seen in the subsequent basic
design phase. To manage and predict the complex and concurrent shipbuilding
process, basically two types of efforts are proposed for the early design stage.

The first approach is to accumulate design and construction experiences. In the
early design phase, design engineers work based on similar projects. The designers
identify the differences between the past design and the new requirements and
estimate the impact on the new design.

The second approach is simulation. Production scheduling and performance
measures of the ship (such as fuel consumption) are vital for bid creation whereas
during the concept design phase the focus is set on production scheduling, ship
performance is the key topic in the preliminary design phase. The basic design
focuses on defining the parameters for the product to meet the requirements.

674 K. Hiekata and M. Grau



Though the trade-offs of design parameters across the design sections are taken into
account in the prior stage, negotiations based on the actual design start in this phase.

NAPA facilitates the utilization of 3D design models in the preliminary design
phase [3]. NAPA is a software company providing a suite of software for ship
design and operation. The software suite for ship design covers the early stages of
the design process, such as concept design, preliminary design and basic design.
The design spiral in the early stage of ship design has a huge impact on overall
performance and, furthermore, on the construction costs of the ship. Designers can
easily elaborate the candidate for the basic design of ships using the NAPA soft-
ware by varying some major design parameters. NAPA employs 3D models and the
effect of changing the hull shape is calculated based on the current 3D design
model. Complex interactions, such as hydrostatic performance and compartment
plan, will be calculated in the software. Each software package employs many types
of solvers in the basic design phase [4]. Computational fluid dynamics (CFD),
evacuation simulation, structural analysis, vibration and acoustics are shown. Pa-
panikolaou shows multi-objective optimization of a ship design case study [5]. This
research does not consider the production process; however, a software tool for
simultaneous evaluation of key measures is proposed and applied to a realistic case
study. The simulation approach proved to be helpful for early design.

Integration efforts for CAD system and engineering software are also active.
Bons has introduced the latest status of MARIN’s software [6]. Hydrodynamic
design tools are a kind of standalone software because of their specialized purpose.
The integration of a third-party software framework enables specialized software
tools for hydrodynamics to be applied to the early design stage. Ginnis integrates an
in-house wave-resistance solver with CATIA to improve the efficiency to hull
optimization [7]. As for structural design, Shibasaki utilizes a 3D design model for
structural analysis within an early design stage [8]. The key is data conversion from
CAD to a solver for structural analysis. There are many translators for data formats;
however, the quality of the converted data is often not enough. It has been proven
that, in an early design stage, a customized 3D design model can be reused for
structural analysis with only few adaptions. The advantages of a large amount of
design and production data for the downstream process have been illustrated by
Nakao et al. [9]. According to their survey, quality and efficiency of the down-
stream process is improved if accurate design and production information is gen-
erated during the basic design phase. The research also notes that the proportion of
man hour will shift from downstream to the basic design stage.

23.2.3 Collaboration Across Organizations in Detailed
Design

Collaboration is important from the CE point of view [10–13]. Depending on the
shipyard, hull structure and outfitting design units are working in the same area
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simultaneously. The structural design team doesn’t want another team to make a
hole for pipes, while the outfitting team needs that hole for an efficient routing of
pipes or cables. This kind of design conflict is illustrated in Fig. 23.2. Some
solutions of several major shipbuilding CAD systems follow.

AVEVA MARINE is a CAD system for shipbuilding software derived from
Tribon Hull which was originally developed by Kockums Computer Systems, later
called TRIBON Solutions. Now, AVEVA MARINE also employs the former
AVEVA PDMS CAD system for 3D plant design. The software covers the entire
ship design and construction process and also the integration of design and pro-
duction. As for detailed design, design and process standards can be defined to fit
the CAD system to each shipyard. Drawing and bills of materials (BOM) are
automatically generated and collaboration across design sections is supported.
These features help multiple design tasks such as structural design and pipe out-
fitting tasks to share design changes in detailed structures and changes of pipes and
holes.

CATIA has been developed by Dassault Systèmes, and many automotive
companies as well as a huge number of companies in many industrial domains use
this software. Though the basic system of CATIA is a general platform, the system
can be applied to the ship design process by using the feature for shipbuilding. With
regard to shipbuilding, CATIA has a specific feature for pipe design. In the detailed
design phase, the software can reserve a space for pipes without creating detailed
models of pipes. The information, the desired route for the pipe design section, can
be propagated in the data model without detailed design work such as checks for the
design standard, or designing flanges, insulators, supports and other details. A route
of pipes between the main set of equipment that is reserved in an early stage of
detailed design is one of the advantages of the software. Some specific features for
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CoordinationEquipment 
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in critical area for strength
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Fig. 23.2 Detailed design process with coordination across the design sections
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shipbuilding such as a library for standard parts and parts generation by a macro are
also supported in CATIA. In CATIA V4, ship hull design (SHD) is an extension to
the product family to create hull structures of vessels. Starting with CATIA V5 and
continued with V6 the hull structural design capability is covered by the structure
functional design (SFD) module for the basic design phase and structure detailed
design (SDD) for the detailed design phase.

FORAN is a 3D CAD system by SENER, Spain, and is meant for design and
construction of ships and offshore structures. The software supports interactive
piping design by checking and modifying features of the length of the pipes
referring to the design standard and design review features for local rules of the
shipyards defined in the system. The detailed latest feature is shown in [14]. Not
only the interference between design sections, but also restrictions for bending
machines or limitation of angles of elbows for material optimization can be con-
sidered for solving problems between detailed design and production.

23.2.4 Design Review in a Network

Reviewing the 3D model in a network enables the distributed team to work on the
decision-making process along with the design progress. Sharing the updated 3D
model is necessary to accelerate the speed of decision making and, thus, solve
design and coordination problems. Ideally, all design work should go on concur-
rently, but the simultaneous update of the design model is difficult even with the
deployment of 3D models. The number of design data and parameters is getting
larger in 3D models. Moreover, 3D CAD systems usually work together with the
traditional in-house software, while the complexity of design practice is getting
higher and higher. From the information systems’ point of view, just light and
sufficient design data should be transferred to designers distributed in the network.
However, the question, which data is important and necessary for which point of
design process remains difficult. There is no answer still, while most of the software
provides features for exporting light-weight models formatted in basic standard 3D
format (see Chap. 11).

Collaboration based on sharing 3D models in a network is achieved by sending
small sets of data required in design reviews, not by sending the complete data of
the design process. For example, the software technology at the client’s side is a
standard rendering system based on OpenGL. A standard data format such as XGL
in XML only delivers shapes and dimensions for an efficient data transfer. The
detailed data for other parts can be stored as metadata to leave the handling process
of detailed attributes to the generic database system. In general, software features
for sharing 3D models are developed based on the open standard.

The JT format proposed by Siemens PLM and published under ISO introduces a
method for sharing design data across CAD systems capable of handling this format
(see Chap. 11). Especially for sharing rich design models in a CAD system-inde-
pendent way, 3DPDF developed by the 3DPDF consortium as ISO standard is an
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alternative for collaboration across companies [15]. The format includes exact as
well as light-weight shapes, metadata, dimensions and also product manufacturing
information (PMI) such as tolerances (see Chap. 11).

NUPAS CADMATIC is a joint-venture product of Numeriek Centrum Gron-
ingen B.V. and Cadmatic Oy. These two companies are specialized in ship hull and
steel part constructions and ship outfitting respectively. NUPAS CADMATIC
provides a collaboration platform via internet. The platform works as a data server,
while the 3D models can be shared. Light-weight data models can be sent by
normal e-mails and will be reviewed by eBrowser, their free software for design
reviews. Reviewers can give feedback in the software as other CAD systems do as
well.

The schematic of the light-weight data shared in most of the CAD systems for
shipbuilding is illustrated in Fig. 23.3.

23.2.5 Knowledge Management

Automatic check features for designs are useful for keeping the quality of design
high. In order to allow automatic checks, know-how and design rules need to be
stored in the CAD systems. The know-how, knowledge, and standards stored in the
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Fig. 23.3 Schematic for design information sharing
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systems are, for example, the size of passage space, limitation of gradients for drain
pipes, accessibility for maintenance of equipment and so on. These tips can be
accumulated by means of the software systems. The difficulty of accumulation of
know-how and hints is known as the knowledge acquisition bottleneck in former
studies. One solution might be an extraction of the rules from text data generated
during daily operations in shipyards [16]. Several other practical solutions have
been proposed (see Chap. 10). The rules and knowledge accumulated should be
managed well to improve future designs [17].

The software feature to accumulate know-how and rules is mentioned in this
section [18]. If knowhow and rules are stored in the systems, those are also helpful
for learning design knowledge [19]. Basic and routine checks should be automated
by software systems and design engineers should focus on learning from accu-
mulated knowledge and maintaining the knowledge (see Chap. 10) [20].

23.2.6 Integration with External Systems

The deployment of new software systems to shipyards also should be called a kind
of integration rather than only development or customization. Similarly to general
CAD systems, a shipbuilding CAD system is also required to be working together
with many external systems. In shipyards, there are many types of software systems
running. In downstream design work, such as detailed design and production
design, the information on delivery dates or prices of the parts are helpful in
addition to physical shapes and dimensions in BOM systems because the instal-
lation of purchased equipment completely depends on the delivery date.

One simple scenario of working with an external ERP system is shown in
Fig. 23.4. Design and production data are handled by the CAD system. Broader
information is stored in the PDM system, while the ERP system handles inventory,
procurement, finance and others.

There are many efforts to implement ERP in shipyards, as well as to apply PLM.
Larkins has worked on the development of a neutral data format for shipyards and
integrated CAD and ERP [21], based on the ShipConstructor product of SSI.
ShipConstructor is a shipbuilding 3D product modeling software running on top of
the widely used AutoCAD system. All shapes and attributes are stored in a
Microsoft SQL server which makes it more reliable and enables concurrent design.
Lin and Gonzalez point out that integration of CAD, PLM and ERP in shipbuilding
should be CAD oriented [22, 23], while Rong recommends the utilization of cloud
storage for CAD/CAM and ERP integration [24].

Many CAD vendors recommend CAD oriented data integration to fit the current
process. Many of the systems focus on linking up the whole process and data,
which then means including the purchasing department, the hull structural design
and outfitting departments and design work across the design and construction
departments. The concept of the integration is the lifecycle of the ship production as
supported by PLM systems [25].
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23.2.7 Considerations for Production

One consideration concerning production design is making an efficient plan for
welding in the upstream sector. During the fabrication process, a lot of man hours
are needed for welding. The environment for the welding processes such as upward
has impact on the production costs. Assemblies of ships are huge and cranes are
needed to turn the assemblies. The capacities of the cranes, distance of the areas in
the shipyard and the weight of sub-assemblies should be considered to optimize
production cost.

Even if the design (or the generated 3D model) is not yet completed, an opti-
mized production procedure is required in advance. Park works on the management
of deformations by heat to reduce rework [26]. The deformation is predicted by a
solver and the results of analysis give feedback regarding the design model. The
production will proceed based on the production design. Basically, the procedure as
defined in the production design phase will be completed during production.
Strorch ran simulations of the production process to predict productivity by
changing the work environment [27, 28]. Simulation is a powerful tool to improve
the production design’s quality and efficiency of the production.
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23.3 Case Studies

To demonstrate both design and production of ships, we have chosen several “use
cases” per domain. Interoperability between design tools as well as seamless sup-
plier integration into the design process facilitates successful engineering collabo-
ration [29] (see Chap. 7). Simulation for predicting the performance of the final
product and the efficiency of production is a crucial point of related works. Several
case studies illustrate details of the simulation technique.

23.3.1 Design of Equipment and Outfitting

Using the right toolset to design and manufacture outfitting is of paramount
importance and should cover all needs from the design of outfitting structures like
fundaments for layout and routing task for electrical and hydraulic components up
to support for process planning and numerically controlled manufacturing.

The “best-in-class” approach uses the best available tool per design discipline,
e.g., one for outfitting structures design, one for piping, etc. The benefit of this
approach is perfect support in a discipline with features typically not available in the
common denominator. The downside of this approach is the need to integrate the
separate tools into a common toolset. Care needs to be taken that the necessary
exchange of data from and to the distinct tools does not render the benefits in the
various disciplines useless.

Blohm and Voss Naval (now Thyssen Krupp Marine Systems), a German
shipyard with a long track record, have performed a project for investigating
the ≪best in class≫ approach with the mechanical CAD system Siemens PLM NX
for outfitting and piping design. This system offers a flexible solution to the design
of mechanical structures created from sheet metal and profiles up to the placing of
components and routing pipelines. Design of ship hull structures, and work prep-
aration including plate nesting and creation of NC files for profiles and plate parts
on the other hand was done using AVEVA’s TRIBON M3. This necessitates a
powerful interoperability link to transfer the manufacturing data from NX to
TRIBON as an alternative to repeating manual rework [30].

The most important findings during the investigation of requirements was that
designers could easily create parts in NX that neither obey the yard standards nor
were supported by manufacturing. As a result this requires performing the appro-
priate customization of NX and some kind of validation functionality as part of the
link between two CAD systems. The customization of the CAD system serves two
purposes: it should support designers with ready-made building blocks like profile
cross sections and it should ensure successful data export. As with all kinds of
customizations it is important to find the right granularity of building blocks
(Fig. 23.5). There should be a balance between patronizing the designer by pro-
viding only a few canned solutions and leaving too much freedom.
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The second and more involving step in the project was the design and imple-
mentation of a solution for the link between the two CAD systems. This link had to
transfer the information created in NX containing the manufacturing geometry,
validate it against rules defined by the yard and import it into TRIBON for man-
ufacturing purposes. The fundament for all involved activities is the data model of
the link solution.

Experience suggests defining a data model not too closely tied to those of the
source or target system. It is rather a representation of the complete business data
and does not rely on implicit knowledge available only in either of the linked CAD
systems. This has the benefit that additional source or target systems are feasible
without too much hassle. Furthermore, this “link model” is created in the spirit of
the model-driven approach and uses standard technologies like XML schema and
JAXB data binding (Fig. 23.6). This is essential as the project software is handed
over to the yard. Using standard and openly available technology avoids a vendor
lock in and enables further maintenance and development by the customer.

Another aspect important for the daily usage is the validation of the parts
designed in the CAD system. While it is common practice to incorporate yard
standards to a certain degree into the customization, it is neither useful nor tech-
nically feasible to prevent all kind of errors that way. Especially if designers work
on multiple projects with different standards it is easier to catch the corner cases by
a separate validation step than to switch CAD system customization every here and
now. To support this need the link implementation contains a dedicated rule engine
used to enforce rules like

• validate the combination of material quality, thickness and dimension for pro-
files and plate parts

• validate the combination of profile cross section and endcut types
• validate dimensions for endcuts
• validate naming and numbering of items

Fig. 23.5 Example structures and profile customization
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The rules engine supports checks on all kind of properties using allowed ranges,
enumeration or regular expressions as well as conditional checks. The underlying
rules are not hardcoded within the software but read from dedicated validation files.
These files contain the rules in a domain specific language (DSL) using the
vocabulary of assemblies, plates, etc., to allow changes by an administrator at the
yard. A rule violation stops further processing and the validation results are shown
to the designer. For this very reason the link is implemented as GUI application as
the direct feedback enables the designer to change the problematic parts.

Using a “best-in-class” approach is a viable solution to support the design of
outfitting parts. However, certain attention is needed to integrate the tools and gain
a continuous data flow. In this solution the integration is provided by customization
of the source system and tailor made link implementation. It does not only transfer
the data into existing systems but also performs project specific quality checks and
avoids later processing of non-compliant data. Using such a link enables the yard to
use commercial off-the-shelf software without breaking existing business processes
harnessing again all the benefits of dedicated “best-in-class” solutions. Furthermore,
this approach facilitates continuous process improvements on singular steps in the
entire process chain.

23.3.2 Collaboration Enabled by Intelligent PDF Documents

Portable document format (PDF) is a ubiquitous and widely supported document
format with Adobe Reader® found on most every personal computer. Over the last
several years, functionalities inside PDF have evolved to better support the
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engineering communication processes including built-in capability for the rendering
of 3D CAD in combination with many features found traditionally only in dedi-
cated CAD Viewers [31]. PDF capabilities include such features as digital rights
management [32] (see Chap. 18), an ability to include data from throughout the
enterprise, 3D CAD visualization, commenting, markup, measurements and PMI
(see Sect. 11.3.2). PDF documents can be used for the communication between
various stakeholders. In the engineering domain, especially review and approval
processes can be supported very efficiently.

23.3.2.1 Layout and Planning Information in Early Development
Phases

In early phases of shipbuilding processes, layout and planning information has to be
exchanged between different partners in the shipbuilding supply chain. An example
for this is the planning of a ship’s machinery room. The main engine supplier has to
provide information to the shipyard, which gives an overview of the main
dimensions of the engine as well as of requirements for additional space, which is
needed for maintenance and service tasks.

Until now, this information is typically communicated by drawings (either on
paper or as scanned documents). These drawings are often very complex to be
understood by an “external” partner, so the use is time consuming and error prone.

With 3D PDF, this information can be communicated on a level, which is very
easy-to-use on the one hand but on the other hand adds additional functionalities
into the PDF document by including active 3D geometry combined with PMI (e.g.
dimensions or tolerances) into an interactive document.

23.3.2.2 Web Based Assembly of Multi 3D CAD Data

Another use case for 3D PDF is the assembly of CAx data coming either from
different CAD systems and/or from different partners. With a web based structure
browser (“Interactive Assembler”), different CAD assemblies or parts of them can
be selected and afterwards automatically converted into one PDF document. This
document then includes all 3D content together with all structure information from
the original CAx applications. This PDF document can be used for review, light-
weight collaboration or communication processes (Fig. 23.7).

The end user can create a simple and easy-to-use assembly of CAD data from
different sources without the need for any CAD seat or an additional viewing tool.
Through PDF, CAD independent 3D viewing now can be done on any workstation
worldwide. Of course, the functionality is limited and only addresses end users
without the need for changing the CAD data themselves. But any user who only has
requirements for viewing and checking CAD data, especially outside engineering or
along the supply chain, can use these new capabilities without any additional tools
or infrastructure on the client side [33].
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23.3.2.3 Cross Enterprise Review and Change Management Processes

The PDF documents can be used for communication between different participants
in an approval or change management process which can be long and expensive
(Fig. 23.8). Each participant can add comments or redlining into a PDF document
(Fig. 23.7). Besides, the document can be approved by adding a digital signature
into the document. In combination with rights management a lifecycle can so be
built into a PDF document allowing a controlled circulation without having control
over the document itself.

Most importantly, the added content of the PDF document (comments, anno-
tations, form fields) later on can be exported again from the PDF document and
stored back into virtually any enterprise system. Or, as an alternative, all comments
coming back from various participants of a review process could be aggregated into
one PDF document. This document then gives an overview of all comments from
various review participants in one document.

23.3.2.4 Manufacturing Documentation

Manufacturing documentation means all documentation used for manufacturing
processes of a product. This includes work instructions, which are used by workers
to assemble products by performing a number of manufacturing steps as described
in the instruction. Adding 3D geometry into such documentation avoids long text

Fig. 23.7 3D PDF document with embedded active 3D CAD geometry (cross sectioned)
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sections and also makes it easier for a worker to understand how a manufacturing
process has to be executed.

An example from a recent project is the documentation of holes to route pipes
through steel structure. The process is triggered by the piping designer, who selects
assemblies and parts to be exported into a 3D PDF document. An automatic process
for the generation of a 3D PDF document is started. Together with geometric
information (which, of course, also includes the representation of the requested
holes), additional metadata information for each hole is exported.

In the PDF document, a 3D representation plus a list with the metadata for each
hole is included. The content types in the document are interlinked, so the receiving
steel designer can click on the metadata of a specific hole which directly links to the
3D representation of this hole in the context of the steel structure in highlighted
mode. By directly showing the active 3D geometry of a ship’s section with all of the
holes to be included, the steel designer gets appropriate information for his task to
approve the requested holes in a very efficient way. He can work on a plain
workstation with Adobe Reader and does not need any CAD or PLM access at all.

A similar use case form the manufacturing domain is the “illustrated BOM”. In
this use case, PDF brings together the BOM coming from an ERP/PDM system and
the 3D geometry coming from a CAD system. This information is linked together in
the PDF document, meaning that the user in manufacturing can click on an item of
the BOM list and automatically gets linked to the 3D view of the selected part(s) on
his screen.
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23.3.2.5 Supply Chain Collaboration

All aforementioned scenarios imply a point-to-point connection between two
partners (e.g., shipyard and supplier) who are familiar with each other. In case of a
shipyard which has to keep relationships with many suppliers simultaneously,
manual management of data exchange becomes too complex and has to be main-
tained through specific tools. Furthermore, data exchange with partners in the
product development process requires some additional topics to be addressed:

• Security: Public networks are open to everybody—sensitive information needs
to be exchanged in a secure way.

• Reliability: Public networks are often not as stable as required, especially for
transmission of large amounts of information (e.g. large CAD model file
packages).

• Traceability: For the exchange in a globalized economic environment often—
even legally binding—prove of data transmission and reception is required.

• Efficiency: Process security (such as repeatable exchanges and defined content)
without loss of competitiveness becomes more and more crucial.

The speed of bulk data exchange not only depends on the available network
bandwidth, but also on network latency over lengthy transmission distances. As
soon as distances are long and data volume is high, latency can result in consid-
erable delays and low throughput. This calls for a parallelization of the transmission
stream as known from so called peer-to-peer networks. Such networks move single
files in multiple threads in parallel, thus distributing data transmission on several
channels thereby achieving a twice to three times better throughput. In cases where
the connection is lost despite all efforts to minimize latency, a mechanism to resume
data transmission where it left off is required. Records of who has uploaded or
downloaded what data and when are kept via appropriate logging functions, so that
they can be traced at any time.

Document management and provision features are needed, so a capability to
organize exchanged files in a structured way (e.g., a by project and/or by exchange
partner) will be required. In addition a publish/subscribe mechanism will be helpful
in order to keep recipients informed about new or updated information. Updated
files need to be managed by the exchange platform in a way that they are only
available for download in their latest version and outdated versions are optionally
archived.

Given the vast quantities of data and the numerous exchange processes handled
by many companies on a daily basis, users should not be expected either to upload
their data to the exchange portal or to download incoming data manually. A
capability would be needed to automate these activities thus synchronizing the
incoming files at the exchange platform with the local file system of the recipient.
Even more, this should not only be available on a user basis but needs to be part of
the companies IT infrastructure to avoid administration effort grows linear with the
number of users.

23 Shipbuilding 687



Where appropriate a capability is needed to integrate the exchange process into
back-end systems such as PDM on the sending and/or receiving side of the
exchange. This allows locating or dropping all the relevant information in the
internal data management environment thereby bypassing an intermediate storage
in a file system and even enables automated further processing to take place such as
creating a revision or locking.

All these requirements can be implemented by a secure data exchange platform
which represents the hierarchy of the entire supply chain network (Fig. 23.9). The
basic communication runs via web, the tool is installed in the demilitarized zone
(DMZ) and can thus be accessed by all involved parties.

Prior to its implementation in shipbuilding, this solution was already widely used
in other industries [34] which employ more than 10,000 users per installation.
Usually it is included into supplier portals as an additional feature. For each partner,
of which the number can be almost infinite, a specific exclusive web-space can be
allocated which allows encrypted data exchange via the web. For processing of data
workflows several functions can be defined, e.g., encryption/decryption, translation,
filtering, quality check, packaging, check in/out to databases. On the shipyard site
user-specific pre-processing dialog and methods can be defined, e.g., connecting the
Adobe Life-Cycle product suite for derivation of 3D PDF models with corre-
sponding PDF sheets and presetting the access rights to singular documents. In the
solution a role and access concept is stored as well which can seamlessly inter-
operate with the Adobe suite.
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The solution allows the distribution of data packages to multiple receivers (e.g.,
in case of request for quotation). Subscription of specific content (e.g. project
relevant CAD models) is also possible. After the receiver has downloaded the data
package, the sender gets the corresponding message and, thus, is aware that the data
exchange has been executed properly. The user has to select the data for the
exchange, his exchange partner (receiver) and the processing method (e.g. native
CAD data, exchange as PDF package). After starting the action the entire pro-
cessing runs fully automatically.

23.3.3 Data Management in Production Process

Recently, some accuracy evaluation systems using measured data of assemblies
obtained from laser scanners are proposed. Laser scanners measure the whole
surface of the parts as point cloud data. Measured data can be used for evaluation,
checking the accuracy of shipbuilding blocks [35] or surfaces of shell plates [36].
The measured data and evaluation results have much information content, so these
data are expected to help to discover knowledge about the manufacturing process.
However, in most shipyards, the search and reuse of evaluation results is difficult
because large amounts of accuracy information are stored without an adequate data
management. To utilize the accumulated data, a data management system for
measurement data and accuracy evaluation results of shipbuilding assemblies
gauged in the manufacturing process is needed.

The proposed system has three functions: (1) accuracy evaluation, (2) accuracy
data accumulation, and (3) search and reuse of accuracy data. The objective of the
study shown in this section is to build a method for identifying knowledge, know-
how and techniques in the field based on the data managed by the developed system
and evaluated by the three dimensional measured data in the ship construction
process. The overview of the whole system is shown in Fig. 23.10. All types of data
are stored in the database and, as well, the metadata is assigned to the data. Any
data stored in the system can be reachable efficiently thanks to the metadata.

In an accuracy evaluation system, the accuracy of assemblies is calculated by
comparing measurement data obtained by a laser scanner to design data. The
methodologies for an accuracy evaluation are different according to assembles, and
some existing method can be applied for the evaluation.

In the accuracy data accumulation system, measured data, design data and
evaluation results are accumulated according to name, feature, or evaluation result
of assembles. The metadata is attached in resource description framework (RDF)
format [37] and has URI for identifying the accumulated data. Relationships of each
assemble are structured in RDF format, and the user can edit the relationships.

In the accuracy data search system, data are searched by querying RDF metadata
attached to accuracy data. The value of the attached metadata and the name of
assemblies defined in the RDF relationships visualized as a tree structure are used
for metadata search with SPARQL. Search results are displayed as a summary of
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metadata, while accuracy data identified by the searched metadata are loaded and
compared.

The accuracy of sub-assembly parts manufactured in a shipyard is evaluated and
measured by data accumulated in the proposed system. In these experiments, a
decrease of distortion of the panel surface is confirmed by comparing the accuracy
of the panel before and after the heating process. This system is also helpful to
identify areas featuring high distortion by searching data extracted from measured
data and comparing it to the evaluation result. The findings obtained by these
comparisons can be utilized for redesign of the manufacturing process.

One result of case studies with the system is shown in Fig. 23.11. This figure
gives an overview of the shipbuilding blocks and the deformation of internal
structural members calculated from accumulated measured data by laser scanners.
The vertical axis of the graph is offset along with the depth of blocks and the
horizontal axis corresponds to the width. Two measured data are retrieved in a
3 months interval, however the same tendency of the deformation can be found.

The accumulation of the data will enable shipyards to do this kind of analysis
easier and avoid uncertainties in the production process. The accuracy of ship-
building blocks can be evaluated by the proposed system. The deformation of the
shipbuilding block in the production process will be recorded by the raw measured
data and the analyzed results. The evaluation of the feasibility of the system is
going on.
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23.3.4 Simulation of the Production Process

As described in this chapter, simulation techniques are crucial to predict the sub-
sequent process. Especially the process which requires huge volume of man hour
such as production process should be correctly estimated. This case study proposes
a methodology to evaluate organizational performance based on the research
described in [38].

The developed system defines workers, facilities, activity models and a pro-
duction strategy. The evaluation of organizational performance is done through the
following processes: (1) create the enterprise model and strategy, (2) calculate a
work plan by optimizing the weights of each strategy, (3) compare the basic sce-
nario to the scenario of a changing situation. The system proposes an initial work
plan. The plan minimizes the total cost in doing the work activities considering the
weight of each production strategy by introducing genetic algorithm.

The proposed methodology is applied to some sample scenarios in a fabrication
shop. Results show that the methodology can evaluate organizational performance
successfully by analyzing the work plan. In addition, the methodology also eval-
uates the effect of improving organization and sudden trouble quantitatively. Fig-
ure 23.12 shows the overview of the proposed method.

Initially, an enterprise model is developed based on the workers and facilities in
an organization including the different work activities and skills set, while the
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Fig. 23.11 Deformation in fabrication process
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production strategy is made by setting each parameter. Next, the optimal work plan
for the enterprise model is calculated by designing the parameters of the production
strategy. Finally, the organizational performance is examined by evaluating the
optimal work plan and parameters of the production strategy.

The skill set is a class of skills needed to perform the various activities in an
organization. Workers, facilities and tasks in some activities are defined by the
skills in this set. The organization model is composed of workers, facilities and their
capabilities or skills. Workers and facilities are defined by their costs and the
presence or absence of skills in the set.

This method is evaluated in the fabrication process of simple panel structures in
the case study. The process model is shown in Fig. 23.13. The simulation scenario
is that 11 workers using 6 facilities are working on making 10 panels. The result is
also shown in Fig. 23.14 in Gantt chart format. The weight vector for the strategy
for assigning activities to workers is also obtained. This simulator shows that the
job allocation strategy will change from cost saving to first-in first-out to keep the
delivery date in case of resource shortage. The simulation results are suggestive
however the effort for making process and organization models is barrier to actual
deployment to practical situation.

23.3.5 Summary

The first case study demonstrates advantages of using “best-in-class” design tools
combined with powerful interfaces. These advantages comprise gaining benefits of
high productivity and high user confidence.
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The second case study with multiple scenarios in engineering collaboration
shows the benefits of using intelligent documents with embedded 3D data imple-
mented in 3D PDF.

The third case study shows the power of accumulated data to improve the current
practice. There is a plenty of data in manufacturing practice, however, the utili-
zation for improvement is still emerging. The data can be called big data and its
utilization in future is expected.
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In the fourth case study, tips for scheduling can be found even in a simple
process model. Simulation results depict the details of operations, making the
simulation very helpful for engineers to make decisions for planning. The detailed
behaviour of complex and concurrent downstream process can be simulated to
reduce the uncertainties in the plan.

23.4 Future Directions for CE in Shipbuilding

Direction for the future in shipbuilding is discussed in this section. Challenges to
improve the design process and the state of the art of the software feature are
discussed.

23.4.1 Early Design for Concurrent Engineering

Shipbuilding industries spend a lot of time and cost on fabrication and assembling
work. In addition, the volume of man hour in production is subject to the design
phase. In other words, upstream design has a strong influence on the time and costs
of production. The costs for production can be reduced by defining more accurate
and detailed design parameters in the upstream design process. In practice,
uncertainties in production can be avoided by employing detailed 3D models into
the design work to fix more design parameters during the basic design phase.
Concurrency and flexibility of the design process are required to improve the plan.
Upstream design should resolve design uncertainties as far as possible to facilitate
the CE design process in downstream.

Without 3D CAD technology, fewer design parameters can be considered
explicitly in the basic design phase, and conflicts caused by the limitation of the
design parameters are solved only in a downstream design process such as the
detailed design and production design phase. Design experts require skills of many
implicit design parameters and considerations. Designers can learn these skills in
on-the-job training and from their experiences. The deployment of a 3D CAD
system and the improvement of its computational power will enable description of a
complete ship model containing more than half a million product parts and simu-
lation of the process to assemble all the parts. Model and process can be simulated
in detail by computers, and taken into consideration.

Design systems supporting the management of the CE approach are expected to
significantly improve design quality in shipbuilding. This can be an innovation for
the design process. The decisions in each design phase are taken to the subsequent
process as design information. The next process assumes the decisions of the
preceding process as design constraints and defines more detailed design parame-
ters. The time history of design information generated in the design process is
illustrated in Fig. 23.15. Considerable time and costs are spent on the creation of
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detailed models and drawings by defining many dimensions and attributes of parts.
Although the number of design parameters and man hours in design work are not
that big within the basic design phase, significant time and costs are spent for the
design work based on the results of the basic design process. If design problems or
conflicts caused in basic design cannot be solved within the downstream process,
the rework of the problem will have a very serious impact on the whole process.
Predicting detailed operation of the following process and efficiency of working on
the downstream process can have a positive impact on the shipbuilding industry.

During the detailed design process, quality and quantity of design information
within an early design stage can reduce time and costs for design more than the
effort of resolving design conflicts downstream.

The quality of the concurrent process can be improved by prediction; using 3D
models and simulation techniques will play a key role [39]. For example, if there
might be plans to build block divisions for production, the trade-off of each plan can
be shown with quantitative data and the best plan can be chosen based on costs,
schedule and other limitations. Time history of design information will change as
shown in Fig. 23.16. Much more design information will be created within an early
stage of the design process. As for designing simple bulk carriers, more than
20,000 h are spent on the design work and the efficiency varies according to the
quality of work in the design process. The concept of CE was introduced to
shipbuilding industry years ago and has delivered improvement; however, barriers
for implementing fully concurrent and front-loaded design, such as local optimi-
zation and data conversion, still exist [18, 20, 39].

Concept
Preliminary 

Time

Start definition of details based on Principal 
particulars, performance and price

Decisions of Detailed 
Structure, Piping and etc.

Production procedure 
and resource planning

A
m

ou
nt

 o
f d

es
ig

n 
da

ta

Rework: 
Vibrations in main 
structure

Rework: 
Route for equipment 
installation 

Basic  
Design

Detailed
Design

Product
Design

Production

Fig. 23.15 Design information generated along with the design process

23 Shipbuilding 695



23.4.2 Reflections on the Organization Structure

The information infrastructure of CE is still not elaborated enough for shipbuilding.
The design process is going on concurrently but the data is not shared in real-time
because of the limitations of the information system. Consequently, a design
conflict will emerge after combining design data. The route of pipes and cables is
often blocked by structural parts, while usually the hull structural design section has
priority over outfitting design sections. This problem is solved by some work-
arounds with extra man hours in production design or during the production phase.
Early integration of data can reveal this problem.

The concept to improve the design process is very simple, but time and costs of
defining detailed 3D models in basic design will cause a large increase in man hours
within the basic design phase. To make good use of the CE concept, in addition to
the support by a sophisticated software platform, shipbuilders are required to
change the organization of the design department to have a larger number of
engineers in basic design process.

23.4.3 Concurrent Engineering for Production

Ship design and construction process are going on in a concurrent manner even in a
very early stage of the process. Some problems exist, however. For example,
shipyards need to purchase steel for the structure in an early stage of design, while
the detailed structure has not been defined yet and the exact amount of steel is
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unclear. For a bidding process, the costs of production should be known, though the
weld length cannot be known without a detailed structure. The accuracy of esti-
mation depends on the experiences of designers. Human skills are thus needed to
make the process concurrent.

To start the production process without the final design, 2D drawings are
sometimes generated before the completion of the design work by 3D CAD system.
The work for creating 3D CAD models is redundant. This redundancy should be
eliminated with incomplete design information for the production.

The other problems in production process are delays in the production schedule
owing to weather conditions, late delivery of purchases and unexpected problems in
resource or facility. These unavoidable troubles which experienced experts manage
with their skills in current practice should be handled by software platform to keep
the production schedule.

23.4.4 Considerations for Software

As for the deployment of CE, a sophisticated CAD system may allow removal of
barriers related to information technology. As shown in this chapter, data sharing
across design phases is a key feature for an efficient concurrent design process. In
the meantime, shipyards with a long history have a lot of in-house software to
facilitate each design process and the data flow from upstream to downstream. This
kind of software is useful and shows good performance in local process optimi-
zation. The quality of the design may be currently satisfactory for the local process
with the use of in-house software. The installation of a single database for all design
stages appears to be very difficult and is not yet feasible to handle huge number of
parts of a vessel. Single databases and sophisticated design information sharing
systems will be a good solution for new emerging shipyards and will be introducing
a new concept along with the legacy systems for the shipyards with history. The
concept of CE is common and will be deployed with human skills in both types of
shipyards by adopting appropriate software systems.

An integrated software system supporting all design phases might be a good
solution, but design departments often have their own historical data for in-house
legacy software. This kind of in-house software is very useful in case of accessing
past design information but may have a risk for maintenance.

23.5 Conclusion

For the deployment of CE in shipbuilding, the following items can be stated in this
chapter.
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In the early design phase, the trade-offs for many design consideration are to be
addressed. Early adoption of 3D models and its utilization for engineering calcu-
lation are keys for a design process improvement.

As for basic design, detailed design and production, detailed and well matured
design and manufacturing information is required. History data management and
simulation techniques for prediction are the key for solving this problem. Organi-
zational changes will also be required to generate design information earlier.

23.6 Future Trend

Accumulation of design cases is huge, while the computational power for detailed
simulation is available now. Making decisions for the design and construction
process in an early phase might be realistic in the shipbuilding industry.

The shipbuilding process and software for ship design and construction have
been described in this chapter. The concept of CE has already been deployed in
shipbuilding companies. However, information infrastructures are not enough to
support efficient concurrent design and construction processes. The work load in
upstream design such as basic design will increase by deploying the CE concept
into practice, but is expected to decrease time and costs downstream, by improving
the quality of the products and reducing rework. Prediction by simulation and
detailed design and construction plans made possible in an early design phase may
pave the way to innovation in matured shipbuilding industries.
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Chapter 24
Consumer Goods

Chun-Hsien Chen, Li Pheng Khoo and Nai-Feng Chen

Abstract Product design and development (PDD) has shifted its focus from
addressing functional and technological issues to user-centric and consumer-ori-
ented concerns in recent years. More specifically, the experiential aspect of design
has taken a crucial role in creating more consumer-focused products. Often, cus-
tomer research or user-involvement studies are conducted to explore necessary
knowledge and gain an insight into user experience. Unlike functional require-
ments, experiential customer requirements are usually more tacit, latent and com-
plex. As such, the issues concerning user experience exploration in consumer goods
design deserve more attention. These will be the focus of this chapter. In this
regard, a prototype context-based multi-sensory experience system (CMSES) with a
scenario co-build strategy (SCS) is proposed to facilitate user experience explora-
tion in designing consumer goods. A three-stage case study is employed to illustrate
the proposed prototype system. Potential of the proposed approach in the context of
concurrent engineering (CE) and collaborative product development (CPD) is
discussed.

Keywords Customer requirement management � Multisensory experience �
Product design � User experience � User involvement

C.-H. Chen (&) � L.P. Khoo � N.-F. Chen
School of Mechanical and Aerospace Engineering, Nanyang Technological University,
50 Nanyang Avenue, Singapore 639798, Singapore
e-mail: mchchen@ntu.edu.sg

L.P. Khoo
e-mail: mlpkhoo@ntu.edu.sg

N.-F. Chen
e-mail: nfchen1@e.ntu.edu.sg

© Springer International Publishing Switzerland 2015
J. Stjepandić et al. (eds.), Concurrent Engineering in the 21st Century,
DOI 10.1007/978-3-319-13776-6_24

701



24.1 Introduction

The philosophy of concurrent engineering (CE), and its successor collaborative
product development (CPD), has been widely applied in product design and
development (PDD) for decades. It addresses issues caused by the sequential
development process, which is usually lack of communication between different
functions of a company and requires long development times [1, 2]. On top of CE
and CPD, the evolution of the PDD paradigm goes on because consumer goods are
becoming more and more complex and customers generally expect more variety,
lower costs, better performance, higher quality and more rapid advancement [3]. By
properly incorporating the latest development in the realm of CE and CPD into the
PDD process, companies may gain a competitive edge and have better opportunities
to produce higher quality and cost-effective consumer goods in shorter time [4]. The
key concept of CE and CPD is the early consideration and involvement of all
relevant elements of the product life cycle (PLC) [5]. Accordingly, cooperation
between multidisciplinary teams is indispensable. It has become a must to simul-
taneously consider much more complex requirements from different stakeholders
by these teams [6].

As an implementation of CE and CPD, this chapter deals with the issues con-
cerning user experience exploration in consumer goods design. More specifically, a
prototype context-based multi-sensory experience system (CMSES) with a scenario
co-build strategy (SCS) is proposed to facilitate user experience exploration. To
illustrate the CMSES, this chapter starts with introducing the current trend of PDD
in Sect. 24.2. This is followed by a description of the proposed methodologies, i.e.
the CMSES and SCS, in Sect. 24.3. Subsequently, a three-stage case study on a
biscuit container design is used to demonstrate the CMSES and SCS in Sect. 24.4.
After that, Sect. 24.5 gives a general discussion regarding the case study and
highlights the potential of applying the ‘context-based multi-sensory experience
exploration and design’. The last section, Sect. 24.6, summarizes the main con-
clusions reached in this chapter.

24.2 Related Work

Owing to the paradigm shift of the PDD process in recent years, apart from
addressing functional and technological issues, user-centric [7, 8] and consumer-
oriented [9] concerns have proven themselves to be as equally, if not more, important
in developing a successful product. As a result, fulfilment of customers’ needs and
wants has become inevitable. Therefore, it is important to treat users or customers as
stakeholders and invite them to contribute their views in the ‘fuzzy front-end’ of
product development. The early user/customer input, knowledge integration and
decision making may have a crucial influence on the cost, time-to-market, and the
success or failure of a product, especially in the context of new product development
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(NPD) [10–12]. In this regard, companies often conduct user involvement studies to
discover and identify the genuine voice of customers (VOC) [13].

Moreover, in order to create more consumer-focused and successful products for
the emerging experience economy that emphasizes selling experience [14, 15],
companies should further concentrate their endeavours on the experiential aspect
rather than merely the material one [16–19]. In other words, the VOC should
include explicit, tacit, tangible and intangible customer requirements and the effort
should be extended to an experiential level. To realize this idea in NPD, researchers
encourage product developers and designers to treat users as experts of their own
experience, explore potential user experiences and design for experience [20–22].
By exploring knowledge regarding user experience before and during design
conceptualization, a company can better plan for its marketing and design strategies
at an early stage and can be more confident about the product and its experience
created to gratify the users.

However, during user experience exploration, designersmay face some difficulties
due to the fact that user experience is inherently complex, subjective and dynamic
[23]. The characteristics and corresponding aspects of user experience are organized
as shown in Fig. 24.1. Some issues might rise readily if such inherent nature of
experience has not been taken into careful considerations when exploring it. Three
major aspects of issues are identified as follows.
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(UX)
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Individual 
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Background

Life Style

Personal Issues

Characteristics
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Fig. 24.1 Different aspects of user experience
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First (see Fig. 24.2), as an experience is inherently personal and exists only in
the mind of an individual [14], it is important to treat users in a more personal
manner [24]. Without considering the subjective nature, a company may treat users
in a too general manner and ignore crucial individual differences. Consequently, it
may lose some valuable customer segments in a highly competitive business
environment.

Second (see Fig. 24.3), as a user’s experience is dynamic and context-dependent
[23, 25], it is inevitable to consider how multiple contextual factors may influence
user experience. For example, ‘companionship’ is a powerful factor to have an
impact on user experience [26]. It also requires attention that a user’s multi-sensory
experience may vary dynamically at different usage phases [27, 28]. Without
tackling the contextual factors, user experience or evaluation may become eco-
logically invalid [29]. In addition, it is better to avoid treating a product as a starting

Fig. 24.2 User experience is subjective due to individual differences

Fig. 24.3 User experience is dynamic due to multiple contextual factors
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point. Instead, designers are encouraged to redefine ‘a product’ as ‘a context for
experience’ [30] and develop ideas from the ‘contextual level’, through the ‘user-
product interaction level’, then to the ‘product level’ [22]. In doing so, designers
can have a better exploration of user experience and prevent to become stuck by
current designs especially for NPD.

Third (see Fig. 24.4), owing to its diverse and complex nature, user experience is
difficult for designers to explore and discuss in a more comprehensive way. For
example, it may cover cognitive, affective and sensory aspects as suggested by
Hekkert [31] in his work on the three levels of experience: understanding, emo-
tional and aesthetic. Recently, more and more researchers advocate the great value
of emotional design [32, 33], affective design [34, 35] and Kansei (a Japanese word
for sensory) engineering [36–38].

Furthermore, multi-sensory experience design has also attracted more and more
attention since user experience is closely related to how the senses are stimulated
and gratified [39–41]. In addition, it should not merely focus on visual aesthetics
but should consider all of the senses [42]. Actually, user experience can be enriched
to a certain extent if there are more sensory modalities involved [40] and more
sensory memories activated [43]. Researchers have studied sensory experience from
several facets such as roles of the senses [44], sensory importance [27, 28] and
various kinds of interactions between senses [45].

Especially in the highly competitive era, companies are tackling much more
complex design problems which no longer involve merely functional or cognitive
aspect. It is quite a challenge for designers to deal with information or data of
different format and characteristics, especially when experiential, intangible and

Fig. 24.4 User experience is
complex and comprises many
different facets
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tacit elements are involved. Thus, the crucial key to create successful products lies
in the integration of multiple factors from experiential, contextual and sensory
aspects starting from the early stage of PDD [26].

In a nutshell, the main challenge is to concurrently deal with all these inherent
characteristics of user experience during user involvement studies. Nevertheless,
current studies seldom take these essential characteristics into more careful con-
siderations during user-experience exploration. In addition, more practical studies,
which demonstrate how designers can explore and discuss users’ multi-sensory
experience in a more in-depth and comprehensive manner, are still lacking. Based
on these understandings, this study investigates the ‘context-based multi-sensory
experience exploration and design’ to help designers get an in-depth understanding
about user experience so as to facilitate experience design.

Although it is no easy task for a company to control or predict experience needs
accurately [46], it is possible and justifiable to provide customers with their desired
experience based on some prerequisites [46, 47] or exclude some potential negative
experience. The deeper and more comprehensive the designers can understand user
experience, the higher the possibility for them to create long-lasting pleasing
products. Therefore, it is worthwhile to develop methods and tools to strengthen
user-experience exploration.

24.3 Methodologies

To facilitate the effectiveness and efficiency of ‘context-based multi-sensory
experience exploration and design’, a prototype CMSES with a SCS is proposed.
The CMSES and SCS are demonstrated using a three-stage case study on a biscuit
container design. Details are presented in the following sub-sections.

24.3.1 Context-Based Multi-sensory Experience System
(CMSES)

A prototype CMSES is established to tackle the issues mentioned in the previous
section. The system attempts to guide the PDD process from user-involvement
studies to design conceptualization in a user-centric, consumer-oriented and
experience-focused manner. To address the subjective, dynamic and complex
nature of an experience, CMSES possesses the following characteristics.

1. User experience is explored under a specific usage context, which can prevent
ecologically invalid results.

2. Individual differences are taken into consideration when tackling multiple
contextual factors, such that the result can be more reliable and closer to a user’s
real situation.
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3. As humans first perceive stimuli from their senses, it handles the multiple
aspects of user experience starting from the sensory aspect then progressively
bringing in more and more aspects.

Corresponding to the first and second characteristics, i.e., the subjective and
dynamic nature of an experience, a SCS is applied. As shown in Fig. 24.5: Ⓐ: the
SCS invites users in the decision making of scenario building, which was usually
done by design teams and users can merely play a passive role. With the SCS,
designers and users together may co-build a more customized scenario which can
link up with one’s real life more closely [26]; Ⓑ and Ⓒ: Customized scenarios can
not only help to strengthen user-experience exploration at a later stage of user
involvement studies but also provide valuable feedback of individual differences
regarding usage context to the marketing department; Ⓓ: In this case, users may
experience a product like they normally do in real life and may possess a feeling of
ownership. By treating a product as one’s own property, a user can become more
‘emotionally attached’ and be motivated to share more of his/her experience [48]. In
doing so, the user-involvement process can be more relaxing, inspiring and crea-
tive; Ⓔ: Consequently, designers can explore more reliable and valuable feedback
of user experience and evaluation. Corresponding to the third characteristic, i.e., the
complex nature of an experience, designers can examine user experience in a more

Fig. 24.5 The context-based multi-sensory experience system (CMSES). Note Ⓐ: Scenario co-
building (based on a user’s real situation). Ⓑ: Customized scenario(s) (for the user to experience
the product); Ⓒ: Feedback of individual differences regarding usage context; Ⓓ: Context-based
user-product interaction (user experience); Ⓔ: Feedback of (multi-sensory) user experience and
evaluation; Ⓕ: Design and marketing strategies concerning user experience; Ⓖ: Context-based
multi-sensory experience design
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detailed and comprehensive way by connecting the multiple sensory aspects with
the cognitive and affective aspects. The general goals are to get an in-depth
understanding of user experience and identify opportunities for multi-sensory
experience design; Ⓕ: Accordingly, a company can better plan for design and
marketing strategies concerning user experience; Ⓖ: As a result, designers can
conduct multi-sensory experience design from a contextual level in a more man-
ageable manner so as to create a more long-lasting positive product experience.

24.3.2 Scenario Co-build Strategy (SCS)

Scenarios, describing the usage context, are frequently applied in a user involve-
ment study for users to evaluate a system or product [49]. However, conventional
scenarios are usually set up by design teams and, hence, fail to systematically take
individual differences into more careful consideration. Thus, it may hardly reflect
users’ real life because of strong individual differences (e.g., different cultural
background, life style, personal habits) in numerously varied societies worldwide
[26]. The problem is crucial since user experience can be affected by multiple
contextual factors defined in a scenario. In order to explore more useful and
valuable user experience, the scenarios used in a user involvement study should fit
into user’s real life as much as possible [26]. In addition, users should not play a
passive role during user participation. Instead, users should be treated as ‘experts of
their own experience’ [22] and own the freedom to build their own experiences
[17]. Based on such understandings, a SCS is established to address the issue by
providing users with the opportunity and freedom to decide the scenario that is the
most suitable for them [26]. The idea is for users and designers to co-build more
customized scenarios (Fig. 24.6) so as to strengthen user experience exploration in
user involvement studies. The co-built scenarios may have different structures and
levels of freedom, depending on how much and how detailed users can contribute to
the context settings of a scenario.

Fig. 24.6 The scenario co-build strategy (SCS); (adopted from Chen et al. [26])
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24.4 Case Studies

To demonstrate the CMSES and SCS, a three-stage case study was conducted. At
the first stage, users’ multi-sensory experience and evaluation were explored and
discussed. At the second stage, five biscuit container design concepts were gen-
erated based on the experiential knowledge gained. Subsequently, a survey was
carried out to evaluate the concepts, and then a preferred concept is chosen and
improved at the third stage.

24.4.1 The First Stage

The main purpose of the first stage of the case study is to explore knowledge
regarding users’ multi-sensory product experience from a contextual point of view.
Based on the CMSES and SCS, this study illustrates how designers can explore and
discuss users’ multi-sensory experience concerning multiple contextual factors and
diverse individual differences.

24.4.1.1 Methodology

The product chosen in the case study is ‘Mary Biscuit’ of the design brand ‘Alessi’
(see Fig. 24.7). The design features, e.g., the biscuit shaped lid with vanilla scented
and special texture, make ‘Mary Biscuit’ stand out from other competitors. Five
participants were invited to perform a pilot study and 33 participants (Mean
age = 23.36 years, age range: 20–26 years; 15 female and 18 male) were invited to
perform the formal experiment.

Based on the scheme of SCS proposed by Chen et al. [26] (see Fig. 24.8), this
study investigates two main phases of user experience, namely the trial and usage
phases. At the trial phase, the users purchase the product and interact with it for the
first time. At the usage phase, the users get to know more about the product and
have fresh experience with it.

Fig. 24.7 ‘Mary Biscuit’ of
the design brand ‘Alessi’
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More specifically, each participant experienced and evaluated ‘Mary Biscuit’
under both trial scenario(s) and usage scenario(s). At the beginning, trial scenario(s)
were assigned to participants for them to experience ‘Mary Biscuit’ for the first
time. Subsequently, based on the experiences and understanding about the product,
participants can then choose preferred usage scenarios at the usage phase. The trial
scenarios include three basic situations of the obtainment of the product while the
nine usage scenarios cover both daily use and special events (see Table 24.1).

The experiment was conducted in a laboratory. There were two laptops to present
scenarios and questionnaires respectively and two video cameras to record the
process. The time was controlled within 45–60 min. Microsoft PowerPoint (PPT)
slides were used to guide participants choosing preferred scenarios and representing
the chosen ones. Scenarios are represented through descriptors (textual narratives),
images (of the context) and videos (only for online webpage scenario) to help
participants build a mental model of the usage occasions. Both qualitative methods
(i.e., think-aloud protocol (TAP), observations and interviews) and quantitative
questionnaires were used to collect different kinds of information and data.

24.4.1.2 Results and Discussions

To better represent the knowledge regarding users’ multi-sensory experience, the
qualitative and quantitative results were put together and the discussion was sep-
arated according to seven issues, A–G, as follows.

A. Sensory importance
To discuss the multi-sensory experience, sensory importance is first examined.
Participants’ attitudes toward the importance of each sense were solicited using

Fig. 24.8 One possible scheme of SCS; (adapted from Chen et al. [26])
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questionnaires after each scenario experiencing. The overall results show that
vision is the most important sense, followed by touch, olfaction and audition.
Though for some scenarios the average scores seem to be higher, there is no
significant difference.
In the afterward questionnaire, participants’ attitudes towards what kinds of
design features can affect their purchasing decisions were further solicited for
those who experienced T1, T2 and T4 scenarios (in which the obtainment of the
product is buying but not granted as a gift; there were totally 22 participants).
The results suggest that most participants care about tactile experience (counted
19 times), followed by special features (which can relate to any sensory expe-
rience once it shows the uniqueness compared to others) (18 times), and the
visual experience (17 times). Seven participants thought that olfactory experi-
ence is also a concern while no participant gave credit to auditory experience.
It is known that there is usually a dominant sense during user-product interac-
tion that can collect more information, have more influence, and attract more
attention [39]. Yet, the sensory dominance or importance may be affected by
product types [50], product characteristics [44] and the stages of usage [27, 28].
Although the study included both trial and usage phases that participants
experienced ‘Mary Biscuit’ for at least two times, the experiences were still very
fresh and belonged to early phases of product usage (e.g., the early stage of
product experience [27] or the buying stage [28]). Usually at such phases, vision
can have more influence and importance than other senses [27, 28]. Further-
more, under most situations vision can gather most information of a product in
the shortest time compared to other senses [39, 44]. All these could be the
reasons why sensory dominance did not shift significantly and vision was the
dominant sense at both trial and usage phases in this study.

B. Visual experience
Vision, in this case, plays an important role in both cognitive and affective
aspects of user experience. First, participants relied heavily on vision to form the
first impression, explore the functions, examine and evaluate the product.
Especially in the scenarios in which the main function of the product is unre-
vealed (as in T4 scenario participants find the product on the showcase along with
other goods without being informed it is a cookie container), participants mainly
inferred the product function from the overall form (as a container) and the
biscuit shaped lid (as to store cookies). This result is in line with Alessi’s design
philosophy ‘form follows function’. Second, the product’s overall form can elicit
many kinds of associations including pillow, cushion, wrist rest, dog bone, UFO,
red blood cell, fish tank, tissue box, flowerpot, massager, lamp, chair and stool.
Such associations can further influence participants’ behaviour. For example,
some participants really treated ‘Mary Biscuit’ as a pillow to lay it near the head
or a cushion to hug in the arms. Third, a lot of interactions were aroused by the
biscuit shaped lid (along with other sensory design features: colour, texture,
scent), e.g., “the colour and texture of the lid, quite realistic smell, and feels like
real biscuit makes me want to eat biscuit (P26, Interview, T2)” and “[pranking
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friends] hey, there’s a biscuit, do you want to eat? (P10, Interview, U5)”. Fourth,
plenty positive emotions (e.g., happiness, surprise, funny, interesting and satis-
faction) can be evoked by the pleasing form of the container as well as the biscuit
shaped lid while some negative emotions (e.g., disappointment, worry and
concern) can be evoked by the middle-line (i.e., a join line between the lower and
upper parts as shown in Fig. 24.7) of the container. Yet this middle-line of the
translucent container is related to not only the aesthetic aspect but also the
functional aspect of the product such as durability; e.g., “makes me worry that the
Mary will break easily (P26, Interview, T2)”.

C. Tactile experience
It is found that the form of the product can further affect participants’ tactile
experience. For instance, the middle-line of the container may become a dis-
turbance while touching the overall form, which consequently affects partici-
pants’ feelings, e.g., “I don’t like this [act: touch the middle-line]. I’d like it to
be one piece (P28, Interview, T2)”. Take the concave shape of the bottom as a
positive example, many participants praised that the shape is friendly for hands
to hold, e.g., “if I want to hold it by one hand to serve people, it’s quite easy to
hold (P6, Interview, U5)”. There is also the case that through touching, par-
ticipants can explore the more detailed form apart from merely viewing the
product, especially when there are some special shapes or irregular contours,
e.g., “you have to feel and touch the shape, you can’t really visually see the
shape, like the bottom, you can’t see the specialty of it until you touch it (P15,
TAP, T3)”.
Besides the form, the special texture also matters a lot, because it can bring more
positive evaluation as well as evoke more positive emotions. In fact, it is sug-
gested that designers should take very good care of every possible tactile feeling
that a product may bring to users. On the one hand, tactile experience can affect
most participants’ purchasing decision as the results shown above. On the other
hand, participants would examine the product in a more detailed way through
touching, thus, even minor matters can become a plus or minus point. For
instance, the edge of the opening of the container can be an issue, e.g., “I like the
edge! Because it’s not like normal containers that have quite a few jagged lines,
this is really smooth (P29, TAP, T2)”.

D. Olfactory experience
In terms of olfactory experience, participants showed great individual differ-
ences from various aspects. First, participants reported diverse individual sen-
sory preference or habits toward the vanilla-scented lid. On the one hand, some
participants held a quite positive attitude toward the scent and they may high-
light this feature to their (imagined) companion, e.g., “I tell you what, this box is
really special eh* come smell smell smell (P5, TAP, U5)”. On the other hand,
some participants kept a negative attitude and some even stated that they may
choose not to buy it, e.g., “I am not a vanilla person, if it’s too strong, I won’t
buy it (P26, Interview, T1)”. Nevertheless, there were also few participants who
did not consider the scent as an issue. In fact, participants’ personal preference is
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closely linked with affective emotions. For participants who liked the smell, they
tended to smell the lid for more than once and some positive emotions also came
along, e.g., “like to go back and smell over, over, and over again (P23, TAP,
T2)” and “because of the smell, very happy, since I bought the right thing (P4,
TAP, T2)”. Participants who did not like the smell would also behave greatly
with strong emotions. Additionally, the emotions evoked by the scented lid
(either positive or negative) are much stronger than those evoked by other
stimuli. It is known that olfaction has a very strong connection with emotions
and relates closely to ones’ personal experiences as well as memories [51]. As
highlighted by Spence [51], the importance of olfaction is obvious and “the
products of tomorrow will embrace the olfactory revolution (p. 3).” Indeed,
‘Mary Biscuit’, with such olfactory feature, is found to be able to bring users
quite vivid emotions and differentiate itself from other containers. Furthermore,
the sensory preference can further affect the way how participants treated the lid
and their attitude with regard to the fading away of the scent after 1–1.5 year.
Generally, those who adored the scent may choose not to wash the lid and may
wish the scent could stay longer. Whereas those who dislike the scent claimed
that they wish to wash the scent away and may like ‘Mary Biscuit’ more once
the scent faded away.
Second, there is diverse individual difference in the interpretation of possible
interactions between the vanilla-scented lid and the food stored inside. For
example, a few participants looked on the bright side and imagined the taste of
the cookies stored inside may become tastier. Yet some participants not only
worried the food inside may be affected by the scent in a negative way but also
were concerned about the artificial smell in a food container could be harmful to
the body. As a result, the scent may affect participants’ decision-making
regarding what to contain. Some participants claimed that they would not use it
to contain food, some would choose biscuit with wrappers so that the flavour (of
biscuit) will not be affected, some may avoid strong scented food so that the
scent (of the lid) will not be affected and some stated they would choose the
biscuit that can match the flavour of scent.
Despite the fact that there are great individual differences in participants’ sen-
sory habits and preferences, the special olfactory feature does help ‘Mary Bis-
cuit’ stand out from other competitors; not only because the scent can evoke
plenty emotions and enrich one’s affective experience but also because it can be
an icebreaker to open a topic and enable many interactions among people.
However, while designing this kind of special sensory features, designers should
be careful about possible sensory interactions. As Schifferstein and Desmet [52]
addressed, a product’s final success depends on how “all senses” are stimulated
and gratified. Therefore, it is important to design a more “natural, logical and
coherent” sensory experience. In this case study, the colour scheme of ‘Mary
Biscuit’ chosen is ‘ice’, in which the container is translucent and the lid has
normal biscuit colour. It seems to be logical and coherent when the biscuit
colour matches the vanilla scent. Nevertheless, other colour schemes of ‘Mary
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Biscuit’ provided by Alessi also include white, orange, blue and green; yet there
is only one flavour of smell—the vanilla scent. In the study, participants can
observe the different colour schemes from the online shopping webpage (in T1),
from the package while receiving as a gift (in T3) or by asking the clerk to show
them (in T4). One participant originally said he preferred green colour. How-
ever, after he knew the scent is still vanilla flavour he changed his mind
immediately. Furthermore, he commented the combination is “definitely a
wrong design concept (P8, Interview, T4)”. In addition, he gave some sug-
gestions such as “not only depending on colour preference, but also smell
preference we can choose (P8, Interview, T4)”. Besides the sensory interactions,
it is also worthwhile for designers to identify how the context may affect one’s
sensory preference. For example, one participant noted while experiencing the
‘Examinations (U6)’ scenario that “if I’m studying, I’d rather this [the lid] is
coffee scented (P29, TAP, U6)”.
Considering possible individual sensory preference, the afterward questionnaire
solicited participants’ preferences toward the flavour of the scent. The results
show that 17 participants preferred no smell at all while 12 participants chose
the same vanilla scent, 11 for fruits scent, 3 for other cookies scent and no
participant considered perfume style. Thus, while planning or designing a
product and its multi-sensory experience, design teams should have more
careful consideration including possible sensory interactions as well as diverse
individual sensory preference and habits.

E. Auditory experience
In discussing auditory experience, the product sound considered here is the sound
produced while closing the lid, which is found closely related with the functional
aspect—the tightness of lid. This can be an important issue especially for such
product as a food container where ‘air-tight’ is one of the essential consider-
ations. It is commonly believed by participants that if the lid can close tightly,
there should be a clear clicking sound as a feedback while pressing down. Hence,
when a light and soft sound replaced a clear clicking sound, many participants
showed their concerns. As a result, some negative emotions (e.g., worry, con-
cern, disappointment and unsafe) were evoked due to the problem. Similar to
other senses, there are individual differences in personal sensory preference and
the interpretation of the product sound. In the case study, a few participants noted
the positive aspects of the light and soft sound, e.g., “it is well designed and well-
constructed (P28, Interview, T2)” and “normally there must be a loud sound to
close it tightly, but this can close tightly yet the sound is quiet (P33, Interview,
T4)”. Besides, some participants found that since ‘Mary Biscuit’ is less noisy
than other containers, it can fit into some special usage occasions well, e.g.,
“snack in middle of night will feel less guilty (P29, Interview, T2)” and “Mary is
suitable for the library since it got no sound (P29, Interview, U6)”.

F. Sensory design features and usage occasions
Based on the results of the case study, it is suggested that sensory design
features might be able to affect a product’s suitable usage occasions. In this
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sense, besides designing from a contextual level [22], it is further suggested that
designers should always return to the contextual level after design conceptual-
ization to check whether different sensory design features could help the product
fit well to the targeted usage contexts or not.

G. Individual sensory preference and designs in the market
Among all the multi-sensory experiences, it seems there are more individual
differences in the olfactory and auditory experiences. The differences may lie in
several aspects including personal sensory preference (e.g., like/dislike a sen-
sory design feature), personal sensory habits (e.g., care how much about a
sensory gratification or have special concerns regarding a sensory experience),
individual interpretation of a stimulus or phenomenon (e.g., view an event from
different points of view) and personal sensory sensitivity (e.g., initial feelings of
perceptions or physical sensitivity toward a stimulus). Nevertheless, most
products in the market today still primarily emphasize the visual aesthetic [28],
some may further secondarily strengthen the tactile gratification, but few would
consider special olfactory or auditory experience unless the product is directly or
strongly related to smell (e.g., perfume and deodorant) or sound (e.g., musical
instruments and washing machine). In other words, while purchasing a product,
usually a customer can have plenty of choices of various forms, sizes, colours,
materials and even textures but may have little or no choice of special olfactory
or auditory features (except certain types of product, e.g., perfume). Based on
the example of olfactory experience illustrated, participants had diverse needs
and wants regarding the olfactory experience yet there was no opportunity for
them to choose their preferred sensory features, e.g., the intensity or flavour of
the scented lid. As a result, not only some segments of customers cannot be
satisfied but also the company may lose some segments that tend to have
stronger personal sensory preference or sensory habits.
Hence, it can be a good opportunity for a company to design for all senses (i.e.,
multi-sensory design) in a more considerate way contemplating various indi-
vidual differences to satisfy more segments and differentiate a product from
many competitors. For example, the concept of ‘mass customization’ can be
applied to increase sensory design features (and sensory experiences) variety
while controlling manufacturing cost in order to create more customized and
personalized product that can fit individual customer’s condition better.

24.4.2 The Second Stage

The main purpose of the second stage of the case study is to carry out concept
generation for the biscuit container design. Based on the experiential knowledge
gained from the first stage, 15 design concepts were created for the young segment.
These concepts were further categorised into five groups and, subsequently, a final
design concept was chosen and revised from each group. Thus, five biscuit

716 C.-H. Chen et al.



container design concepts in total were generated. In order to conduct a customer
survey at the later stage, CAD (Computer Aided Design) models of all 5 designs as
well as ‘Mary Biscuit’ were created using SolidWorks software.

The first design, ‘Mushy’ (see Fig. 24.9), is a marshmallow-shaped biscuit
container with matte surface. The internal surface of Mushy is in brown colour,
which suggests the container is filled with chocolate and, hence, may increase
users’ appetite. There are two ants heading towards the overflow chocolate. The
white colour external surface of the ‘Mushy’ causes this part to become the high-
light of the design. The intention is to make users feel curious and make them
investigate what is inside the ‘Mushy’. The snap-fit lid is easy to open. Besides,
there is sweet scent on the external surface of the lid. Users can choose the scent
they desire while purchasing ‘Mushy’. Available sweet scents include caramel,
chocolate, vanilla and honey.

The second design, ‘Passion’ (see Fig. 24.10), is an orange-shaped biscuit
container with matte surface. The matte surface is to suggest similarity of this
biscuit container with real orange. This container comprises a tissue paper chamber
and six compartments for users to contain and sort various cookies. The transparent
biscuit container lid allows users to see the cookies inside the container without
opening it. As the white arrow shows, users can rotate the compartment around the
tissue paper chamber to search for cookies they desire. Each of the individual
compartments can be taken out easily by simply lifting it upward. Both biscuit
container lid and tissue paper chamber lid are snap-fit. The tissue paper chamber lid
is further customized with fruit scent.

The third design, ‘Desire’ (see Fig. 24.11), is a snap-fit container with chocolate
shape and is made of brown matte plastics. There is a stickman, which is a tissue
paper container, lain on the top of ‘Desire’. The happy and bright smile on the
stickman may cheer users with some positive emotions. Users can play with the
stickman and have more interactions with their companion. The tissue paper

Fig. 24.9 The first design: ‘Mushy’
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container has two choices of scents, which are chocolate and milk. A temporary
waste storage, hidden at the bottom of the container, is designed for users to throw
their waste easily and conveniently.

Fig. 24.10 The second design: ‘Passion’

Fig. 24.11 The third design: ‘Desire’
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The fourth design, ‘Sharkie’ (see Fig. 24.12), is a shark-shaped biscuit container
with white colour and glossy surface. It is a screw lock container. There are some
functions available. Users can estimate the level of cookies inside ‘Sharkie’ through
the transparent eyes. ‘Sharkie’s mouth is a tissue paper holder. There is an inbuilt
cutter in the fin for users to open food packaging. As shown in Fig. 24.12, users can
slide the food packaging downward through the inbuilt cutter to create a small
opening in the packaging. The cutter is built in the fin to ensure safety of users
especially children. The slit is designed narrow enough to avoid children to put in
their fingers. The fin comes with a variety of scents for users to choose, including
fruits, sweet, mint, coffee, perfume, etc.

The fifth design, ‘FreshMint’ (see Fig. 24.13), is a tooth-shaped biscuit container
with glossy surface. It is a snap-fit container. There is a toothpaste-shaped and mint-
scented tissue paper container on the top of the design. The intention is to educate
users. When users clean their lips with tissue paper after eating, the mint smell
reminds them of tooth paste. This may further remind users to brush their teeth after
eating.

In order to compare the design concepts generated with ‘Mary Biscuit’, the CAD
model of it was also created (see Fig. 24.14). The representative sensory design
features of the 6 biscuit containers were summarized as shown in Table 24.2.

Fig. 24.12 The fourth design: ‘Sharkie’
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24.4.3 The Third Stage

24.4.3.1 Methodology

The main purpose of the third stage of the case study is to investigate the potential
user experience and generate a more consumer-focused design. Therefore, a cus-
tomer survey was conducted to evaluate the 6 design concepts, namely ‘Mushy’,
‘Passion’, ‘Desire’, ‘Sharkie’, ‘FreshMint’ and ‘Mary Biscuit’, and explore potential
user experience. Four (4) participants were invited to go through a pilot study and 33
participants (Mean age = 23.375 years, age range: 19–26 years; 17 female and 16
male) were invited to accomplish the survey. They were recommended to complete

Fig. 24.13 The fifth design: ‘FreshMint’

Fig. 24.14 The CAD model of ‘Mary Biscuit’
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the survey with their first thought answer. To avoid bias, no participants at the third
stage were involved in the first stage of the case study.

The survey was presented using PPT slides. It consisted of two major parts, viz.
individual evaluation and comparison evaluation. In individual evaluation, partic-
ipants evaluated the design concepts one by one and they were told not to compare
the six biscuit containers. The sequence of the biscuit containers appearing in the
survey is randomised to reduce bias. The first part of the survey, i.e., individual
evaluation, covered the following six aspects.

1. Introduction of the main concept and the design features of the biscuit container
design

2. Evaluation on the appearance, functional experience and emotional experience
using a 5-point scale

3. Decision making on the preferred scents (olfactory design features)
4. Decision making on the preferred usage occasions
5. Selection of attractive (sensory) design features (listed in Table 24.2) and pro-

viding reasons
6. Extra comments and feedbacks.

During the comparison evaluation, participants compared all six biscuit con-
tainers and ranked them based on their functional experience, emotional experience
and willingness to buy. In addition, participants’ attitudes toward the importance of
different criteria that may affect their user experience and purchasing decision were
also consulted. This result can help designers to set weights for different aspects of
user experience. In doing so, the user evaluation collected can be more reliable.

24.4.3.2 Results and Discussions

As illustrated in the case study, sometimes designers have to conduct user or
customer research while the design concepts are not yet mature and physical pro-
totypes are yet to be built. In the case study, the six designs were introduced and
presented by PPT slides. Similar to virtual shopping, the sensory experiences are
not that complete [53] and users need to interact with the product through limited
sensory modalities (mainly relying on visual experience). However, it is believed
that the close interrelations and interactions among senses may help to compensate
the absence of some stimuli to a certain extent (though it is impossible to fully
compensate or replace). For example, the auditory information can be used to
improve the visual or tactile perceptions [54–56]. Peck and Childers [57] used
“written descriptions and visual depictions of products” to help people obtain tactile
information. Thus, designers can still capture valuable potential user experience
concerning different aspects of experience if enough information is provided to the
users. As shown in Fig. 24.15, one advantage of PPT slides is its convenience and
flexibility to better present the designs with images and textual descriptions.

The following discussion is divided according to seven issues, A–G.
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A. The importance of criteria
Instead of averaging all criteria, the study takes individual differences into
consideration by consulting participants’ attitudes towards the importance of
different criteria that may affect their experience and purchasing decision. By
checking with analysis of variance (ANOVA), it is found that there are no
significant individual differences (p-value = 0.817605) between participants.
However, there are significant differences on criteria (p-value = 7.19E−31). It is
possible that participants shared similar attitudes toward the criteria for this kind
of product type—biscuit container. On average, ‘functionality’ is chosen as the
most important criterion, followed by ‘appearance’, ‘emotional experience’, and
then ‘scent’.

B. Initial user experience
After viewing and getting to know each design concept, participants were asked
to evaluate the product and its potential experience with their first thought
during the individual evaluation. Initial user experience is captured by mainly
three aspects. First, participants’ visual experience with product appearance was
examined. As shown in the first part of Table 24.3, the design concept ‘Desire’
has the highest average ratings compared to the rest, followed by ‘Sharkie’,
which is relatively close to ‘Desire’.

Fig. 24.15 Samples of PPT slides in the customer survey
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Second, the average ratings of functional experience evaluation are shown in the
second part of Table 24.3. Different design concepts have no significant effect
on the criterion ‘safe’ but do have effect on the criteria ‘practical’ and ‘durable’.
Overall, ‘Desire’ and ‘Sharkie’ have the most practical function. ‘Mushy’,
‘Sharkie’ and ‘Passion’ are more durable amongst all the biscuit containers.
Lastly, the safety of ‘Desire’ and ‘Mushy’ are slightly higher compared to the
rest.
Third, emotional experience evaluation is shown in the last part of Table 24.3.
The result indicates that different designs of biscuit containers have effects on
the ‘surprise’ criterion and may have effects on the criteria ‘inviting’ and ‘sat-
isfied’. Again, ‘Desire’ and ‘Sharkie’ tend to have the highest ratings for all
emotional experience evaluations.

C. Individual differences in olfactory experience
During individual evaluation, participants chose their preferred type of scents
for each design. The result suggests obvious individual differences in personal
olfactory habits. For those participants who do not appreciate scents as an
attractive design feature chose ‘no scent’ for most of the designs. For those who
enjoy olfactory experience tend to have their own preferred type of scent for
different designs. In addition, visual design features tend to have an influence on
participants’ decision making on the scents. For example, for the design
‘Desire’, whose shape and colour are directly linked to food—chocolate, 14

Table 24.3 The average ratings of user evaluation on the appearance, functional experience and
emotional experience during the individual evaluation

Mushy Passion Desire Sharkie Fresh
Mint

Mary
biscuit

P-value

Appearance

Pleasant 2.65 2.85 3.13 3.05 2.44 2.65 0.05089

Attractive 2.85 2.84 3.38 3.28 2.71 2.57 0.00299

Modern 2.78 2.98 3.41 3.28 3.06 2.54 0.00395

Interesting 2.80 2.90 3.40 3.21 2.92 2.63 0.02838

Cute 2.88 2.87 3.48 3.24 2.81 2.55 0.00186

Function

Practical 3.56 3.27 3.91 3.91 3.40 3.10 0.00261

Durable 3.73 3.66 3.12 3.68 3.35 3.35 0.04447

Safe 3.89 3.47 3.92 3.65 3.57 3.75 0.36022

Emotion

Happy 2.45 2.52 2.71 2.66 2.26 2.35 0.4364

Inviting 2.46 2.44 2.83 2.65 2.23 2.16 0.0811

Active 2.22 2.24 2.63 2.52 2.22 2.01 0.1213

Surprise 2.40 2.51 2.86 2.81 2.49 2.08 0.0161

Satisfied 2.42 2.29 2.78 2.73 2.34 2.19 0.0730

Comfort 2.40 2.43 2.70 2.53 2.23 2.31 0.5124

Note The bold and italic values respectively represent the highest and second high average ratings.
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participants chose the scent to be chocolate flavor. As for the design ‘Fresh-
Mint’, whose shape and colour resemble tooth and toothpaste, 18 participants
chose the scent to be mint. On the contrary, for the design ‘Sharkie’, whose
shape is not really related to food, most participants chose it to be no scent.

D. Design concepts and the suitable usage occasions
During individual evaluation, participants chose their preferred usage occasions
in which they would like to use the biscuit container. Corresponding to the first
stage of the case study, the usage scenarios included both daily use occasions
and special events occasions.
The accumulation of chosen times for each design concept and each usage
scenario are shown in Table 24.4. The information regarding the design con-
cepts and their suitable usage occasions is valuable for not only designers or
product managers, but also for customer segmentation or marketing department.
For example, if a company is keen to develop a product or a kind of experience
for some specific scenarios or target contexts, this kind of information can help
the trade-off in decision making. A company can also explore new usage con-
texts for a novel product and its experience and then plan for its marketing
strategies, e.g., highlight the usage scenario in the advertisement. For instance, if
a company wishes to launch a biscuit container during Chinese New Year, the
design concept ‘Passion’ can be a good choice as it shows the highest score for
the ‘festive seasons’. However, if a company tends to cover more possible usage
occasions in order to attract more consumers, the design concepts ‘Desire’ and
‘Sharkie’ are more ideal as they are suitable for more usage occasions whether
for daily use or special events. From a different point of view, if a company is

Table 24.4 Sum of participants’ decision making on the preferred usage occasions

Biscuit container Mushy Passion Desire Sharkie Fresh
mint

Mary
biscuit

Daily use
occasions

Breakfast alone 10 7 11 11 13 12

Breakfast with family 9 14 12 12 12 12

Afternoon tea alone 14 9 14 14 16 15

Afternoon tea with
family

15 17 15 14 12 12

Sum of daily use occasions 48 47 52 51 53 51

Special
events
occasions

Festive seasons with
companion

17 26 15 15 7 11

Exam alone 9 9 16 16 17 12

Movie marathon with
companion

11 5 13 12 10 10

Party with companion 14 17 16 14 11 9

Outdoor activities (e.g.,
picnic) with
companion

13 15 11 17 8 10

Sum of special events occasions 64 72 71 74 53 52

Sum of all usage occasions 112 119 123 125 106 103

24 Consumer Goods 725



going to launch the product ‘Passion’, it can highlight its suitability for special
events such as festival seasons, e.g., compartments to contain and display dif-
ferent kinds of cookies and sweets, which can elicit a positive feeling of sharing
happiness. Designers can also learn from this to know which design features can
be in the spotlights and which may be unsuitable for some usage occasions.
There is actually much more one can learn and benefit if considering such
contextual factors during user experience exploration.

E. The comparison evaluation
During the comparison evaluation, participants compared all six design concepts
mainly from three aspects. First, participants compared the concepts from a
functional point of view. As shown in the first part of Table 24.5, different
design concepts have significant effects on the functional experience evalua-
tions. ‘Desire’ and ‘Sharkie’ are the most practical designs while ‘Mushy’ and
‘Mary Biscuit’ are the most durable and safe designs.
Second, the average ratings of emotional experience evaluation are shown in the
second part of Table 24.5. The result suggests that the designs of biscuit con-
tainers have effects on all emotional experience evaluations. Similar to the result
from individual evaluation, ‘Desire’ and ‘Sharkie’ have the highest ratings for
all aspects of emotional experience.
Third, participants’ willingness to purchase the biscuit containers without con-
sidering the cost was consulted during comparison evaluation, which might be a
situation closer to the real world, i.e., on the market. As shown in the last part of
Table 24.5, the design concepts have significant effects on the participants’
purchasing decision. ‘Desire’ and ‘Sharkie’ would be purchased by most of the
participants, followed by ‘Mushy’ and ‘Passion’.

Table 24.5 The average ratings of user evaluation on functional experience, emotional experience
and willingness to purchase during the comparison evaluation

Mushy Passion Desire Sharkie Fresh
mint

Mary
biscuit

P-value

Function

Practical 55.01 53.69 70.72 73.36 46.15 46.55 8E−06

Durable 68.58 46.23 57.05 64.37 44.37 69.12 3E−04

Safe 79.31 59.92 62.72 45.36 50.26 72.33 9E−07

Emotion

Happy 32.57 35.94 55.27 51.38 32.05 30.72 4E−07

Inviting 37.90 38.43 53.44 51.37 29.77 31.65 4E−05

Active 36.09 41.85 52.29 52.70 39.05 28.23 1E−04

Surprise 29.72 41.85 56.16 55.32 37.47 26.92 4E−09

Satisfied 35.59 38.94 55.37 52.47 31.52 32.26 1E−05

Comfort 38.80 40.06 50.48 49.30 28.07 38.29 1E−03

Willingness to purchase

59.03 58.09 81.24 73.15 49.24 48.67 1.02E−06

Note The bold and italic values respectively represent the highest and second high average ratings.
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F. Qualitative information
Besides the quantitative data discussed above, the participants’ qualitative
feedbacks were also collected. On the one hand, qualitative information can help
designers have a better understanding of participants’ thoughts from varied
aspects of user experience rather than be limited by the choices of the answers. It
also provides a chance for designers to discover customers’ possible doubts and
queries, which all can help designers to improve the designs and, thus, more
positive experience can be created. For example, participants may query the
easiness of cleaning for the brown internal surface of ‘Mushy’, question whether
‘Passion’ would fall easily especially when there are kids around, or cannot
estimate the cookies’ level when it is lower than the position of the eyes of
‘Sharkie’. Similarly, participants may commend on some facets of the designs.
Some examples are the affective value of the overflow chocolate feature of
‘Mushy’, which may stir up curiosity and longing; the functional value of the
temporary waste storage of ‘Desire’ especially for outdoor activities; and the
sensory design features of the mint scent of ‘FreshMint’, which may elicit users
the feeling of freshness and remind them to brush the teeth. Furthermore, some
valuable suggestions can be captured as well. For instance, while commenting
on the design ‘Sharkie’, one participant suggested changing the way of cutting
food packaging by sliding the package upwards instead of downwards. This was
to avoid the contents inside packaging to leak out during the cutting process.
On the other hand, qualitative information can help designers to assess how well
a participant can build a mental model of a design concept in his/her mind.
Especially for a virtual situation where users are not able to interact with the
physical products, it can be a factor how well a user can imagine a product and
his/her potential user experience. Participants may give vivid comments when
they are motivated to imagine user experience. For example, one participant
noted “the whole appearance of the stickman makes people happy especially
when it looks as if you are trying to steal his food. The tissue paper storage area
at the inner section is an added surprise. [Participant 1—Affective (happy,
surprise)]” while evaluating ‘Desire’.

G. The final design concept
Based on the user experience and evaluation captured, a final design concept is
chosen and revised. ‘Desire’ and ‘Sharkie’ have the highest voting in most of the
aspects. For appearance evaluation, ‘Desire’ and ‘Sharkie’ were the most
pleasant, attractive, modern, interesting and cute biscuit containers. For func-
tional experience, ‘Desire’ and ‘Sharkie’ were selected to be the most practical
biscuit containers. For emotional experience, ‘Desire’ and ‘Sharkie’ were cho-
sen to be the most happy, inviting, active, surprise, satisfied and comfortable
biscuit containers. On top of that, ‘Desire’ and ‘Sharkie’ have the highest counts
in occasions which participants would use the biscuit containers. ‘Desire’ and
‘Sharkie’ once again scored highest in participants’ willingness to purchase the
biscuit container. Hence, ‘Desire’ and ‘Sharkie’ biscuit containers were chosen
as the better design concepts among the six. In order to select the final design
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among them, the qualitative comments given by participants were further
examined. It is shown that ‘Desire’ can evoke more positive emotions of the
participants, e.g., happy, surprise, interesting and appetizing emotions. Thus, it
is chosen as the final design among the six biscuit containers for this young
segment. The design of Desire was revised and improved. Based on the cus-
tomer requirements captured, the way to open the temporary waste storage is
changed to sliding, which is more convenient for users to open the waste
storage. This also avoids biscuits crumbled when opening the waste storage. A
physical working prototype is built as shown in Fig. 24.16.

Fig. 24.16 The prototype of the final design, ‘Desire’
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24.5 General Discussion

The application of the CMSES and SCS can be tailored readily according to dif-
ferent purposes and needs. A company should first clarify the goal or special
interests of its design project. For the case study, the targeted user group is young
generation and the product type of interest is biscuit container. The design team is
keen to get deeper, more detailed and comprehensive understanding of user
experience so as to create more consumer-focused products. As demonstrated at the
first stage of the case study, the ‘context-based multi-sensory experience explora-
tion’ is a promising approach to help designers examine, exploit and investigate
user experience in a more dedicated and robust manner.

On the one hand, the study takes individual differences into consideration when
tackling multiple contextual factors. This is to ensure the experiential knowledge
captured can fit into a user’s real situation and, thus, be more valuable and usable. A
company can decide how much the users or customers can contribute to the context
settings of usage scenario(s), which will be used in the user involvement studies. In
the case study, the design team uses an easy and quick way by providing several
usage scenarios for participants to choose the ideal one(s) to experience the product.
The advantages are fewer budgets and time consuming, as well as no extra training
is required from the user side. Nevertheless, for a company that promotes inno-
vation and creativity, users can have more opportunity and freedom to decide the
customized scenarios. In doing so, design teams can be better inspired regarding
how a product can be ‘played’ and the marketing department can also explore more
potential usage scenarios for advertisement and so on.

On the other hand, due to the fact that users experience a product through all the
senses, it is a good starting point for designers to deal with inherently complex user
experience in a more natural way. In addition, applying multi-sensory experience
exploration is like using a magnifier to examine user experience without missing
any sensory aspect in order to have more complete exploration of user experience.
For example, design teams can discuss the sensory experience of a certain sense in
more detail to identify possible problems caused by a stimulus, and seek the cause
and effect of both positive and negative experience so as to explore potential
opportunities for ‘multi-sensory experience design’. Meanwhile, design teams can
probe and examine how the different sensory design features (or stimuli) may affect
user experience while working together (i.e., sensory interactions) to ensure the
design concept may produce natural, logical and pleasing overall multi-sensory
experience. In addition, designers have to ensure whether the design concepts can
fit into the targeted usage scenarios after the conceptualization stage. In doing so,
the design concepts created can bring users the most long-lasting positive, hedonic
and rich multi-sensory experience. Thus, the design concepts generated at the
second stage of the case study tend to have better user evaluation than the original
design for the young segment as discussed at the third stage of the case study. In
this sense, the ‘context-based multi-sensory experience design’ can also strengthen
the experience design.
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Moreover, since the knowledge regarding customers’ personal sensory prefer-
ence, sensory habits and ideal usage contexts can be captured, a company can better
plan for its marketing and design strategies as well. Yet the application can still be
very flexible depending on the project focus. Therefore, one can emphasize more on
the contextual factors and individual differences. For example, if a company wishes
to develop a product targeting at some specific segments (e.g., the elderly, the
‘soho’, young parents or athletes), it may start with unearthing what kinds of usage
contexts are the most popular for different user groups, followed by deciding the
design and marketing strategy. Researchers can also manipulate some contextual
factors in the SCS or provide some rules for co-building scenarios with users to
investigate some special issues. For instance, a company may give users a premise
that the time is 5 years from present and then ask users to build up their imagined
future usage contexts. On the other hand, one can focus more on the multi-sensory
experience and individual differences. For example, if a company wishes to
implement a ‘mass customization’ strategy in order to expand the customer seg-
ments, it can make good use of the knowledge regarding users’ individual sensory
preference. As shown in the case study, participants tend to have stronger individual
differences on the olfactory and auditory experiences. Accordingly, designers can
provide more diverse sensory design features (e.g., more choices on the scents for
such biscuit container design) to satisfy different customer segments while simul-
taneously control the manufacturing costs. As a result, in a CE/CPD environment,
different departments in a company can work together better.

In a sense, the study may consume more time and cause higher budget because it
suggests more input from the user or customer domain. However, it is still worth
endeavor and investment for a company to implement, especially when the con-
sumers’ experience has become more and more important in this highly competitive
era. In addition, this concept can be carried out at the very front end of PDD to
maximise the benefits.

24.6 Conclusion and Future Perspectives

As the contemporary PDD process has shifted the focus of its endeavour to user-
centric and consumer-oriented aspects, users or customers are often invited to
contribute their views in NPD. Nevertheless, some issues would rise readily if there
is lack of careful consideration of the inherent nature of user experience during user
involvement studies. Based on the identified research gaps, a prototype CMSES
with a SCS is introduced and demonstrated using a three-stage case study. The
result is promising and shows valuable potential benefits for a company to employ
the proposed ‘context-based multi-sensory experience exploration and design’
approach in designing and developing consumer goods. It is envisaged that, with
the proposed approach, not only designers can have a more comprehensive and in-
depth understanding of users’ multi-sensory experience, but also product managers
and marketers can better plan for the design and marketing strategies. This is
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because valuable knowledge regarding individual differences in different aspects of
user experience, including personal sensory habits and ideal usage contexts, can be
captured.

User experience has become a crucial key to success in designing and devel-
oping consumer goods. Future studies can dedicate to investigate into different
methodologies and tools to address the complex, subjective and dynamic nature of
user experience and strengthen user experience exploration [58, 59]. More empir-
ical studies are also required to demonstrate the proposed ‘context-based multi-
sensory experience exploration and design’ approach and broaden the application
scope by inviting more stakeholders to facilitate successful implementation of CE/
CPD in the realm of PDD [60].
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Chapter 25
The Application of an Integrated Product
Development Process to the Design
of Medical Equipment

Osiris Canciglieri Junior, Maria Lucia Miyake Okumura
and Robert Ian Marr Young

Abstract With the research presented in this chapter we aim to investigate the
importance of the concurrent engineering (CE) philosophy in the engineering-
medical multidisciplinary environment for integrated product development process
(IPDP) of medical equipment. We address the requirements of a health professional
user as well as patient’s needs. We have identified and contextualized the medical
equipment lifecycle, the importance of CE in the IPDP of medical equipment and
present propositions for the insertion of software tools that support product
development phases. A discussion is included on the use of CE and IPDP oriented
towards medical equipment conception and development, perspectives of engi-
neering modular development and interface between Health and Engineering
information areas for increasing technical, clinical and economic quality.
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25.1 Introduction

Concurrent engineering (CE) has been increasingly used within the product
development process (PDP) to support the searching for innovation, strategic
alternatives and smart solutions to reduce the cost and lead-time. In this sense, the
integrated product development process (IPDP) within a CE environment associ-
ated to the Health Technology could face the challenge of developing products that
meet specific and customized conditions integrating multidisciplinary areas in the
design phases.

Currently, most medical tools try to promote patient’s quality of life through
faster and more accurate diagnostics and less invasive screening and diagnostic
tests, depend on high technology equipment. These medical equipment expose the
close connections between engineering and medical areas since the new ideas
planning must integrate the whole structure of the PDP. In this context, the
research’s objective present in this chapter, investigates the importance of the CE
philosophy in the engineering-medical multidisciplinary environment for IPDP of
medical equipment, addressing the requirements of the health professional user as
well as the patient’s needs. The methodology applied is theoretical with a quali-
tative approach and experimental nature. The study identifies and contextualizes the
medical equipment life cycle, the importance of CE in the IPDP of medical
equipment and presents propositions for the insertion of software tools that support
the product development phases.

In the Sect. 25.2 medical equipment design oriented to IPDP is introduced. Its
relationship to CE environment is described in Sect. 25.3. Discussion on the use of
CE and IPDP is given in Sect. 25.4. Three cases studies are presented in Sect. 25.5
to illustrate the whole development process and the value of the proposed meth-
odology. At the end, Sect. 25.6 presents final considerations on the use of CE and
IPDP oriented for medical equipment conception and development, the perspectives
of engineering modular development and the interface between Health and Engi-
neering information areas seeking an increase in the technical, clinical and eco-
nomic quality.

25.2 Medical Equipment Design Oriented to Integrated
Product Development Process

This topic first contextualizes the medical devices as well as their definition,
function and classification, and then addresses the process of developing new
products targeted for medical area and its evolution/innovation. At the end, it is
presented the importance of CE philosophy in the integrated development process
of medical devices.
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25.2.1 Medical Equipment and Classification

The Brazilian Health Surveillance Agency—ANVISA [1] defines medical equip-
ment through the RDC 2/2010 Norm as “equipment or system, including its
accessories and parts for medical use or application, dentistry or laboratory, used
direct or indirectly for diagnostic, therapy and monitoring in the population health
care, without using pharmacological, immunological or metabolic means to perform
its main function in human beings, which may, however, be assisted by such
means”. WHO [2] considers a medical equipment as any instrument, apparatus,
machine, implant, and similar applied to humans, according to the functions
described as follows: (a) diagnosis, prevention, monitoring, treatment or alleviation
of disease; (b) diagnosis, monitoring, treatment, alleviation of or compensation for
an injury; (c) investigation, replacement, modification, or support of the anatomy or
of a physiological process; (d) supporting or sustaining life; (e) control of con-
ception; (f) disinfection of medical devices; and (g) providing information for
medical purposes by means of in vitro examination of specimens derived from the
human body and which does not achieve its primary intended action in or on the
human body by pharmacological, immunological or metabolic means, but which
may be assisted in its function by such means.

The Food and Drug Administration has about 1,700 different types of generic
medical devices classified and established, which are grouped in 16 specialties [3].
These devices are categorized into: pre-amendment devices, post-amendment
devices, substantially equivalent devices, implanted devices, custom devices,
investigation devices and transitional devices. Nevertheless, WHO [4] estimates
around 10,000 types of medical devices available worldwide, not counting its
variants. In 2008, this sector generated approximately US$210 billion employing
over 1 million people in 27,000 companies located around the world. The pro-
jection for this sector is an economic growth of around 6 % per annum.

Classification of medical devices is related to the operational complexity degree
of the equipment, the cost and time needed for training the health professional.
According to Calil and Teixeira [5] this complexity can be: (a) low-easy operation,
no need for skilled human resource and training; (b) medium-requires human
resources with basic formation and equipment proper training; and (c) high-demands
qualified and specialized technicians and specific training.

25.2.2 Development Process of Medical Equipment

The development of new products in the medical field is the result of technological
advances enabling an improvement in people’s lifetime since diagnoses and treat-
ments of diseases are earlier and more efficiently detected. However, the reality of
new ideas and technologies associated with health, in the proposed and developed
products, presents a success probability of only one case out of a hundred [6].
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The level of complexity in the development stages of medical equipment is
increasing due to the demand for more accurate and effective examinations and
therapies. The challenge lies especially in the technological mastery of several
knowledge areas for the holistic design of the required concept.

25.2.3 Medical Equipment: Evaluation and Innovation

Currently, medical equipment is present in most clinical activities, such as the
preventive tests, during treatment or monitoring, rehabilitation therapies and it is
fundamental in the medical field, but its acquisition requires considerable invest-
ment because of its initial price, high cost of maintenance, and also by rapid
technological obsolescence [7, 8]. This scenario led managers to adopt more sys-
tematic and rational health assessment processes for the acquisition of new
equipment, while also considering safety, efficiency, quality and good manufac-
turing practices. Amongst the assessment processes, there is the health technology
assessment (HTA) that started with the computer aided tomography advances
aiming to absorb low cost new technologies and seeking for better cost-efficiency
[9, 10]. Figure 25.1 illustrates the HTA behavior during the product life cycle and
shows that HTA rate increases according to the medical equipment usage in
function of time. It is noticed that there are a small number of users of medical

Fig. 25.1 Health technology assessment, diffusion of health technologies, feasibility analysis and
evidence analysis in the research and product development. Based on [6, 8, 10, 19]
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equipment with low rate of HTA during the product development cycle. However,
this number of users can increase or decrease during the diffusion and incorporation
of the product due to different obtained performance, shown in the figure by HTA
rate forking which highlights the adherence of future users. Thus, as the analyses of
the evidence is occurring and bringing good results, the rate of hypertension is
likely to increase. This growth can be evidenced even in the stage of obsolescence
of medical equipment. Therefore, it appears that the rate of assessment is low in
launching products, it is advisable to do a deeper analysis of technical and eco-
nomic feasibility since the beginning of the planning phase of the IPDP [6, 11].

Another assessment process is the evidence-based medicine (EBM), which uses
tools of clinical epidemiology, statistics, scientific methodology and informatics to
build knowledge and achieve higher performance applied to healthcare. The EBM
objective is to provide information to support decision making in clinical practice.
The Cochrane Center of Brazil provides a database of systematic review of SBE
allowing information exchange free of charge worldwide. This database contains
information on the COCHRANE analyzes occurrences from documented evidence
provided during the practice of the process of medical care worldwide [12, 13].
Thus, medical device evaluation is related to technological innovation according to
the formalities or requirements of the medical area, integrating new technologies,
processes and organizational environments that result in the advancements on the
medical field and contribute to the health of society [10, 14–18].

25.2.4 Concurrent Engineering in the Integrated
Development

According to [20–23] the main features of CE are: (a) the emphasis on customer
satisfaction; (b) the activities of multidisciplinary teams; (c) the autonomy of teams;
(d) the simultaneous development; (e) the leadership to coordinate the entire pro-
cess of product development; (f) the designs standardization; (g) the information
sharing; (h) the use of computerized tools to streamline the processes; and (i) the
management practices and instruments for quality assurance. The environment of
CE ensures the product quality during the IPDP phases in the life cycle of health
care products, leading to a reduced launch time and development costs since the CE
environment allows the creation of the concept using various areas of knowledge,
understanding more clearly the planning aspects throughout the IPDP phases
[11, 24–26]. Decisions made at the beginning of the development cycle are
responsible for approximately 80 % of the product final cost [27].

The development should be oriented to the design planning during the IPDP
phases, using engineering systematic methods with interdisciplinary approaches, as
well as providing flexibility to the integrated environment seeking the best alter-
natives to meet the needs of consumers. CE is a philosophy that must be applied to
the IPDP taking into consideration the requirements of the users and also the
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demands of the market through the use the tools, models, methods and concepts to
identify the best alternative [28]. Therefore, the agents involved when using CE are
known as the Seven Ts-Tasks, Teamwork, Techniques, Technology, Time, Tools
and Talents [29]. Among these, the following resources stand out: quality function
deployment (QFD), Computer-aided-design/Computer-aided-manufacturing (CAD/
CAM), Design for Configuration, Design for Precision, Design for Aesthetics,
design for safety/liability (DFS), design for life cycle (DFLC), design for manu-
facturing (DFM), design for assembly (DFA), design for reliability (DFR), Design
for Use/Ergonomics/Human Factors, Universal Design, and so on [52, 53].

25.3 IPDP of Medical Equipment in a CE Environment

In the IPDP of medical equipment the users’ values and demands and adverse
external factors are included, which may relate directly or indirectly to the product
development cycle, such as the discovery of new diseases or epidemiological
changes, political and/or economic demands, or even demographical aspects.
Nonetheless, these demands contribute to the medical field driving technological
innovation and bringing new challenges in the search for solutions that can be
deployed in the improvement of the functions of the medical equipment.

However, the improvement of the innovation performance lacks a conceptual
framework that is able to describe the process as a whole and link knowledge with
the skills and competencies necessary to control and strategically manage the
product development cycle. A holistic framework would present reliability and a
common language for advanced discussions and for information exchange by the
teams involved in the process [32]. In this way, CE in IPDP promotes a robust
involvement of multidisciplinary areas, which in this research are the engineering
and the medicine, incorporating clinical, technical, operational and economic fac-
tors that ensure innovation or product evolution. It is worth mentioning that dif-
ferent areas influence the process, according to the competence granted in each
IPDP phase, as illustrated in Fig. 25.2. The figure illustrates the PDP that consists of
three stages: (a) pre-development; (b) development; and (c) post-development. In
the initial stage process the medical field predominates, then decreasing during the
IPDP phases and gradually attributing competence for the engineering area. Thus,
after the stage of IPDP, the product should pass through the implementation,
production and market launch process respectively. This period of post release is
relevant because the information feedback from the market and especially the
consumer’s voice provides information that will serve as opportunities for
improvement and product innovation [33]. This procedure also enables the
improvement of product quality during the development cycle of the product.
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25.3.1 Medical Equipment Users

Medical equipment aims to meet the different expectations of their users. First, there
are the health professionals who use or handle the equipment and need the
knowledge about the equipment’s operation and maintenance. Second, there are the
patients who are the direct user of the equipment and are under the care of a health
professional for diagnosis or treatment.

For the professional who handles the equipment, the requirements are primarily:
practicality, comfort and flexibility of use, facilitating learning and ensuring the
service quality to the patient, offering confidence in diagnostic procedures or
treatment. From the patient point of view, the requirements focus on the comfort
aspects while using the equipment and trusting in the procedures results. Health
professionals seek to improve the patients’ quality of life through the adequate
examination procedure or treatment selection. In this context, the principles of
Universal Design and Assistive Technology products provide the flexibility to meet
the majority number of users and contribute to the mobility aspect of the patient
with some limitation or disability [34]. Analogously, the conditions of equipment
usage for the professional user such as ergonomics and usability must be considered
[16, 17].
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25.3.2 Pre-development Phase and Design Feasibility

The pre-development stage is the design planning, which consists of gathering
relevant information from the medical area. According to [11, 24] this information is
related to the design and product scope such as: (a) in the prognoses of the activities
and their duration, deadlines, budgets; (b) in the definition of the responsible team;
(c) in the resources needed to undertake the design; (d) in specifying the criteria and
procedures for evaluating the quality; and (e) in the risk analysis and performance
indicators selected for the design and product.

The Design Planning phase concentrates on the clinical information and tech-
niques to investigate the user’s need and market’s demand and also to gather the
first required characteristics of the product. CE investigates the user’s requirements
with a multidisciplinary view, identifying needs and creating opportunities for
innovation and product evolution. Thus, issues of demands and market competi-
tiveness are incorporated in the feasibility analysis that shows the design stability in
the development cycle of the product.

25.3.3 IPDP Phases and Demand Factors

The design elaboration is a macro phase of Product Development and consists of
the Informational Design, Conceptual Design, Preliminary and Detailed Design
phases. These phases focus on the task set that is characterized by design scope,
execution time, resources and risk prediction. The results of these phases respec-
tively yield: design specifications, product conception, the technical and economic
feasibility, and documentation. Some considerations for each design phase are:

1. Informational Design Phase: product design specifications, in which the needs
of users are identified while considering different attributes: functional, ergo-
nomic, safety, reliability, modularity, aesthetic and legal, among others [11].
This information comes from users of medical equipment. The activities of this
phase include the survey and description of the tasks and actions that reveal the
conditions and activity execution manner by the user [34–36].

2. Conceptual Design Phase: the objective is to establish the product functional
structure contemplating the definition of the global function. During this phase
the marketing planning has the task to monitor the market and identify the
changes that may influence the development. Thus, the desirable characteristics
of products is investigated considering the interactions with the users (health
professional and patient), taking into account the balance of the technical
qualities, ergonomic and aesthetic characteristics [37]. These features may be
detailed by applying tools such as failure mode and effect analysis (FMEA) that
identifies the most important component of the equipment or by using Value
Analysis to determine the essential parts of the product.
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3. Preliminary Design Phase: the development team starts the design planning
with updating and understanding the design specifications concerning the form,
material, safety, ergonomics, manufacturing and others. At this stage, the pro-
totype is elaborated by using resources such CAD/CAM environments that
allow the three dimensions of design configuration to present practical, rapid
and inexpensive solutions in the IPDP increasing product quality [38–40].

4. Detailed Design Phase: in this stage, the conceptual design is detailed and
documented according to the engineering standards and the technical specifi-
cations of medical equipment. This detailed design is the basis for the manu-
facturing planning and the production line costs survey [41].

Each design phase requires strategic planning in order to find the best solutions
considering the specificity of users and medical equipment. These specificities are
obtained by using the design process support tools such as QFD, FMEA, Ergo-
nomics and Usability, as illustrated conceptually in Fig. 25.3. In this context, the
requirements for assembly process simplification, the reduction on the number of
components, the parts standardization and the handling facilitation can be imple-
mented using tools such as DFA, DFM, DFS, which leads to a reduction of time
and costs for product manufacturing.

Therefore, during the phases of product development the more information and
experiences are introduced, formalized and systematized in the processes, the
higher will be the level of maturity of the IPDP, which will be reflected in the
quality of the final product [42].

25.3.4 Post-development Phase and the Introduction
of the Equipment on the Market

In Post-development stage, preparations for production and implementation of
marketing planning is made, including the elaboration of assembly documentation,
clearance for tooling construction, factory floor preparation, implementation of the
production line, among others [11, 34, 41]. Thus, this phase comprehends the
evaluation of product performance, comparison and adjustments in the technical
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specifications. Also, the after-sales follow up services is monitored and the learning
and experiences documentation for the subsequent designs is produced, what serves
as a feed-back for the IPDP with the positive results, discarding the negative ones
[42].

Thus, this phase is the transition from the area of engineering to the medicine,
which will introduce and incorporate the medical equipment on the market. It
would make the products more safety, use and maintenance technical specifications
relevant and produced regarding the language for the health professional user and
associated with the clinical and technical validation that results in the product
performance [15, 18, 30].

25.4 Discussion on the Use of CE and IPDP Oriented
to Medical Equipment

The technological level of medical equipment is in a continuous advancement due
to the integration of engineering and medicine areas that contributes to success of
the IPDP. The IPDP is supported by the CE environment, which manages the
product development phases simultaneously, according to the expertise of each
product segment. These segments are explored in IPDP through the application of
engineering tools with the goal of finding the best solution that can be implemented
in a modular manner (Product Family) allowing the rationalization and optimization
of the IPDP phases.

However, there is a need to develop models of tools specifically oriented for the
medical area, which interacts properly between areas to absorb the demands of the
market. “Getting the design right means exhaustively investigating the product’s
functional requirements and the users’ needs and preferences” [43]. So, further
detailed studies are necessary and possible adjustments in the methods and existing
tools need to be investigated to achieve a higher level of reliability and efficiency of
the medical equipment [30, 44].

This association between medicine and engineering also contributes to aspects of
integration interfaces in medical equipment that needs to be compatible with each
other. Therefore, in view of an overall plan of the CE-oriented medical equipment,
as illustrated in Fig. 25.4, the gray arrows represent the development of equipment
linked directly with the information and concepts in the medicine field, which are
integrated with engineering tools in the IPDP. However, there is the possibility of
using this part of this knowledge to develop other products related to this area,
which are showed by the white arrows [45]. Moreover, there are opportunities for
new product development in different fields [46].
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25.4.1 CE and the Interfaces Between Medical Equipment

CE influences the design process through the correct dimensioning of the medical
equipment conceptual structures that will be in activity jointly or in sequence of use.
The IPDP structure must predict the equipment’s joint activities or sequences for a
good performance. In this type of interface, CE takes direct action on design
activities since it allows a wide view on the operation and handling of the functions
of a multi-functional equipment or even different equipment working simulta-
neously or sequentially in the same environment [25].

A quick and efficient operation between the equipment and/or within the same
equipment depends on the professional user’s decision and on the handling skill of
these health processes. Thus, the user interface makes relevant the tasks and actions
performed survey and the searching for interaction solutions that facilitate handling
or rationalize the movements necessary to optimize the overall lead-time of their
activity, safely and accurately.

The possibility of connection between medical equipment allows the appliance
of auxiliary tools to complement the function or even to flexibly use different
equipment, which can be selected by the professional user according to the
necessity. This flexible characteristic aims to achieve adaptations and connections,
which are designed in CE to develop the configuration of accessories of the
equipment in the IPDP. This configuration requires a standardization of connection
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parts targeting at the accessory use in different equipment or functions. Thus, in the
CE environment the DFM/DFA/DFX tools can be applied with the universal
principles aspect. That means considering the perspectives for the equipment easy
assembly and disassembly, use and maintenance [30, 31]. The evolution of the
product allows that the accessory with the highest frequency of use to be incor-
porated into the main unit, or even expand its functions to perform other activities
in accordance with market trends.

The CE environment, because of its multi-disciplinary character, enables the
interaction among distinct but correlated areas such as diagnostic medicine, reha-
bilitation medicine, adapted vehicles and pharmaceutical industry, among others.
The proposed multidisciplinary environment for medical equipment becomes an
important tool to extend the solutions, technically strengthening the IPDP and
bringing improvement in technical, clinical and economic product quality.

The information, which is compatible and shared among areas, enables a deeper
understanding of each field. Yet, few medical devices with the structure to encode
and share information are available. Thus, there is a necessity to develop interfaces
that allow compatibility among tools and methods from different areas so that, the
equipment can fully concentrate the areas involved in IPDP adding clinical and
technical value besides exchanging experiences, knowledge and practices [47].

25.5 The Application of IPDP Concepts
on the Development of Medical
Equipment—3 Preliminaries Cases Studies

This topic presents three cases studies in order to illustrate the Development of
Medical Equipment throughout of IPDP concepts. The first case study explores the
design methodology for geometric modeling of customized prosthesis; the second is
to show the design and development of a conceptual system and device for
acquisition, conversion, transmission and processing of biomedical data; and the
third to illustrate a methodology to determine a suitable implant for a single dental
failure.

25.5.1 Design Methodology for Geometric Modeling
of Customized Prosthesis

There is a substantial need for reconstructive or replacement surgery worldwide due
to mainly car accidents, accidents at the work, radical sports, genetically-based
malformation and pathological and degenerative illness. The current bone
replacement methods use the selection of an approximate prosthesis from a pre-
formed selection normally made out of metal, high density polyethylene or
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ceramics using the surgeon expertise or hand-making an appropriate prosthesis. It
requires adjustments during the surgery process that increase substantially the
surgery time and costs as well as can cause, in certain cases, traumas to the patient.

Canciglieri et al. have developed a methodology for modeling geometrically
custom design prosthesis for surgical use through mathematical extrapolation of
data from digital images obtained via tomography of individual patient’s bones [48,
49]. Individually tailored prosthesis designed to fit particular patient requirements
as accurately as possible should result in more successful reconstruction, enable
better planning before surgery and consequently fewer complications during and
after surgery. The methodology consists of two main functions as shown in
Fig. 25.5. The first function, the focus of this research, is the acquirement and
conversion of the tomography image to produce a 3D geometric model in CAD
system (see Chap. 12), and the second one is the virtual machining of the 3D model
generated in the first function.

To demonstrate the feasibility of virtual model creation, it was used part of a cow
femur bone once it was easily purchased from a specialist supplier. The selected
part allowed about 288 tomography cuts to be taken by a helicoidally tomography
scan machine from General Electric Medical Systems, model HiSpeed CT. The cut
analysis interval started at the CUT 100 and finished at the CUT 140. The proce-
dures to obtain the cloud of points were: (a) removal of unwanted lines and
imperfections due to the bone porosity; (b) removal of the internal edge; (c) edge
detection techniques; (d) image preparation for Cartesian coordinate’s acquisition;
and (e) the acquisition of the Cartesian coordinates.

The data, after converted from pixels to mm, were imported into the CAD
system and the repositioned planes were used in the loft command. The 40 cuts
used for the reconstruction are shown in Figs. 25.6 and 25.7 is depicted the 3D solid
model obtained after the appliance of the loft command in CAD system.

Aquiring, conversion and 
generation of 3D geometric 

model in the CAD/CAM system

Tomography
Image (DICOM)

Virtual Machining of 3D Model 
in the CAD/CAM systems

Fig. 25.5 Conception and manufacturing of prosthesis models
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To prove the dimensional results of the virtual model, the tomography femur was
dimensioned. After the interval of interest was determined, three marks were made to
prove the dimensioning (cuts 100, 120 and 140). The dimensioning was made
through contact, at each mark, of the pointer of a 3-dimensional coordinates measure
machine (DEA—Sirroco) with a certainty of 3 microns. The virtual model obtained
by the methodology and the virtual models obtained by the 3-dimensional measure
machine were compared at eight referential points to verify their accuracies. The
results showed that, although there are some divergences points, for all three marks,
the curves are very similar and overlap which effectively demonstrated the feasibility
of the research’s concepts. The curves are highlighted in contrasting colors: blue for
the curve obtaining through the proposed methodology and red for the curve
obtained through the three-dimensional machine, as illustrated in Fig. 25.8.

The authors proposed to continue the work since substantial extra research
needed before these concepts could become a practical reality, such as further
investigation of image processing techniques for conversion to 3D models using
CAD/CAM systems.

Fig. 25.6 Cuts positioned for
the application of loft
technique

Fig. 25.7 Application of loft
command (to the parallel
profiles)
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25.5.2 Design and Development of a Conceptual System
and Device for Acquisition, Conversion, Transmission
and Processing of Biomedical Data

Biomedical data acquisition in real time has become more important in sports
training and even in physical activities of everyday life as they can help the health
or sport professionals supervise, monitoring and adjust the level and rhythm of the
exercises. These data are usually acquired through specific equipment and are
transferred manually to a computer to be analyzed allowing the adjustment in
training to get the best performance. This system of data acquirement takes time,
cost and can induce to errors since the data will be analyzed separately and not at
the same time of the event/acquisition. In this way, there is a necessity for a system
that is able to acquire the biomedical signals and send remotely to a computer where
it will be analyzed in real time.

The integrated engineering system and a reduced size device developed by
Boothroyd et al. [27] allows biomedical data acquisition operating in an integrated
way: the biomedical signals are acquired by sensors and transmitted to a computer
where the information is analyzed and converted into interpretative charts in real
time.

The research is focused in three biomedical signals: oximetry, pedometrics and
body temperature that can provide important information of how the body is
responding to the training or exercises. Figure 25.9 shows the developed system for
data acquisition, transmission and interpretation. The biomedical signals, in the
pulse, oximeter were acquired by red and infrared light and converted into ana-
logical and distinct electric impulses through two sensors/light receptors which
were put in the index finger tip. The corporal temperature is easily obtained by the
contact of the human skin with the sensor, put in the hand palm which uses the
electric conductivity variation (ohmic resistance) to generate a distinct and ana-
logical electric signal. The pedometry information was acquired by an electric
switch placed inside the shoes, in contact with the sole of the foot and based in the
electric switch on/off.

Fig. 25.8 Overlapped curves for the three sections respectively
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The data obtained were analogical and needed to be converted into digital using
a proper circuit (A/D) which was inside a micro controller for the radio frequency
transmission (RF). As there were four distinct signals to be transmitted, they were
serialized and transmitted orderly with milliseconds between them. The same
process can be executed by a micro controller programmable with FLASH memory,
through encoding lines. The signals enters the remote computer via serial door and
can be observed, in real time, through the hyperterminal of Microsoft Windows
which generates a document in text format with all the data. This document is
loaded through a Macro developed by Microsoft Excel that generates a worksheet
and from there, it was converted into interpretative charts. These charts can be
divided in: Pulse oxymetry, showing the cardiac frequency and blood oxygenation
rate in function of time; Pedometrics showing the distance and walking rhythm of
the individual in function of time; and the Corporal temperature in function of time.

To validate the research, the system was applied to 5 volunteers. Tests were
realized in a physiotherapy clinic with acclimatized environment using a motorized
treadmill with a pre-adjusted distance of 50 m and medical supervision. From the
data acquired it was possible to reach two distinct displays of interpretative charts:
the first showing the relation between the pace length and the leg length,

Fig. 25.9 Developed system for data acquisition, transmission and interpretation
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exemplified in Fig. 25.10; and the second showing the variation of temperature, the
walked distance, number of paces, time between paces, and the oxymetry presented
in Fig. 25.11.

The results showed that the developed system and device is able to obtain the
information in a practical and reliable way, presenting normal standards values and
not presenting significant errors. Therefore, the integrated engineering system
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Fig. 25.10 Example of the relation between the pace length and the leg length

PEDOMETRY (Time in seconds versus Number of footsteps)

CORPORAL TEMPERATURE  (Celsus Degree versus Number of footsteps)

OXYMETRY (% of oxigen in the blood versus Number of footsteps)

Fig. 25.11 Example of the displays presented by the device
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developed to acquire, convert, transmit and process the biomedical data proved to
be reliable and accurate and able to incorporate different concepts into a unique
device. Further researches can be done as modifications and innovations can be
implemented with the evolution of resources and tools, such as software and
hardware, graphic interface or even the device miniaturization aiming the user’s
comfort.

25.5.3 Methodology to Determine a Suitable Implant
for a Single Dental Failure

The multidisciplinary approach to achieve technological solutions in health care has
improved surgical processes applying concepts of product engineering, especially
in the medicine and dentistry areas. The use of CE concepts in dentistry improves
the results since different points of view converge to a solution that is more reliable.
Dental implant is a multivariable process that depends on the surgeon dentist
expertise in most of the time. Some existing computer systems help with the
visualization of CT images, but do not provide enough information for planning the
dental implant process and do not support the process of selecting the implants that
suits the patient best [50, 51]. In this context, a conceptual system is proposed based
on techniques of medical and dental implant image processing which is able to
provide support to the surgeon’s decision making to define the single implant that
best suits the patient [52, 53].

The dental implant selection is a simultaneous and interdependent analysis
process that includes aspects as bone structure, nerves positioning, geometry of the
mouth and teeth. For single implants placed between teeth, it is necessary to check
the space available for inserting the implant. Figure 25.12 presents the conceptual
methodological approach for determining the single dental implant, whose mark
(“?”) presents the necessary investigation to build an informational structure that
provides support to the process.

The proposed system is divided in two parts:

(a) the product model where the requirements and specifications of all necessary
information are defined to support the design system oriented on to single
dental implant process; and

(b) the design system oriented to single dental implant process where the infer-
ence mechanisms for conversion, translation and sharing information between
representations are defined.

The concept of inference mechanisms which are specialized systems elements
capable of searching the necessary rules to evaluate and ordain logically the heu-
ristic process of inference was used for the development of design system oriented
to the process of single dental implant (DOSDI). The mechanisms for definition of
the region of interest and geometric modeling of the symmetry axis and the
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mechanism of defining the implant diameter are responsible for the geometrical
definition of the implant.

These mechanisms are intended to select the region of interest and the geometric
modeling of the symmetry axis where the insertion of the dental implant occurs
allowing the conversion of the axial cuts into transverse cut of this region. The
definition of the region of interest is made by the oral facial dentist surgeon through
observation/analysis, identifying the image that presents in detail the gaps between
two teeth. The system intervenes and performs the geometric modeling of the dental
arch from this image. From the region of interest is extracted only the bone
information from processing these images using as segregation parameter, the
Hounsfield Scale. As a result, the information of the bone geometry and the failure
surrounding teeth is obtained, permitting a geometric analysis of the dental arch.
Figure 25.13 illustrates a case study of a partial edentulous with a single failure in
the canine region.

The geometrical analysis detects the geometrical center through the intersection
of two reference lines that are based on the inner edge of the teeth failure neighbors
(Fig. 25.14). This geometric center is used as a reference generating a symmetry
line to the neighboring teeth which allows the extraction of the insertion center and
the implant diameter as showed in Fig. 25.15.

The system delineates failure’s axis of symmetry and together with the dentist it
generates an accurate axis, relying only on images with an uncertainty grade of
0.25 mm, which is considered insignificant in the implantology area. The system
defines the implant diameter, Table 25.1, based on the bone thickness obtained by

Fig. 25.12 Methodological proposal to determine a suitable implant for a single dental implant
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geometric modeling. For this specific case of study, it returned a selection of 12
models of dental implant that meet the design requirements delegating to the sur-
geon the identification of the most likely implant to be used. Since the number of
implants offered by the manufacturer used in the research is approximately 150, the
options were decreased by 92 % with the system turning the dental implant process
more reliable.

The authors suggest for further researches the study of dental implant process in
total edentulous with the construction of a guide mask and the identification of the
insertion’s depth as well as the drilling and threading rotation process.

25.6 Final Considerations

This study is a conceptual view on the CE philosophy importance in multidisci-
plinary engineering-medicine environment for IPDP of medical equipment. The
level of complexity in the development of medical equipment requires the mastery
of several technological areas of knowledge for the holistic design of the required
product concept. The CE environment ensures the IPDP of products is oriented on
health as it gives a wide view, understanding more clearly the planning aspects
throughout the product life cycle.

To improve the innovation performance, it is necessary to develop a conceptual
framework that is able to describe the IPDP process connecting the knowledge with
the skills and competencies necessary to control and strategically manage the
development cycle. So that, each design phase requires strategic planning to seek

Table 25.1 Example of implant models obtained through the system

Implant body type Implant body
model

Bone
density

Implant body diameter
(mm)

CONE MORSE TITA MAX CM 2 3.5

CONE MORSE TITA MAX CM 2 3.5

CONE MORSE TITA MAX CM 2 3.5

CONE MORSE TITA MAX CM 2 3.75

CONE MORSE TITA MAX CM 2 3.75

CONE MORSE TITA MAX CM 2 3.75

CONE MORSE TITA MAX CM 2 4.0

CONE MORSE TITA MAX CM 2 4.0

CONE MORSE TITA MAX CM 2 4.0

HEXAGONO
INTERNO

TITA MAX
IIPLUS

2 3.75

HEXAGONO
INTERNO

TITA MAX
IIPLUS

2 3.75

HEXAGONO
INTERNO

TITA MAX
IIPLUS

2 3.75
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the best solutions once it should consider the specificity of users and medical
equipment. Indeed, if during the phases of product development more information
and experiences are introduced, formalized and systematized in the processes,
higher will be the IPDP level of maturity, which will reflect in the quality of the
final product.

It is worth noting that it is necessary further studies to develop models of tools
specifically oriented to medical area, which would interact properly between the
medicine-engineering fields absorbing the demands of the users and the market
tendencies [15]. An additional important topic is the interface development that
allows compatibility among tools and methods from different fields, so that, the
equipment could fully attend the requirements of the IPDP involved areas [54].

CE environment gives a comprehensive view of IPDP and enables the interac-
tion of distinct areas due to its multidisciplinary characteristic once it takes in
consideration the users’ demands and desires as well as the market tendencies for
high technological equipment with lesser invasive procedures and better technical,
clinical and economic quality [30, 55]. Therefore, CE in the IPDP of medical
equipment contributes for medicine and engineering areas evolution since it con-
ducts the technological and clinical innovation and brings new challenges in the
searching for solutions to contemporary health issues [56].
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Chapter 26
Carbon Emission Analysis for Renewable
Energy Policies
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C.T. Hsiao, Kevin W.P. Chen and Penny H.Y. Liu

Abstract Countries and government regions are promoting renewable energy to
effectively reduce carbon emissions. However, the carbon footprint of a given
industry in a specific region is hard to measure and the long-term effect of an
untested green policy for carbon reduction is difficult to predict. This chapter
introduces an approach that combines economic input-output life cycle assessment
(EIO-LCA) and a location quotient (LQ) to measure regional carbon footprints
using local environmental and industrial data. The results enable government policy
makers to accurately formulate policies that target critical contributors while sim-
ulating the economic impact using system dynamics (SD) modeling. In the case
study, policy scenarios are simulated to evaluate the time-varying impacts of pro-
posed green transportation strategies for Taiwan’s low carbon island (Penghu
Island) pilot project. The methodology provides a generalized tool for green energy
policy assessment. This chapter is the extension of the original research reported by
the authors in Trappey et al. (Energy Policy 45:510-515 [1], Concurrent engi-
neering approaches for sustainable product development in a multi-disciplinary
environment. Springer, London, pp. 367–377 [2]).
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Keywords Low carbon island � Green transportation � Economic input–output life
cycle assessment � Carbon footprint � System dynamics

26.1 Introduction

Global warming has caused international communities to place greater emphasis on
environmental protection. Carbon dioxide (CO2) emissions are a primary factor
causing the greenhouse effect. According to the report of Intergovernmental panel
on climate change (IPCC) [3], the average temperature on earth is estimated to
increase 4 °C and sea levels will rise about 0.5 m by 2100, if global warming
problems are not addressed. Therefore, to control and decrease CO2 emissions are
critical issues. Based on the statistical report published by International energy
agency (IEA) in 2006, many developed and developing countries, with manufac-
turing based economies, generate much higher CO2 emissions compared to other
countries. For example, the population of Taiwan accounts for 0.35 % of the world
population, but the proportion of CO2 emissions is equal to 0.7 % of the world’s
emissions [1, 2, 4]. Thus, the Taiwan government passed the Sustainable Energy
Policy on World Environment Day in 2008 and committed to improve energy
efficiency, develop clean energy, and ensure a stable energy supply. To develop
clean energy, Taiwan implemented a feed-tariff mechanism as the incentives policy
[4]. Taiwan also initiated a Master Plan of Energy Conservation and Carbon Mit-
igation in 2009 and announced that 2010 was the start year for promoting energy
savings and carbon reduction.

One part of the Master Plan of Energy Conservation and Carbon Mitigation is
called the Penghu low carbon island development project. Under this main project,
seven specific low carbon operational sub-projects and measures were chosen as
pilot runs covering spectrums of renewable energy (RE), energy conservation,
green transportation, low carbon construction, environmental greening, resource
recycling, and low carbon living [5–7]. The project applies energy conservation and
carbon mitigation technology to build a clean low carbon island and benchmarks
these pilot experimental results as a means to transform all cities and environmental
practices in Taiwan. Determining whether the policy implementation effect will
achieve the objectives of conserving energy and reducing carbon emissions have
become a focus point of policy makers, academics, and the full range of
stakeholders.

Building a low carbon island is a complicated system engineering challenge,
since it affects factors related to environment, economy and society as a compli-
cated and intertwined ecological, economic, and social system. It also requires a
concurrent engineering (CE) approach to maximize positive outcomes and mini-
mize negative impacts. On the whole, the population, the ground forest area,
industry and commercial activities, transportation, people’s daily energy usage, and
CO2 generation are only a few of the critical issues to consider. Even on a small
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island where many variables can be easily controlled, these factors interact with
each other and, thereby, form a complicated and dynamic system reflecting the
causal relationship of the factors in regard to the energy consumption and carbon
emission issues. While there are many sub-projects included in Penghu Low Car-
bon Island Development Project, the demonstration of the policy’s efficacy is a
risky venture unless the results are valid and reliable. Trappey et al. [8] indicate that
each country’s situation is unique and the problem of implementing low carbon
emission policies must be dissected into logical parts (or geographic and industrial
clusters) for analysis, pilot plant experimentation, and then gradual implementation.
Thus, this research develops a stepwise evaluation approach of the green trans-
portation strategy to support low carbon policy development on Penghu Island to
demonstrate the proposed methodology. First, we use economic input–output (IO)
life cycle assessment (EIO-LCA) and the location quotient (LQ) method to estimate
the carbon footprint (CF) of the Penghu County industrial sector. Afterwards, using
the results of the EIO-LCA method, this study constructs a causal feedback loop
diagram to represent how the green transportation policies decrease CO2 emissions.
Finally, a system dynamics (SD) model simulates the scenarios and evaluates the
time-varying impacts of the proposed carbon reduction strategies.

26.2 Literature Review on Carbon Reduction Policies
and Research

The related literature reviews introduce CF, low carbon island, and applications of
EIO-LCA and SD approach.

26.2.1 Carbon Footprint

The Carbon Trust [9] says that a carbon CF measures the total greenhouse gas
emissions caused directly and indirectly by a person, an organization, an event or a
product. Minx et al. [10] also define CF as the direct and indirect greenhouse gas
emissions and is measured in tons of CO2 equivalent. The CF is used in many
applications analyzing national emission inventories and trade, supply chains,
organizations, consumption patterns and lifestyles, and regional and local CF [10].

The IO analysis is used to calculate the CFs for small spatial areas and typically
for municipalities and cities. However, the main challenge associated with esti-
mating local CFs based on IO analysis is combining information on global pro-
duction activities with information on local consumption activities. As the
importance of local mitigation and adaptation measures are increasingly recognized,
there is greater application in development of policies [10].
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26.2.2 Low Carbon Island

The low Carbon Island is also known as the RE Island and the Sustainable Energy
Island. Chen et al. [11] said that island development problems are mostly related to
imported fossil fuel energy dependence, fresh water availability, waste manage-
ment, and transportation problems. However RE technology is one solution which
produces energy by transforming natural phenomena (or natural resources) into
useful energy forms.

There are many internationally successful and renowned RE island examples,
such as Greece Dodecanese Island [12], Gökceada Island, Turkey [13], Yakushima
Island, Japan [14], and Denmark’s Samso Island. After 10 years’ work for the
development of RE, Denmark’s Samso Island reach many objectives including self-
sufficiency, exploitation of local resources, the supply and utilization of heat,
electricity production, and improvement of economy, employment, and environ-
ment [15].

26.2.3 EIO-LCA

EIO-LCA is used to assess the use of raw materials, energy resources, and envi-
ronmental emissions in economic activities [16]. Compared to the process-based
LCA, the EIO-LCA not only improves some process bottlenecks and expands the
system scope to include an entire economy of a country or region [17] with
increased reliability [18]. The EIO-LCA was proposed by Leontief in 1936, and
expresses the economic relationship of each sector of a given country or region
using equilibrium theory. In recent years, IO analysis has been used to assess the
energy consumption and environmental impact of merchandise, service, countries,
and regions [10].

General economic models are based on assumptions and EIO-LCA is based on
the follows three basic assumptions [19]:

1. Each industry produces only single product.
2. There is a linear relationship between each industry output and a fixed input

ratio.
3. Every production of each industry has constant return to scale.

In order to utilize the IO approach to conduct LCA, the EIO-LCA uses data
derived from the bureau of economic analysis (BEA) and publicly available
environmental data from the U.S. Environmental Protection Agency (EPA) and the
Department of Energy (DOE) [20]. In Taiwan, EIO-LCA uses the data derived from
the report of industrial statistics published by the Directorate-General of Budget,
Accounting and Statistics of the central government.

Recently, EIO-LCA methods have been applied to calculate CO2 and GHG
emissions [21–24]. Acquaye and Duffy [25] used the EIO-LCA method to estimate
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the energy and GHG emissions intensity of the Irish construction sector and esti-
mated its contribution to overall Irish national emissions. Trappey et al. [26] applied
EIO-LCA method to evaluate the carbon emissions of new products and identified
problematic carbon emissions in the supply chain. Ju and Chen [27] also used the
EIO-LCA method to evaluate the upstream CF and CO2 emissions of 28 economic
sectors of Chongqing area in China and identified the significant sectors that
contribute the most to climate change. Further, this research uses EIO-LCA to
effectively assess the industrial sectors’ CF in Taiwan’s Penghu County. According
to the results of the carbon emission of the local industrial sectors, those are not
only a benchmark for reference but also enable the government to plan carbon
reduction policies.

26.2.4 System Dynamics

SD was proposed by Forrester in 1956. SD is a modeling approach to describe the
activities of complex systems over time incorporating the control factors of systems
while observing plausible reactions and behaviors. Therefore, SD is commonly
applied to assess the mid- to long-term effects of decisions or policies when the
causal factors of systems are complex and dynamic [28]. Thus, SD analysis can be
viewed as a CE approach that simultaneously considers the impact of policies prior
to the actual implementation.

Several SD research studies have been used to evaluate environmental-related
public policies. Wang et al. [29] presented a SD approach based on the cause-
and-effect analysis and feedback loop structures in urban transportation systems. Jin
et al. [30] developed a dynamic ecological footprint forecasting platform to support
policy making for urban sustainability improvement. Han and Hayashi [31] studied
the inter-city passenger transport in China as a case and developed a SD model for
policy assessment and CO2 mitigation potential analysis. Trappey et al. [5] applied
the SD approach to analyze the solar energy policy implemented in Taiwan Penghu
Island. According to the above SD literature review, many SD methods have been
applied to access environmental impact and policies. Therefore, this paper uses
EIO-LCA to evaluate the Penghu low carbon island development and applies the
results to evaluate CO2 emissions reduction by SD.

26.3 Methodology

The research process of carbon emission analysis is divided into three parts as
shown in Fig. 26.1. First, the study uses the IO analysis and LQ method to assess
the carbon emissions of industrial sectors for a given region before the imple-
mentation of carbon reduction policies. Secondly, the SD approach is applied to
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construct the mathematical and quantitative model with causal feedback relation-
ships based on the proposed carbon reduction policies in the region. Finally, dif-
ferent scenarios of the model are simulated and evaluated.

26.3.1 Regional Economic Input–Output Model

There are four steps to construct the EIO model taking into account the deviations
of regional industries using the LQ adjustment.

Step 1: Construct the national IO transaction table. In Table 26.1, the intermediate
output (O) and intermediate input (I) represent the flows of sales and purchases
between sub-sectors. Xij indicates the output of sub-sector i to the sub-sector j.
The total input is the sum of the Intermediate input (I) and the added value (V).
And, the total output is the sum of the Intermediate output (O) and the final demand
(F) or GDP.
Step 2: After constructing the IO transactions table, the technical coefficient matrix
A is derived from Table 26.1 using the following formula:

A ¼
X11=X1 ¼ a11 X12=X2 ¼ a12 . . . X1n=Xn ¼ a1n
X21=X1 ¼ a21 X22=X2 ¼ a22 . . . X2n=Xn ¼ a2n
..
. ..

. ..
. ..

.

Xn1=X1 ¼ an1 Xn2=X2 ¼ an2 . . . Xnn=Xn ¼ ann

2
6664

3
7775
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A represents the national technical coefficient matrix and the element aij in
A represents the input of sub-sector i when sub-sector j is a unit output of product or
service.

Step 3: Use the LQ method to effectively assess the regional technical coefficient
matrix Ar. The LQ analysis is used to compare levels of employment between two
geographic areas. The location quotient value (LQi) is expressed as:

LQi ¼
Eir=Er

Ein=En

where Eir and Ein are the employment population of the ith industry in a given
region or nation whereas Er and En are the total employment population in a given
region or nation. If LQi is greater than one (LQi > 1), then the sector i in the region
has a higher employment rate than the nation. If LQi is less than one (LQi < 1), it is
assumed that the sector is not able to satisfy regional demand with its employment
output. Therefore, the national coefficient of the ith sector can be adjusted by
multiplying LQi to adjust the other regional coefficients. The formulas are shown as
below [32]:

arij ¼ aij; if LQi [ 1

arij ¼ aij � LQi; if LQi\1

where arij is an element of the regional technical coefficient matrix Ar. The regional
technical coefficient matrix Ar is shown below.

Table 26.1 Input–output transactions table [16]

Input to sectors Intermediate
output O

Final
demand F

Total out-
put X

Output from
sectors

1 2 3 n

1 X11 X12 X13 X13 O1 F1 X1

2 X21 X22 X23 X23 O2 F2 X2

3 X31 X32 X33 X33 O3 F3 X3

4 Xn1 Xn2 Xn3 Xnn On Fn Xn

Intermediate
input I

I 1 I 2 I 3 I n

Value added
V

V1 V2 V3 Vn GDP

Total input X X1 X2 X3 Xn
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Ar ¼
ar11 ar12 . . . ar1n
ar21 ar22 . . . ar2n
..
. ..

. ..
. ..

.

arn1 arn2 . . . arnn

2

6664

3
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Step 4: Use the Leontief Inverse matrix ðI � ArÞ�1 and the following formulas are
used to assess the quantity of CO2 emissions in a given region:

X ¼ ðI � ArÞ�1F

B ¼ RX

where X is the direct vector of required inputs, F is the vector of the desired output,
I is the identity matrix, B is the vector of the environmental burden, and R is a
matrix with diagonal elements representing the carbon emissions per unit (i.e., the
coefficients of carbon emissions) provided by each sector. The carbon emission
coefficients for all industrial sectors (R) are obtained from the government’s Energy
Bureau at the Ministry of Economic Affairs, the IPCC and other relevant secondary
sources.

26.3.2 System Dynamics Model

In order to understand CO2 emissions in industrial sectors of a given region and the
corresponding benefits from the carbon reduction policies, this research constructs a
causal feedback loop diagram based on SD. First, it is necessary to identify the
problem and the boundary of the system. Then, the influencing factors are defined
and cause-and-effect analysis is used to describe the system. Based on the results of
cause-and-effect analysis, the quantitative system structure is constructed using the
resulting coefficients and equations. After constructing the quantitative model,
different scenarios are simulated and results are compared. Finally, the model is
modified and tested to summarize the relevant conclusions and policy suggestions.

26.4 Case Study: Penghu Low Carbon Island
Implementation

This research uses the low carbon island development project implemented on
Penghu Island as the case study to demonstrate the proposed methodology. Penghu
is the only government county of Taiwan which is an island located between
Mainland China and Taiwan [33]. In order to promote local economic growth,
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Penghu is being developed as a natural resort and an environmental friendly island.
The carbon island development project combines local features with different low
carbon actions and applications to create a better environment. The IO analysis and
LQ methods are used to assess the industrial sectors’ CF. And then the study
analyzes the green transportation policy and evaluates its benefits toward CO2

emissions reduction [1, 2].

26.4.1 EIO-LCA for the Case

The IO model includes an IO table, a technical coefficients table, and a Leontief
inverse matrix as described in Sect. 26.3.1. The case uses the input coefficients table
of producers’ prices [34] shown in matrix A. The LQ method is then used to
estimate Penghu’s technical coefficients matrix Ar. Finally, Penghu’s Leontief
inverse matrix ðI � ArÞ�1 is calculated.

Based on the input coefficients table of producers’ prices, 52 sub-industrial
sectors are combined into 9 main sectors including Agricultural, Forestry, Fishery
and Animal Husbandry (A), Manufacturing (B), Electricity, Gas and Water (C),
Construction (D), Trade, Accommodation, and Food and Beverage (E), Transpor-
tation and Communication (F), Banking, Insurance Entities and Real Estate (G),
Industry, Commerce and Services (H), and Social and Personal Services (I). The
EIO technical coefficients for these nine sectors are shown in Table 26.2.

As listed in Table 26.3, the LQ of industries for Penghu Island are calculated
based on the manpower survey statistics of 2006 [35], statistics of the agriculture,
forestry, fishery and husbandry census from 2005 [36], and the industry, commerce
and service census of 2006 [37]. Only the LQ for the Agriculture, Forestry, Fishery
and Husbandry sector is greater than one (LQA > 1) which implies the employment
for this island sector is greater on average than Taiwan island. The LQ of other
sectors that are less than one (LQB, LQC, …, LQI < 1) indicate that these sectors
cannot satisfy Penghu’s own economic demands. Thus, to adjust the coefficient of

Table 26.2 National technical coefficients for nine main sectors in 2006

Sector A B C D E F G H I

A 0.4996 0.6567 0.0001 0.0023 0.0335 0.0000 0.0000 0.0013 0.0008

B 0.9719 13.8203 0.8287 0.5036 0.2584 0.5361 0.0173 0.3532 0.4806

C 0.0367 0.6340 0.5687 0.0026 0.0563 0.0278 0.0063 0.0412 0.0922

D 0.0100 0.0779 0.0394 0.0009 0.0111 0.0486 0.0585 0.0110 0.0251

E 0.3175 2.2313 0.1076 0.0924 0.1311 0.2511 0.0138 0.1082 0.1805

F 0.0518 0.4106 0.0440 0.0279 0.0578 0.6799 0.0306 0.1662 0.1365

G 0.0563 0.4367 0.0552 0.0111 0.1095 0.0755 0.2737 0.0951 0.1472

H 0.0468 0.8812 0.0945 0.0508 0.0923 0.2637 0.0911 0.1369 0.1179

I 0.0151 0.1023 0.0202 0.0091 0.0188 0.0629 0.0124 0.0465 0.0564
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Penghu, we multiply the national coefficients by LQB, LQC, …, LQI. After
acquiring the technical coefficient table of Penghu, the Leontief inverse matrix
ðI � ArÞ�1 is calculated as shown in Table 26.4.

In addition to Penghu’s Leontief inverse matrix ðI � ArÞ�1, the final demand
vector for tourism F is estimated for Penghu. In this paper, we estimate the final
demand vector of tourism F (Table 26.5) based on the statistical reports of the
number of visitors to principal scenic spots in Taiwan in 2006 and the travel time
data of Taiwan residents in 2007. Afterward, the Leontief inverse matrix
ðI � ArÞ�1, the final demand vector of tourism F, and the formula X ¼ ðI � ArÞ�1F
are used to estimate the direct vector (X) of required economic inputs for all sectors
are computed as shown in Table 26.6.

Finally, with Penghu’s required inputs (X) for all industrial sectors, this research
uses Lin and Huang [38] Taiwan resource utilization analysis and CO2 emissions
factors to derive CO2 emission quantities by industrial sectors. Figure 26.2 depicts
the CF assessment results using the LQ-based EIO-LCA method. The data show
that the Transportation and Communication sector F (74 kt), Agricultural, Forestry,

Table 26.3 Industrial sectors’ location quotients for Penghu Island

Sector Penghu, 2006 Nation, 2006 Location quotient

Employment Percentage Employment Percentage

A 41,379 0.73 3,492,237 0.32 2.29 > 1

B 589 0.01 2,694,303 0.25 0.04 < 1

C 36 0.0006 59,777 0.01 0.11 < 1

D 1,629 0.03 477,444 0.04 0.69 < 1

E 8,623 0.15 2,209,752 0.20 0.74 < 1

F 1,077 0.02 538,738 0.05 0.41 < 1

G 350 0.006 376,602 0.03 0.17 < 1

H 373 0.007 441,808 0.04 0.17 < 1

I 2,434 0.04 647,410 0.06 0.68 < 1

Total 56,490 100 10,938,071 100

Table 26.4 Penghu’s total Leontief inverse matrix (I−Ar)−1

Sector A B C D E F G H I

A 2.4143 4.2579 0.1738 0.1053 0.1489 0.1842 0.0143 0.0957 0.1246

B 0.2570 2.8942 0.1127 0.0646 0.0491 0.1104 0.0085 0.0575 0.0751

C 0.0391 0.2907 1.0793 0.0076 0.0133 0.0190 0.0021 0.0124 0.0206

D 0.0517 0.3140 0.0444 1.0095 0.0178 0.0651 0.0447 0.0205 0.0328

E 1.1636 6.8117 0.3761 0.2374 1.2588 0.5778 0.0437 0.2595 0.3604

F 0.1865 1.1404 0.0793 0.0464 0.0636 1.4550 0.0258 0.1285 0.1215

G 0.0734 0.4424 0.0314 0.0143 0.0322 0.0455 1.0516 0.0314 0.0446

H 0.0901 0.6637 0.0478 0.0264 0.0333 0.0979 0.0207 1.0454 0.0470

I 0.0726 0.4279 0.0361 0.0186 0.0264 0.0866 0.0127 0.0493 1.0593
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Fishery and Animal Husbandry sector A (40 kt), Trade, Accommodation, Food, and
Beverage sector E (37 kt), and Electricity, Gas, and Water sector C (24 kt), and the
Manufacturing sector B (16 kt) emit higher amounts of CO2 than other sectors in
Penghu.

Table 26.5 Final demand vector F

Sector Final demand (million NTD)

Agricultural, forestry, fishery and animal husbandry 0

Manufacturing 0

Electricity, gas and water 0

Construction 0

Trade, accommodation and food and beverage 7,869.7

Transportation and communication 2,360.9

Banking, insurance entities and real estate 0

Industry, commerce and services 674.5

Social and personal services 337.3

Table 26.6 Direct vector of required inputs X

Sector Required inputs (million NTD)

Agricultural, forestry, fishery and animal husbandry 1,713.1

Manufacturing 711.2

Electricity, gas and water 165.0

Construction 318.9

Trade, accommodation and food and beverage 11,567.5

Transportation and communication 4,062.8

Banking, insurance entities and real estate 396.9

Industry, commerce and services 1,214.3

Social and personal services 802.7

(A) (B) (C) (D) (E) (F) (G) (H) (I)

CO2 Emissions 40.26 15.79 24.12 0.255 37.02 74.35 0.079 1.336 0.963
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Fig. 26.2 The carbon footprint assessment of industrial sectors by EIO-LCA. A agricultural,
forestry, fishery and animal husbandry, B manufacturing, C electricity, gas and water,
D construction, E trade, accommodation and food and beverage, F transportation and
communication, G banking, insurance entities and real estate, H industry, commerce and services,
I social and personal services
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26.4.2 System Model Construction of Case

The EIO-LCA method is used to assess the industrial sectors’ carbon emission
produced by past tourism development in Penghu County. The result shows that
Transportation and Communication has the greatest impact on Penghu’s environ-
ment. Therefore, the SD model is constructed with specific causal feedback loops to
analyze the effectiveness of required investment cost and the corresponding benefits
for green transportation development. And green transportation developments
consist of following policies [7]:

1. Replace all gasoline motorcycles with electric scooters incrementally in year
2011, 2012 and 2013.

2. Limiting road use of two-stroke gasoline motorcycles.
3. Limiting road use of gasoline motorcycles licenses.

According to all of the above policies, we discuss operation process for total
motorcycle levels, total electric scooters, total CO2 emissions and others external
factors to construct specific causal feedback loops (Fig. 26.3).
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Fig. 26.3 Causal feedback loop for green transportation development
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Afterward, the mathematical model with causal feedback relationships is con-
structed based on the proposed green transportation strategy (Fig. 26.4). The
variables are identified and relevant equations are established based on the feed-
backs and cause-and-effect loops. Next, we introduce sub-model of the green
transportation policy.

1. Total Electric Scooters Sub-model (TES)
Total electric scooters sub-model reflects the amount of electric scooters that the
government imported. If carbon emission gap between total CO2 emissions and
green transport carbon emission goal is positive, then the government imports
electric scooters continually. The government stops the import policy if the
carbon emission gap is zero or negative.
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Fig. 26.4 The quantitative SD model for the green transportation pilot project
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2. Total CO2 Emissions Sub-model (TCO2E)
Total CO2 emissions sub-model reflects the total CO2 emissions of gasoline
motorcycles and electric scooters. The formulas for total CO2 emissions of
gasoline motorcycles and electric scooters are shown as follows:

(a) Total oil consumption = The average annual mileage of gasoline motor-
cycles/Fuel efficiency of gasoline motorcycles

(b) Total energy consumption = The average annual mileage of electric
scooters/Energy efficiency of electric scooters

(c) Total CO2 emissions of gasoline motorcycles and electric
scooters = RðFuel consumption� CO2 emission factor of fuelÞ

3. Total Gasoline Motorcycles Sub-model (TGM)
Total gasoline motorcycles (TGM) sub-model reflects the demands for buying
gasoline motorcycles. The newly purchased motorcycles value is the maximum
value which between annual motorcycles of demand deducts electric scooters
increment and zero. And the annual motorcycle demand value which equals to
the total demand for motorcycles deducts the total supply motorcycles. How-
ever, the total supply motorcycles consist of the TGM and the total electric
scooters. The parameter values and the data sources of the related variables are
listed in Table 26.7.

26.4.3 System Simulation and Result Interpretation

This paper simulates four scenarios as shown in Table 26.8. Scenario 1 is business
as usual (BAU), which represents non implementation of any green transportation
policy. Scenario 2 is to subsidize 6,000 electric scooters per year in 2011, 2012 and
2013. Scenario 3 is to annually subsidize 6,000 electric scooters (year 2011 through
year 2013) and also stop licensing two-stroke gasoline motorcycles. Scenario 4 is a

Table 26.7 Parameter values for the SD model of the Penghu Low Carbon Island [2]

Parameters Value

CO2 emission factor of oil 2.263 kg-CO2/L

CO2 emission factor of power 0.623 kg-CO2/W

Fuel efficiency of gasoline motorcycles 40 km/L

Energy efficiency of electric scooters 20 km/W

Gasoline motorcycles scrap rate 1.4605 %

The average annual mileage of gasoline motorcycles 4,099 km/unit

The average annual mileage of electric scooters 3,000 km/unit

The investment cost of electric scooters 1,000 US$/unit
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mandatory green motorcycle policy and also consists of subsidizing 6,000 electric
scooters per year. In the current model, the running time set for the model is
20 years and starts from 2011. The time step for the simulation is 1 year. Scenario 4
is the best strategy for carbon reduction. Since the CF emission decreases to
11.9839 (Gg-CO2) from 19.5778 (Gg-CO2) and total oil consumption decreases to
4.1092 (1,000 kl). However, the total energy consumption will be significantly
increased to 4,309.25 (1,000 kWh) and the cost of carbon reduction policies will
increase.

Finally, this paper uses the results of above four scenarios to compare the carbon
reduction goal of the Sustainable Energy Policy 2008, Master Plan of Energy
Conservation and Carbon Mitigation 2009 and the Penghu low carbon island
development project 2010. We test these four scenarios to see if the carbon
reduction goals are achieved. The details of policies are shown in Table 26.9.

The result of four scenarios comparing with the carbon reduction goals is shown
as Fig. 26.5. Scenario 2, which substitutes 6,000 electric scooters in 2011, 2012 and
2013 will not achieve all of the carbon reduction goals. When comparing scenario 2
with BAU scenario, the carbon reduction effect is insignificant because the demand
of gasoline motorcycle is still large. Scenario 3 consists of substituting 6,000

Table 26.8 Four green transportation scenarios used in the case study

Scenario Policy highlights

1 Business as usual (BAU)

2 Annually replace 6,000 existing gasoline scooters with electric scooters and
implement the rebate scheme in year 2011, 2012, and 2013

3 Implement Scenario 2 and also terminate new license issuing of 2-stroke gasoline
scooters

4 Implement Scenario 2 and also terminate new license issuing for all gasoline
scooters

Table 26.9 The goal of carbon reduction policies

Taiwan carbon reduction
policies

Policy goal Setting value

(A) Sustainable energy
policy 2008

This policy plans that the national
carbon emission will diminish to
2008s level during 2016–2020 and
will go back to 2000s level in 2025

2008: 14.8291 Gg-CO2

2000: 13.0194 Gg-CO2

(B) Master plan of
energy conservation and
carbon mitigation 2009

This policy plans that the national
carbon emission will diminish to
2005s level during 2020 and will go
back to 2000s level in 2025

2005: 14.4521 Gg-CO2

2000: 13.0194 Gg-CO2

(C) Penghu low carbon
island development
project 2010

This policy plans that the regional
carbon emission will go back to
50 % of 2005s level in 2015

2005: 7.2261 Gg-CO2

Note revised from [6, 7]
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electric scooters and limiting two-stroke gasoline motorcycles. The carbon emission
of scenario 3 will diminish to 2008s level during 2016–2020 for Sustainable Energy
Policy 2008 and go back to 2005s level during 2020 for Master Plan of Energy
Conservation and Carbon Mitigation, but it cannot reach the 2000s level in 2025.
After the government imports electric scooters for three years, the new four-stroke
motorcycle license will gradually increase and increase the carbon emissions.
Finally, scenario 4 consists of substituting 6,000 electric scooters, elimination of
two-stroke gasoline motorcycles, and elimination of gasoline motorcycles. The
carbon emissions for scenario 4 can achieve the planned carbon reduction goals.

26.5 Conclusions

Reducing emission of CO2 is a much needed effort to slow the global warming
problem. Thus, governments are trying hard to introduce effective green policies. If
governments focus on the largest carbon emission sectors, the results can be sig-
nificant. In this study, the national statistics shows that the transportation sector is
one of the major sectors emitting CO2 in Penghu. Taiwan’s low carbon (Penghu)
project, thus, introduces the green transportation pilot policy. SD models have been
applied to analyze the effectiveness of investment costs and the corresponding
benefits in four realistic scenarios. The result of scenario 4 appears to be the best
strategy for carbon reduction. Therefore, the government must restrain the use of
gasoline motorcycles while aggressively encourage people to buy electric scooters.
As stated in [8], this research introduces a generalized methodology, combining
EIO-LCS, LQ, and SD and following the paradigm of CE, which allows policy
analysts to preview and assess the impacts of green policies prior their
implementations.

0 

5 

10

15

20

25

G
g

- C
O

2

Policy Goal of A Policy Goal of B Policy Goal of C

Scenario 1 Scenario 2 Scenario 3

Scenario 4

Fig. 26.5 The carbon footprint assessment of industrial sectors by EIO-LCA

776 A.J.C. Trappey et al.



References

1. Trappey AJC, Trappey CV, Hsiao CT, Ou JR, Li SJ, Chen KWP (2012) An evaluation model
for low carbon island policy: the case of Taiwan’s green transportation policy. Energy Policy
45:510–515

2. Trappey AJC, Trappey CV, Liu PHY, Hsiao CT, Ou JR, Chen KWP (2012) Location quotient
EIO-LCA method for carbon emission analysis. In: Stjepandić J, Rock G, Bil C (eds)
Concurrent engineering approaches for sustainable product development in a multi-
disciplinary environment. Proceedings of the 19th ISPE international conference on
concurrent engineering. Springer, London, pp 367–377

3. IPCC (2001) IPCC third assessment report. http://www.ipcc.ch/ipccreports/tar/index.htm.
Accessed 22 Nov 2010

4. Ministry of Economic Affairs (2011) Master plan of energy conservation and carbon
mitigation. http://www.moea.gov.tw/Tapp/main/content/ContentImages.aspx?menu_id=3649.
Accessed 1 Mar 2012

5. Trappey AJC, Trappey CV, Liu HY, Lin LC, Ou JR (2013) A hierarchical cost learning model
for developing wind energy infrastructures. Int J Prod Econ 146(2):386–391

6. Trappey A, Trappey C, Lin G, Chang YS (2012) The analysis of renewable energy policies for
the Taiwan penghu island administrative region. Renew Sustain Energy Rev 16(1):958–965

7. Bureau of Energy (2010) Penghu low carbon island development project, Bureau of Energy.
http://www.moeaboe.gov.tw/Policy/PoMain.aspx?PageId=polistS. Accessed 29 Nov 2010

8. Trappey AJC, Trappey CV, Liu PHY (2013) Using a small island pilot plant approach to
analyze low carbon emission policies. Carbon Manage 4(3):257–260

9. Carbon Trust (2010) Carbon footprinting. http://www.carbontrust.co.uk/cut-carbon-reduce-
costs/calculate/carbon-footprinting/pages/carbon-footprinting.aspx. Accessed 29 Nov 2010

10. Minx JC, Wiedmann T, Wood R, Peters GP, Lenzen M, Owen A, Scott K, Barrett J, Hubacek
K, Baiocchi G, Paul A, Dawkins E, Briggs J, Guan D, Suh S, Ackerman F (2009) Input–
output analysis and carbon footprinting: an overview of applications. Econ Syst Res 21
(3):187–216

11. Chen F, Duic N, Alves LM, Carvalho MG (2007) Renewislands-renewable energy solutions
for islands. Renew Sustain Energy Rev 11(8):1888–1902

12. Oikonomou EK, Kilias V, Goumas A, Rigopoulos A, Karakatsani E, Damasiotis M,
Papastefanakis D, Marini N (2009) Renewable energy sources (RES) projects and their
barriers on a regional scale: the case study of wind parks in the Dodecanese islands, Greece.
Energy Policy 37(11):4874–4883

13. Demiroren A, Yilmaz U (2010) Analysis of change in electric energy cost with using
renewable energy sources in Gökceada, Turkey: an island example. Renew Sustain Energy
Rev 14(1):323–333

14. Uemura Y, Kai T, Natori R, Takahashi T, Hatate Y, Yoshida M (2003) Potential of renewable
energy sources and its applications in Yakushima island. Renew Energy 29(4):581–591

15. Samso Energy Academy: Renewable Energy Denmark (2010) Updated 10 year anniversary
report. http://www.onlinepdf.dk/Books/onlinepdf.aspx?onlinepdf=24054. Accessed 21 Nov
2010

16. Carnegie Mellon University (2010) Economic input-output life cycle assessment. http://www.
eiolca.net/. Accessed 10 Nov 2010

17. Chang Y, Ries RJ, Wang Y (2010) The embodied energy and environmental emissions of
construction projects in china: an economic input-output LCA model. Energy Policy 38
(11):6597–6603

18. Hendrickson CT, Lave LB, Matthews HS (2006) Environmental life cycle assessment of
goods and services: an input–output approach. Resources for the Future, Washington

19. Chiang CA, Wainwright K (2005) Fundamental methods of mathematical economics.
McGraw-Hill, New York, pp 115–123

26 Carbon Emission Analysis for Renewable Energy Policies 777

http://www.ipcc.ch/ipccreports/tar/index.htm
http://www.moea.gov.tw/Tapp/main/content/ContentImages.aspx?menu_id=3649
http://www.moeaboe.gov.tw/Policy/PoMain.aspx?PageId=polistS
http://www.carbontrust.co.uk/cut-carbon-reduce-costs/calculate/carbon-footprinting/pages/carbon-footprinting.aspx
http://www.carbontrust.co.uk/cut-carbon-reduce-costs/calculate/carbon-footprinting/pages/carbon-footprinting.aspx
http://www.onlinepdf.dk/Books/onlinepdf.aspx?onlinepdf=24054
http://www.eiolca.net/
http://www.eiolca.net/


20. Huang YA, Matthews HS (2008) Seeking opportunities to reduce life cycle impacts of
consumer goods—an economy-wide assessment. In: Electronics and the environment (ISEE),
San Francisco, 19–22 May 2008, pp 1–6

21. Alcántara V, Padilla E (2009) Input–output subsystems and pollution: an application to the
service sector and CO2 emissions in Spain. Ecol Econ 68(3):905–914

22. Machado D, Schaeffer R, Worrell E (2001) Energy and carbon embodied in the international
trade of Brazil: an input-output approach. Ecol Econ 39(3):409–424

23. Peters GP (2008) From production-based to consumption-based national emission inventories.
Ecol Econ 65(1):13–23

24. Ferguson TM, MacLean HL (2011) Trade-linked Canada-United States household
environmental impact analysis of energy use and greenhouse gas emissions. Energy Policy
39(12):8011–8021

25. Acquaye AA, Duffy AP (2010) Input–output analysis of Irish construction sector greenhouse
gas emissions. Build Environ 45(3):784–791

26. Trappey AJC, Trappey CV, Hsiao CT, Ou JR, Chang CT (2012) System dynamics modeling
of product carbon footprint life cycles for collaborative green supply chains. Int J Comput
Integr Manuf 25(10):934–945

27. Ju L, Chen B (2010) An input-output model to analyze sector linkages and CO2 emissions.
Procedia Environ Sci 2:1841–1845

28. Forrester JW (1968) Principles of system. MIT Press, Cambridge
29. Wang J, Lu H, Peng H (2008) System dynamics model of urban transportation system and its

application. J Transp Syst Eng Inf Technol 8(3):83–89
30. Jin W, Xu L, Yang Z (2009) Modeling a policy making framework for urban sustainability:

incorporating system dynamics into the ecological footprint. Ecol Econ 68(12):2938–2949
31. Han J, Hayashi Y (2008) A system dynamics model of CO2 mitigation in China’s inter-city

passenger transport. Transp Res Part D: Transp Environ 13(5):298–305
32. Miller R, Blair P (1985) Input-Output Analysis: Foundations and Extentions, Prentice-Hall,

Inc, New Jersey
33. Penghu Country Government (2011) Geographic location. http://www.penghu.gov.tw/eng/

00home/home.asp. Accessed 5 Mar 2011
34. National Statistics, Republic of China (2010) Input coefficients table at producers’ prices

(Table 2). http://eng.stat.gov.tw/ct.asp?xItem=25743&ctNode=1650. Accessed 22 Nov 2010
35. National Statistics, Republic of China (2007) Manpower survey results in 2006. http://www.

dgbas.gov.tw/ct.asp?xItem=18182&ctNode=3247
36. National Statistics, Republic of China (2010) Agriculture, forestry, fishery and husbandry

census of 2005 statistical analysis, http://eng.stat.gov.tw/lp.asp?ctNode=1633&CtUnit=
783&BaseDSD=7. Accessed 10 Nov 2010

37. National Statistics, Republic of China (2008) Industry, commerce and service census of 2006
statistical tables. http://eng.stat.gov.tw/lp.asp?ctNode=1624&CtUnit=774&BaseDSD=7

38. Lin SM, Huang TH (2006) Resource utilization model update and maintenance with the
analysis and policy simulation. Authorized project by council for economic planning and
development

778 A.J.C. Trappey et al.

http://www.penghu.gov.tw/eng/00home/home.asp
http://www.penghu.gov.tw/eng/00home/home.asp
http://eng.stat.gov.tw/ct.asp?xItem=25743&ctNode=1650
http://www.dgbas.gov.tw/ct.asp?xItem=18182&ctNode=3247
http://www.dgbas.gov.tw/ct.asp?xItem=18182&ctNode=3247
http://eng.stat.gov.tw/lp.asp?ctNode=1633&CtUnit=783&BaseDSD=7
http://eng.stat.gov.tw/lp.asp?ctNode=1633&CtUnit=783&BaseDSD=7
http://eng.stat.gov.tw/lp.asp?ctNode=1624&CtUnit=774&BaseDSD=7


Chapter 27
Sustainable Mobility

Alain Biahmou

Abstract Considering sustainable mobility, the electrical powertrain of road
vehicles has an increasingly significant role. Besides delivering benefits in air and
noise pollution, it encompasses huge challenges in practical usability, reliability and
total costs of ownership combined with novel models of exploitation. Therefore,
sustainable mobility is a typical field of application for Concurrent Engineering.
The design of electric vehicles requires bringing components from different
domains together in order to integrate them in the overall vehicle concept. The
domains involved utilize their own specific methods, processes as well as software
tools in order to create partial models of an overall system. This leads to depen-
dencies between several disciplines and, therefore, to the need to track the impact of
model interactions to avoid data inconsistency as well as design errors. The focus of
this paper lies on the project “Process Chain Battery Module” that has been
conducted at EDAG Engineering AG to capture the challenges related to the
electrical battery when designing electric vehicles. Thermal management, which is
one of the critical challenges to be tackled in the area of electro mobility, is
discussed and solution approaches are presented. Requirements are defined and
linked with functional analysis as well as geometrical, behavioral and FEM models.
Thus, changes can be traced from each partial model back to the initial require-
ments. Interface management between the domains and partial models is realized to
enable an analysis of the entire vehicle. Complex simulations are performed in a
very early stage of development in order to determine the range of an e-vehicle
model (EDAG Light Car).
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27.1 Introduction

Most transport vehicles are powered by an internal combustion engine which is the
most widespread power supply for cars nowadays. Although the development of
combustion engines may bear further improvement potential, it is important to
remark that using combustion engines is related to side effects such as the emission
of carbon dioxide and noise emissions that contribute to environmental pollution.
Furthermore, the increasing scarcity of fossil fuels and the more and more stringent
laws for environmental protection lead to the necessity of developing alternative
solutions for powering cars.

The analyses that have been performed during the project described in this
chapter are focused on car concepts, especially the powering of a car with a battery,
since it is the most important component of electric cars. The battery significantly
influences the maximum reachable distance, weight, power, price and life duration
of an electric car [1].

The powertrain of an electric vehicle differentiates itself from the powertrain of
conventional cars. Electric motors can start from stop position and operate effi-
ciently over a wide speed range. Therefore, it is not necessary to integrate a clutch
in the vehicle design, as it is the case in internal combustion engine vehicles. For
hybrid vehicles, the internal combustion engine is to be coupled with the electric
motor; this makes the transmission more complex [2].

The electric car is the most popular alternative solution to cars powered by
combustion engines. The battery technology and the electrified powertrain are the
major innovations of electric cars compared to conventional cars powered by a
combustion engine. Existing concepts of electrical powertrains are based either on a
battery as single power supply, hybrid electric power supply as well as micro fuel
cells. Cars powered by a battery are characterized by a limited overall range and a
relatively long battery recharging time. Besides, additional systems inside the car
such as cooling devices, but also external factors such as low temperatures and the
shape of the terrain may significantly reduce the maximum reachable distance [1].

In fact, the driving range and the battery power are the most important param-
eters of an electric car from a customer perspective, even though considerations
regarding the infrastructure (e.g., power supply stations) also play an important role.
The vehicle price and the driving experience are certainly predominant factors;
however, the vehicle price is directly impacted by the price of battery packs. In
order to significantly increasing the driving range, the number of battery packs and,
therefore, the total car costs are also to be increased. To decouple the relationship
between driving range and vehicle costs, a study proposes inductively coupled
power transfer (ICPT) as a potential solution [3]. ICPT is a technique that can
transfer power without physical connection between vehicle and energy source. The
objective of this approach consists in increasing the range of an electric vehicle
without substantial impact on the weight or cost of the vehicle. The power track is
to be located into a road surface, while the vehicle receives the induced energy
through an integrated Pick-up [3]. The vehicle is to be directly powered with
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electromagnetic inductive energy, which alternatively can be used to charge the
vehicle battery [4].

Battery cost and the limited range of electric vehicles also can be improved using
a range extender, which consists of an on-board fuel converter that converts a liquid
fuel, such as gasoline, into electrical energy whilst the vehicle is driving. This
approach has been demonstrated with a compact class vehicle [5]. Although the
objective of carbon-free emission cannot be reached while the range extender is
contributing to the drive, emissions can be reduced, in particular for short runs,
improving the usability dramatically.

The difference between a conventional and an electrical car is not limited to their
powertrains, since the development of electric cars opens various opportunities for
new concepts, like using singular electro motors for driving each wheel or very
complex energy business models which describe new interaction models of power
providers with owners of electric cars. Such a business model may consist of
owners of electrical cars buying or selling electricity back to an energy provider not
only for stabilizing the current network but also to make profit, depending on the
day time and the need. Besides, the intensive use of electric cars may lead to a
modification of the architecture of current networks as well as the adaption of cities,
which would have to integrate a suitable infrastructure, for instance load stations.

It is important to get a whole car perspective in order to gather the mutual
influence of relevant parameters [6]. Sharing of status information as well as
technological data has to be observed for realizing an efficient parallelization of
processes, which is a core principle of concurrent engineering.

In fact, the questions that have drawn the attention concern determining an
efficient way of working when it comes to develop electrical vehicles. Since electric
cars concepts are different from conventional ones, tools and methods as well as
interfaces between the different disciplines involved might also be different or at
least imply additional facts that are to be taken into account to keep the cutting-edge
advantage of EDAG Engineering AG as one of leading engineering companies in
Germany [7].

This chapter continues with a brief introduction to sustainability (Sect. 27.2),
whereby its perception in the automobile industry is emphasized. Selected research
works that contribute to sustainability are highlighted (Sect. 27.3). A case study is
addressed (Sect. 27.4), in which Systems Engineering has been applied in order to
realize the technical design of an electric car battery, the most important additional
module of an hybrid or electric car, contributing therefore to sustainability. The case
study is realized following the RFLP methodology. That approach describes
developing complex products by starting with a requirements model, then deriving
a functional model, from which a logical and a physical model can be created.
Discussion and reflection to concurrent engineering is made and some perspectives
for the case study are mentioned (Sect. 27.5), followed by conclusions and outlook
in Sect. 27.6.
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27.2 Sustainability in Car Development

Although the term sustainability sounds like an invention of the two past decades, it
has been first used by Hans Carl von Carlowitz in his book titled “Sylvicultura
Oeconomica. Die Naturmäßige Anweisung zur Wilden Baum-Zucht”, published
1713 in Germany. The term sustainability has gained a more particular attention
since the 1992 Rio Earth Summit with the motto sustainable development. The core
idea has consisted of preserving natural resources for maintaining the quality of life
of future generations [8].

Sustainable vehicle design process, therefore, should include criteria such as
technical performance, design, vehicle production, cost, quality and so on. In order
to achieve greater benefits in terms of minimized environmental load and cost,
sustainable design principles are to be integrated into the development process [9].

In the automotive industry, sustainability has evolved from its initial under-
standing as ecological development and production of vehicles to a holistic concept,
which integrates the reduction of pollution and resource consumption, the quality of
life of the population as well as economic success of enterprises. Nowadays, the
original equipment manufacturer (OEMs) are not only interested in fulfilling legal
requirements over environment protection, since sustainability has become a pur-
chasing argument. Furthermore, corporate sustainability is an important factor for
business success, because investors can make their decision according to sustain-
ability rankings which are provide for instance by the Dow Jones sustainability
index (DJSI).

Enterprises have identified many factors which contribute to sustainability, such
as manufacturing processes, the optimization of combustion engines, alternative
engines, materials and vehicle architectures [10].

27.2.1 Manufacturing Processes

Some works have presented technologies that enable the manufacturing of materials
with specific characteristics, such as a light weight, leading to reduced resource
consumption. Other research approaches focus on manufacturing material with
important chemical properties.

Bruckmeier and Wellnitz present a pultrusion technology that enables the
manufacturing of profiles with specific short-term mechanical properties such as
stiffness, strength, elongation to failure, shear strength and impact resistance. Pul-
trusion is a continuous method of manufacturing various reinforced plastic shapes
of complex cross sections. The elaborated fiber glass-reinforced pultruded poly-
urethane may help reducing wall thickness and, therefore, component weight, even
though the knowledge of its long-term mechanical behavior is limited [11].

Cannon et al. [12] have presented a technology for creating a microstructure on
the surface of parts in order to provide them with a superhydrophobicity ability.
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Superhydrophobicity is the ability of some surfaces to imitate the water repellency
of lotus leaf. Superhydrophobic surfaces can also exhibit “self-cleaning” properties,
which are useful for automobiles because droplets that roll off of the surface carry
away particles that are larger than microstructure spacing. The materials that can be
microstructured by the approach presented include stainless steels, tool steel, nickel,
titanium, copper and carbide steels.

Volatile organic compounds (VOC) are organic chemicals that are able to
evaporate and, therefore, enter and pollute the air. They are emitted by cars even at
switch-off state and enter the surrounding air. Due to the health risks associated
with VOCs, limit values for VOC emissions have been formulated in guidelines
such as 2004/42/EG/ by different institutions worldwide (e.g., EU, AgBB, AFS-
SET, California Department of Public Health). The objective of some research work
consists of reducing VOC emissions. A research approach following that principle
is a waterborne pretreatment technology for Direct Glazing, to be applied in
Automotive [13].

27.2.2 Enhancing Sustainability with Optimized
and Alternative Energy Sources

Many contributions to sustainability are dealing with the optimization of fuels to
reduce environment pollution, while others are proposing alternative energy options
to replace fossil fuels with renewable energy sources. Well-known examples are
Bio-fuels and electricity produced by solar, wind and geothermal energy, which are
largely used nowadays.

Batteries are the energy source that have been mentioned most in the context of
electric vehicles. The requirements of EV and hybrid electrical vehicles are high
specific power, high specific energy, and high charge acceptance rate for recharging
and regenerative braking, long calendar and cycle life [2].

Although many research works have focused on improving battery properties,
battery development has not yet reached the stage which would be necessary to
power a car on very long ranges. A serious alternative for battery is the fuel cell.

The use of methanol in methanol-to-gasoline, -diesel and -kerosene processes to
synthesize drop-in fuels that can fully decarbonize the known forms of transport
have been discussed. These discussions have been made on the assumption that the
vehicles must not be changed significantly. Furthermore, methanol has been pre-
sented as an interesting transport fuel for spark-ignition (SI) engines, because it is
synthesized from sustainable sources. The configuration of ternary blends out of the
three components methanol, ethanol and gasoline as well as using methanol con-
suming fuel cells for range extended electric vehicles have been analyzed [14].

The optimization of existing fuels goes beyond the research of substances that
might be blended. The compositions of blends are subject of further studies.
Bunting et al. have evaluated diesel range fuels using a homogeneous charge
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compression ignition (HCCI) engine. The analysis has included bio-diesel blends
with differences like oxygen content, iodine number, cetane, boiling point distri-
bution, chemical composition, and contained nitrogen. Fuel and engine control
variables are used as input variables of the experiment, while emissions (NOx-
Nitrogen oxide, smoke), fuel economy (ISFC) and control information (intake
temperature) are output variables. Fuel with lower nitrogen and oxygen, lower
cetane and lower aromatics offered the best results [15].

The most promising option for realizing a zero-emission objective is to use a fuel
cell, which is an electrochemical engine. Unlike a combustion engine, the fuel does
not burn; it reacts with air. In order to carry out this process, hydrogen, methanol,
ethanol, natural gas, as well as liquefied petroleum gas, are often used as fuels. The
most relevant fuel cell technologies are molten carbonate (also known as direct fuel
cell—DFC), proton exchange membrane (PEM) and solid oxide. Additional to
electricity, DFC produces heat as by-product, PEM and solid oxide technology
generate water and heat as waste products [16].

An alternative fuel that offers carbon-free transport is, therefore, hydrogen since
its reaction with oxygen provides water. Some OEMs are interested in using
hydrogen fuel cell (H2FC) that produce electrical energy to drive an electromotor
that in turn propels the vehicle. An alternative approach consists of using an internal
combustion engine (H2ICE), which uses hydrogen as fuel. Using H2FC helps
obtaining a higher efficiency, since the efficiency of the H2ICE approach is limited
by the heat phases that are included in the engine cycles. On the other hand, cost
and weight of H2ICEs are more advantageous and they can run on fuel of less good
quality (e.g., impure fuels). A comparison of both systems emphasizes the negative
impact of the mass of fuel cells on the whole vehicle mass, but also the fact that not
only isolated factors such as thermodynamic efficiency and power density are to be
taken into account when comparing vehicles. All relevant system parameters are to
be considered [17].

There are already commercial hydrogen fueling stations using the hydrogen that
has been produced either with geothermal power by stripping hydrogen out of water
molecules or with wind power [16]. Although hydrogen—to power the fuel cells—
is appropriate as alternative energy option, one of its short-comings is its small
volumetric energy density, which complicates its storage significantly and, there-
fore, its transport, distribution and usage in series-production vehicles. This has led
manufacturers to using alternatives such as solar-powered hydrogen stations or the
application of technologies on-board to extract hydrogen out of other substances
and provide it to fuel cells. Thus disadvantages of providing hydrogen to vehicles
can be solved using methanol [14, 16].

However, the reformer (hardware) used to reach this objective can be very
heavy. It can also produce a certain amount of carbon dioxide as by-product and,
therefore, would impact the energy balance. Additionally, ammonia can be used as
alternative fuel for internal combustion engines, since ammonia is made out of a
large fraction of hydrogen. Ammonia can be liquefied easily and a suitable syn-
thesis technology is well established. Tests have been conducted using an auto-
thermal cracker (ATC) to dissociate hydrogen and nitrogen from ammonia and
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provide them to a single-cylinder engine. The results have shown that a stable
combustion can be achieved [18].

An objective of many manufacturers is making the fuel cells smaller, lighter and
inexpensive. The advantage of a fuel cell over a battery is that the potency of
batteries may decrease. In contrary, fuel cells keep producing power as long as the
fuel and oxidant supplies are maintained. Another research approach is the use of
microbial fuel cells (MFC). This technology consists of generating electricity out of
organic material available in waste-water. Therefore, biomass can be used to
generate hydrogen and ethanol that can be used to produce electricity for powering
an engine. Advantages of using MFCs go beyond the reduction of emissions,
because the cleaned water may be used for other purposes. The MFC technology for
power generation is certainly not yet mature for use in serial vehicles, but it could
become a serious option in the future [16].

A rather new method for generating hydrogen for fuel cells consists of using
algae, from which sulfur is separated and hydrogen is generated. This method is still
explored in prototypes and is not yet appropriate for an industrial deployment.

An economic and environmental comparison has been performed on conven-
tional, hybrid, electric, H2FC, hydrogen-fueled ICE and ammonia-to-hydrogen
vehicles. The comparison has shown that hybrid and electric vehicles are more
advantageous than the others. Electric vehicles may have a better balance than
hybrids depending on the conditions of electricity generation, for instance when it is
produced from renewable energy sources [19].

27.2.3 Enhancing Sustainability with Materials

Some contributions to sustainability consist of optimizing properties of existing
materials [20], but also of substituting them with alternative ones (e.g., biologically
degradable materials). Besides, optimization can be achieved through the modifi-
cation of the structure of a technical system. Many studies following that approach
are based on lightweight engineering, which may help achieving a very high
material and energy efficiency. Composite materials generally are used for that
purpose in the mobility industry.

Composite structures can be used in the aerospace industry to reduce weight and,
therefore, fuel consumption while simultaneously improving the structure of an
aircraft. Basic structural elements such as plates and shells are often used in airplane
structures to absorb vibration [21].

A further study explores a combination of lightweight design of a seat shell
developed with respect to the holistic design approach of the so-called “Dresdner
Modell” with a manufacturing process for high-volume production of textile-rein-
forced thermoplastic materials. A prospective resource-oriented product assessment
of the seat shell is performed and its lifecycle (in fact energy and material inputs of
the different lifecycle phases) is compared with that of a corresponding steel seat
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based on resource demand. The results confirm that the lightweight seat shell can
significantly reduce resource consumption [22].

Further studies have focused on applying lightweight design to obtain a mass
reduction, whereby several design parameters are varied and simulated in order to
search and manufacture a suitable, totally new material. Examples have consisted of
running finite element analysis (FEA) and optimizations to search suitable mate-
rials, configuration and topology of a side door [23].

A similar study follows the objective of creating a new composite material [24].

27.2.4 Enhancing Sustainability with Optimized
and Alternative Drive Systems

Due to the obstacles in producing zero-emission vehicles on a large scale, the
reaction of OEMs has been to elaborate intermediate solutions, which are hybrid
vehicles. These generally combine a gasoline engine with electric motors. Hybrid
vehicles may be classified in serial, parallel, power split and combined hybrids.
Serial hybrids use a combustion engine that is coupled to a generator to provide
energy to the driving electromotor and simultaneously to the battery. Parallel
hybrids combine a combustion engine with one or more electrical motors, whereby
both motors can interact, for instance to provide the necessary power when driving
up- and downhill or for recharging the battery. This hybrid type has the highest
potential to reduce fuel consumption. Power split hybrids enable a separation of the
mechanical power to be transmitted into a mechanical and an electrical path.

A particular case is the combined hybrid, which enables both serial and parallel
operating. Depending on their degree of hybridization, there are micro, mild, full
and plug-in hybrids. The latter additionally enable external battery recharging
requiring a higher battery capacity and, therefore, an increase in costs. Nevertheless
plug-in hybrids might be a transitional solution to the electric vehicle [25]. While
the first hybrid vehicles were equipped with a battery for powering the electro-
motor, latter hybrid cars combine a battery and fuel cells [16].

Shortcomings of hybrid vehicle are due to the fact that the system is more
complex since two motors are integrated. This requires more skills for maintenance
than for conventional cars. However, hybrid vehicles can substantially reduce
emissions in urban traffic.

Rotatory piston machines (RPM), which transform stored chemical or physical
energy into rotary motion or vice versa, are presented in a further study. RPM
technology may offer a greater power density and a corresponding increase in
efficiency, compared to customary aggregates. Additional benefits are a simulta-
neous reduction in built space volume and weight of the engine. An RPM turns
slower than a conventional engine of the same power, for example, a standard
reciprocating piston machine or a Wankel engine. This impacts the combustion
process and, therefore, the quality and quantity of the exhaust gases and pollutant
emissions [26].
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27.2.5 Summary Evaluation

The technologies presented above are very interesting and even though some
research work seems fundamental and mono-disciplinary, it is noticeable that the
results presented imply concurrent engineering thinking. If for some works, other
disciplines come in with evaluation, comparison and testing, for other one, the are
part of the initial concepts, especially when innovative concepts are to be investi-
gated. In these cases, the infrastructure for testing also must be developed parallel to
the core innovation, for instance the material or the fuel that should help enhancing
sustainability.

The works that have been performed to enhance sustainability with specific
manufacturing processes show a cooperation at less between the disciplines man-
ufacturing engineering, material engineering and nano- and high-precision tech-
nologies in chemistry. The same, works that investigate alternative energy sources
often are based on a multidisciplinary approach, for instance when it comes to
determine the impact of fuel cell mass on the whole vehicle, or when it comes to
develop models for transporting and distributing hydrogen. Furthermore, it is
assumed that concurrent engineering plays an important role in projects groups that
have to develop concepts involving biological knowledge, chemistry and
mechanical engineering. This is the case when for instance, fuel is to be gained out
of algae or any organic material.

In the practice, car makers already are exploring the federation of many factors
that enhance sustainability. For instance, combining conventional light-weight
design with the substitution of steel parts by composites structures as well as using
an hybrid propulsion. However, this way of thinking should be emphasized and the

Sustainability 
with optimized 

energy sources

Sustain-
ability with 
optimized 
materials

Sustain-
ability with 

optimized and 
alternative  

drive systems

Fig. 27.1 Different ways to
realize sustainability, which
are considered in this work
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impact of the different approaches for enhancing sustainability should be assessed
in order to ensure synergy and strategic orientation of the multitude of research
works that are currently performed in academic and industrial institutions. It is a
matter of evidence that the different approaches can impact each other as shown in
Fig. 27.1.

27.3 The Generic Car Development Processes

Even though the principles of driving as well as the architectures of cars have not
significantly changed in the past decades, car development processes have been
subject to significant modifications [27]. The components to be designed have
become very complex and have integrated functions which imply knowledge in
different disciplines. Therefore, many disciplines develop components, a process
which in the past used to be aimed at charging a single engineer.

In order to determine the impact that electric cars may have on existing pro-
cesses, it is important to draw a picture of product development processes as well as
tools that are involved. First of all, product strategy defines a profile of a new car
according to the relevant brand profile, which itself is intended to impact the long-
term perception of customers. A specific car profile provides details of factors such
as segment, the targeted population as well as characteristics such as level of
comfort, functionality, size and so on.

The next development phase is the feasibility study that includes economical as
well as technical feasibility based on a target framework. The latter integrates
essential factors such as weight, variants, technical function, equipment, innovation,
production and assembly, quality, services and administration. These studies consist
of determining whether the envisioned car project is to be conducted or not [28].

Three-dimensional virtual and real prototypes are involved in the concept phase
in order to check whether the car to be developed will meet the requirements
formulated during previous development phases. First a clay model is created, and
then reverse engineering techniques are applied to digitize its shape. Some research
works have been presented in the past to optimize this phase while replacing real
clay models with virtual prototypes (see Chap. 13), contributing, therefore, to
sustainability. The objective has been the representation of virtual material in an
immersive environment, which integrates realistic interaction for sculpting the
material with virtual modeling tools similar to real ones used by designers. The
interaction was realized by a specific device, which has been connected to two force
feedback devices in order to let the user feel the forces arising from the virtual
process [29, 30].

The conventional process has still priority in the industry. Therefore, virtual
surfaces (CAD surfaces) which are used for conceptual studies are still derived from
the clay model and processed by designers to obtain “class A” surfaces. Further
analyses regarding ergonomics, aerodynamics, handling and production are based
on these virtual surfaces to validate the car concept. The concept phase provides a
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product, production, sourcing, sales and marketing as well as a services concept as
deliverables.

The series development phase is triggered by the end of the concept phase.
Detailed design is performed and releases (for instance tooling release) are fixed as
milestones. Tools, equipment as well as processes for product manufacturing are
developed in this phase. Therefore, there are interactions between the product and
tooling development. Components and systems are integrated into the whole car to
verify that the requirements are fulfilled. For this purpose, real prototypes (pre-
series and series vehicles) are built. Doing so provides a first impression of the
suitability of the planned processes and prototype tools. The start of production
(SOP) follows a positive evaluation of first pre-series vehicles. After that milestone,
the series support strives for performing short-term optimization (e.g., quality) as
well as fulfilling short-term requirements [28].

Figure 27.2 shows a representation of a simplified car modeling process, in
which the stages of product development, which are to be investigated in the frame
of the battery module project, are highlighted.

The battery module is an example of sustainable engineering for mobility, that
will be detailed in the next chapter as case study. Similar case studies have been
addressed in the past [31, 32].

Dhameja has presented an approach for simulating and validating the develop-
ment of batteries for hybrid and electric vehicle applications. A performance
analysis integrated with a computer-based simulation provides a baseline for the
battery pack in real-world conditions. Among others, data related to power draw,
engine torque, speed and acceleration of the vehicle are analyzed [31].

Peng et al. apply the concept of an open architecture product (OAP) for the
development of a miniature electric car. The modification or adaptation of product
modules for different requirements during the product lifecycle is the main goal of
the study. The vehicle functions are mapped to design parameters using a functional
structure. A common platform, functional module as well as personal feature ele-
ments are integrated through mechanical, electrical and software interfaces to
realize an OAP [32]. Therefore, customers may customize their vehicle for
enriching the original functions. Especially for designing electric cars, adaptability
and sustainability are major factors.

However, the case study realized with EDAG Light Car is a much more com-
prehensive case, in which all relevant disciplines for vehicle development have
been involved, applying therefore concurrent engineering on an industrial level.

Requirements for an electric car have been formulated and a development
process was simulated in order to identify necessary interfaces as well as processes,
tools and methods. The geometrical model of EDAG Light Car, which is a concept
model of an electric vehicle, has been involved to build a proof-of-concept.

The approach that was followed throughout the elaboration of the process chain
battery module is Systems Engineering. Therefore, understanding Systems Engi-
neering basics is necessary to reconstruct the single activities which have been
realized. However, a detailed excursion in that direction would exceed the scope of
this chapter. A survey over Systems Engineering is presented in Chap. 9 of this book.
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27.4 Process Chain Battery Module

The main objective of the project “process battery module” is contributing to
sustainability through the use of an alternative, green power supply for vehicles.
The first step consists of the preparation of the EDAG Light Car Model to pilot the
stages of the car development process, which have been presented in Fig. 27.2.
Necessary interfaces and adapters for information exchange between the disciplines
involved are to be identified and processes as well as methods which enable an
integrated process from the requirements definition to the stage “CAD and Simu-
lation Body” (see Fig. 27.2) are to be defined.

In most cases, the different disciplines involved in the product development use
tools that are not connected to each other. This situation is due to the fact that the
different tools are proprietary and sometimes there is no standard specification that
can be implemented as software interfaces or adapters to support the transmission of
information from one System to another. The consequence of this fact often is the
isolation of product development stages (see Fig. 27.3), which normally should be
connected for tracking purposes and, therefore, managing complexity. Thus, the list
of requirements commonly is not linked to functions, although functions are
derived from requirements.

From an information systems (IS) point of view, this challenge may be tackled
by changing the traditional application landscape of companies from a set of
autonomous systems to a service-oriented architecture (SOA) [34], which enables a

Creation of requirement specifications/
Driving performance, Range, Mileage, etc.

Definition of Package “components”
Positioning in complete vehicle

Selection of Suppliers

CAD and Simulations
Body, etc.

Prototype Construction

Definition of Experimental Design and 
construction of testing facilities

Test Execution

Evaluation of Results

Validation and, if 
needed, adaptions

Definition of 
Assembly and 

Equipment

Release

SOP

Definition of Timing, 
Budgets, Rasi, etc.

Simulation Pre-selection 
of Engine / Battery

1

2

3

4

5

6

7

8

9
10

11

12

13

14

Project Management

CAD

Simulation

Measuring Technology

Fig. 27.2 Simplification of the car development process

790 A. Biahmou



loose coupling of applications used for product development (see Chap. 4). Such a
SOA can help realizing a continuous data sharing between the disciplines involved,
rather than translating and importing information for each system. For this purpose,
system vendors may be of importance by providing necessary interface specifica-
tions or even Application Programmable Interfaces (APIs) to enable the imple-
mentation of adapters through third parties. This objective has been emphasized by
the Codex of product lifecycle management (PLM) Openness, which is an initiative
of the PROSTEP iViP Association defining criteria for the openness of IT solutions
used in PLM. The main target of CPO consists in bringing IT vendors to make
possible the fact that data created within a company can be used throughout the
entire product lifecycle (see Sect. 21.6.1) [35].

For this purpose, interoperability for an efficient collaboration, the ability to be
integrated in existing IS infrastructure, functional extensibility, documented inter-
faces, standards as well as comprehensibility of the architecture have been adopted
among others as criteria for the openness of an IT solution. The CPO-community is
made up of tree types of enterprises: IT solution providers, IT integrators and cus-
tomers. IT Customers can take benefit from requirements or expectations formulated
withing the CPO-community to negotiate contracts with IT solution providers.

27.4.1 Methodology

Many design methodologies have been defined in diverse VDI Guidelines (Asso-
ciation of German engineers), of which the VDI Guidelines 2221 and 2222 are
some of the most known. VDI is the Association of German Engineers, that sup-
ports, promotes and represents them in their work. The members of VDI work on a
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voluntary basis in many project groups, that elaborate Guidelines for the engi-
neering community [36]. VDI 2221 describes a general approach to develop
technical systems that may be a machine, a plant, or software. The main devel-
opment phases mentioned are task clarification, conceptual design, embodiment
design and detail design. VDI 2222 gives a detailed explanation of methods that can
be used to implement the different design phases described by VDI 2221 [37]. Pahl
and Beitz describe the design process similar to VDI 2221 and provide deep details
on the single steps to be followed, for instance the elaboration of a functional
structure and the procedure for modeling its functions [37, 38]. The VDI 2206
provides a more suitable methodology for developing mechatronic products based
on the V model [39].

For this study, a simplified methodology was followed, whereby requirements
are defined and the relevant functional structure is derived accordingly [40]. The
defined functions are used as input for the logical structure that represents a tech-
nological implementation of the functional structure. The next view on the product
to be developed consists of the geometry representation, that is, the physical
product form. The latter can be used, for instance, for performing a FEA to predict
the impact of the battery (e.g., thermal influence) on surrounding parts.

27.4.1.1 Analysis Model

Input for the analysis of the process chain of the battery module has been the EDAG
Light Car (Fig. 27.4), which is a vehicle concept for mobility of the near future.
Some of the particularities of the EDAG Light Car are the light weight for energy
efficiency, the light which is used as a central element to display functions and
communication as well as the architecture in compliance with electric vehicle
requirements. Furthermore, scalability has been an important requirement; there-
fore, the platform of the EDAG Light Car can be varied to build a car family. The
integrated electric drive enables a drive-line variation for urban traffic. The battery
cells are grouped into modules and positioned on the sandwich floor.

Fig. 27.4 EDAG light car
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Since the development of electric vehicles differs from that of conventional cars,
due for instance to the different architectures of both vehicle types, a different and
appropriate way of working is required. From a tools and methods point of view, it
is important to define processes and identify the tools that are suitable to tackle that
challenge. Especially the influence of the battery on car behavior and structure is to
be analyzed and taken into account, since it is one of the key factors of a battery-
driven electrical vehicle. This calls for

• the traceability of requirements to subsystems,
• a central and whole vehicle analysis to identify the global impact of requirement

parameters,
• an approach for simulation data and thermo management, which both are critical

for electric vehicles,
• an intensive, distributed and multidisciplinary collaboration,
• an impact analysis of the different partial models and the management of

interfaces between the different disciplines as well as subsystems in order to
oversee the whole system; impacts of changes and parameters on subsystems are
to be tracked and considered, and the

• transparent providence of information and technological data for process par-
allelization, which means that the disciplines should indicate the maturity of data
in order to help other disciplines assessing the quality of data they are sharing.

The battery module is a chemical, thermal, electrical and mechanical system and
is, therefore, to be developed with principles of systems engineering. The approach
followed consists of defining a realistic process cycle from the definition of
requirements to manufacturing. The tools and processes used for designing a
conventional car were to be analyzed regarding the specificity of electrical vehicles.

For the study described in this chapter, battery cells were associated to a sim-
plified, designed heat sink, building the so-called battery module. The modules
were positioned on the floor of EDAG Light Car, allowing a rational use of space.
The cell type used for this study is not typical for electric vehicles, but it often is
used for applications in small serial or experimental vehicles.

One of the most important factors for performing a requirements analysis has
been the ability to keep the traceability of requirements in line with the different
partial models of the battery module. Doing so helps engineer efficiently assess
whether some changes remain within acceptable ranges or not. Therefore, rework
and loops between the disciplines involved can be reduced.

Selected requirements have been formulated for the battery module to be ana-
lyzed. Among others, the following requirements were of importance:

• Car range in km,
• Maximal velocity in km/h,
• Load time of the battery,
• Lifetime of the battery, and the
• Acceleration of the electric vehicle.
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These requirements have been integrated manually into a product data man-
agement system, but it would have been possible to import them from a document
or from an external requirement management tool, whereby it would have been
necessary to implement an appropriate interface.

27.4.1.2 Function Structure

The main objective of building a function structure is to manage the complexity
using the divide and conquer principle. Starting from the requirements, the main
function as well as sub-functions can be recognized. The art consists of connecting
the different identified sub-functions through logical relationships (e.g., input,
output, sequence) in order to obtain the main function. Therefore, the engineer will
have to look for solutions for implementing the sub-functions, which are less
complex than the main function.

The function structure is solution-neutral, meaning that it defines a very high-
level concept of how the main function may be realized, but it does not provide a
solution like a physical component.

27.4.1.3 Behavioural Simulation

There are two main approaches for elaborating a logical model, which are signal-
based modeling and object-based modeling. Signal-based modeling is characterized
by explicit relationships that are defined to determine the output signal from specific
input. Light modification of the physical model may lead to a major adaption of the
system model. Object-oriented modeling enables inclusion of system components
that are described implicitly. Virtual components correspond to real ones. For
instance, there is a battery model corresponding to the real battery. Local modifi-
cations can be performed within components (e.g., battery model), which also can be
replaced without modification or adaptation of the whole model. This approach is
followed by the module CATIA Systems, which has been used for this study [41].

Thus, the logical structure created is represented by its logical, object-oriented
components, among others the battery model and the mechanic model. These
models are connected with each other using signals and dependencies (Fig. 27.5).
The mechanic model is the geometrical representation of the EDAG Light Car,
whereas the battery model is made out of a set of Modelica libraries developed by
an external partner. Furthermore, the logical system structure is connected to
requirements.

The driving cycle for the analysis is defined in Block 1. A driving cycle is a set of
conditions under which a vehicle is meant to be driving to assess properties such as
energy consumption or emissions. In the practice, it is a sequence of points that
represent the speed of a vehicle versus the time. It is important since it helps deter-
mining the performance of different vehicles with comparable criteria. The new
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European driving cycle (NEDC), which is available on internet as value table, has
been considered for this study. Other driving schedules have been considered for
variation purposes (Fig. 27.6).

Fig. 27.5 Logical model of the whole system

Fig. 27.6 Variation of simulation parameters
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The driver model is represented by Block 2, which in fact is a controller that
enforces the conditions prescribed by the NEDC. The controller uses the speed
information of NEDC as input and triggers acceleration and braking. The controller
unit of the whole system is represented in Block 3. It coordinates the different
technological systems that are involved. The behavioral model of the battery
module is represented by Block 4.

Since the battery has to be kept at a suitable temperature, cooling and heating are
to be considered in the simulation. Block 5, therefore, represents the relevant unit.

The drive is represented by Block 6, which is an electromotor interface to the
mechanical system resp. physical model through a mechanical coupling.

The chassis as well as moveable vehicle parts are building the mechanical unit,
which is represented by Block 7. This unit enables taking into account dynamic
driving parameters such as wind and rolling resistance.

The way of attaching models to the logical structure, for instance the mechanical
model, is very important because it leads to the question, whether necessary
interfaces are existing or not. Besides, this offers an opportunity to define and test
standard processes. These issues are interesting from a methodological point of
view.

Many simulation alternatives can be tested, whereby geometrical variations
through knowledge-based engineering techniques (KBE), alternation of driving
cycles as well as their values, and the change of the type of the battery cells are
performed.

27.4.1.4 Selected Results

The objective of the simulation is to provide information about the performance of
both battery types models (Altairnano 11 Ah, Altairnano 50 Ah) which were
considered. Both battery types have been used because their modelica models
already were available at one of both project partners. However, the methodology
would not change if batteries of other types where to be involved in the test
environment.

The results show the range of the car, the state of charge of the battery as well as
the battery ageing. Furthermore, the actual speed of the simulated electric car can be
compared with its nominal value. Figure 27.7 is showing such a comparison based
on the NEDC.

A further point of importance in the analysis has been the thermal analysis of the
cooling and heat sink. For this purpose, the thermal energy output of the battery
cells has been gathered from the behavioral simulation and used as input for a
transient FEA. This underlines the importance of information sharing between the
different disciplines involved. Information sharing differs from information
exchange in that in case of a sharing, the FEA-model can continually access nec-
essary parameters from the battery model. When model data is just exchanged
between the disciplines, mapping of both models are periodic, leading, therefore, to
a lack of information on both sides and likely to data inconsistencies.
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Figure 27.8 shows a comparison of the cell temperature to the temperature of the
cooling and heating sink. The results of the non-linear thermal analysis which has
been performed are based on some assumptions made according to the project
focus. For instance, the battery cells have been assembled inside a simplified,
modelled battery module, that includes a simplified cooling sink. Besides the
temperature distribution between the walls of the battery module have been
simplified.

The case study has provided interesting information on best practices, that
already is taken into account for project being implemented. The case study will be
refined and enhanced in the future in order to gain more detailed information on
some aspects that have been simplified, for instance the type of batteries used.

Fig. 27.7 Speed of the simulated car for a whole driving cycle according to NEDC

Fig. 27.8 Comparison of cell temperature with cooling temperature
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27.5 Discussion and Reflection on Concurrent Engineering

The product development following the V model (see Chap. 9), which has been
partially followed for this study, provides a suitable way of working. However,
applying it can be counterproductive if misused. A sequential realization of the
tasks of the V model could lead to rework and, therefore, to higher costs associated
with it. This could be the case if the disciplines involved work independently from
each other, with the intention to merge their results at a later development stage, for
instance when verifying the impact of the behavioral system on the mechanical
system. For concurrent engineering to be effective, the common parameters and
features that exist in the models of the different disciplines involved in product
development (so-called partial models) are to be known. Relationships between
these parameters are to be described in order to support a system-based model
generation. Doing so would help each discipline generating its up-to-date partial
model, which would have actual information from the models they are related with.

Since model or data is to be modified only by qualified personnel, the domain
authority is to be respected. That is, members of each discipline should have a
permission right to modify their own data (e.g., model, metadata), unless the
authoring discipline explicitly has granted them modification rights.

Appropriate tools and IT services are necessary to generate domain models.
Some leading solution providers have started to provide integrated environments in
which different models can be mapped. However, their approach is limited to their
own proprietary systems. The challenge consists of achieving a federated envi-
ronment (see Chap. 4) instead of an integrated environment, in which the tools (e.g.,
CAD tool) and models (e.g., CAD model, behavioral model) from different vendors
share data and information.

Biahmou et al. have elaborated an approach presenting the federation of the
systems CATIA V5 and Matlab SimMechanics in the past [42]. In early devel-
opment phases, the behavioral partial model can be derived from the geometrical
one using the CAMAT (CATIA-MATLAB-Translator). A co-simulation is con-
ducted, whereby the nominal values are sent to actuators within CATIA V5. The
sensors capture values, which are sent back to the MATLAB SimMechanics model
[42]. A drawback of that approach is the fact that methods must be developed to
ensure the update of the different partial models involved. From this point of view,
conventional autonomous tools used today and the processes based on them are not
appropriate to tackle all challenges of product development. A middle way between
integrated and autonomous environments is necessary (see Sect. 13.6) [43].

Based on the impact of systems engineering on all disciplines involved in
product development, it might be advantageous to reorganize project teams in order
to reach best performance. In fact, experience has shown that, in many companies,
the requirements are shared by different disciplines, which each interpret and fulfill
them, while only making little periodical adjustments together with other relevant
disciplines. The overall view is, therefore, not managed since project managers not
necessarily have the skills of system engineers. A promising approach consists of
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getting the requirements first in the systems engineering team, which would derive
requirements for other disciplines (e.g., mechanics, electric/electronics, software),
of course working in cooperation with these disciplines (see Fig. 27.9).

One of the important factors regarding the introduction of the electric vehicle is
its impact on the daily life of its owner as well as on the society. Most electric
vehicles have been designed with batteries to be loaded at home, even though there
are some test stations for induction loading.

If the loading duration of the battery is considered, it is evident that a potential
buyer would seriously ask himself what would happen the next morning, in the case
he would have forget to charge the battery. This emphasizes the fact that many car
makers do not seem to take seriously the fact that an electric vehicle requires new
and innovative encompassing concepts rather than just introducing a battery into a
car with a conventional architecture.

Electric vehicles, for instance, could be part of the power supply grid, buying
and selling power according to configurations of its owner. At least, it might be
interesting to equip them with the ability of automated or semi-automated triggering
of the battery loading.

Besides, they could be used to stabilize the power grid which has to face
instabilities due to factors such as power arising from photovoltaic solar systems or
wind power plant of private persons and companies.

These instabilities nowadays already are an important challenge to be tackled by
power providers. Therefore, a solution should consider the impact of some millions
of batteries being charged at different times.
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27.6 Conclusions and Outlook

This chapter has presented sustainable mobility as a typical field of application for
Concurrent Engineering. The understanding of the term sustainability as well as its
evolution in the automotive industry has been explored and actual approaches for
enhancing sustainability have been presented.

First of all, the electric vehicle as an approach for alternative propulsion, but also
interesting works for enhancing sustainability with alternative manufacturing pro-
cesses, materials as well as drive systems have been addressed.

One important handicap of electric cars is the battery, which must power the
engine. Until the customers can rely on acceptable ranges, an appropriate infra-
structure and short recharging times, buying electrical vehicles certainly will remain
a privilege of just a small part of the society.

Fuel cell electric vehicles are more expensive than battery electric vehicles. A
fuel cell can be refilled; a battery is to be recharged. A battery stores the reluctant of
its chemical reaction, fuel cell brings its reluctant to the air and, therefore, can be
run as long as fuel is provided.

The focus of the work presented in this chapter has been a case study of an
analysis of a battery module, a project that has been realized to contribute to
sustainability through the use of an alternative, green power supply for vehicles.
Since the battery design and dimensioning involves many engineering disciplines, it
has been suitable for concurrent engineering application. Starting with a require-
ments model, a functional structure has been derived. Based on that, a logical model
as well as a behavioral model have been generated. Furthermore the tools that are
necessary to design and simulate an electric vehicle have been accessed during the
project. It was important to emphasize the interfaces between partial models of an
electric vehicle, therefore a FEA has been conducted using the physical model of
the battery module.

Finally, a discussion and reflection on concurrent engineering has been made.

27.6.1 Future Perspectives

The next developments in the field of electro mobility surely will consider the
question of safety when using the battery, the stability of the battery (e.g., no
unintentionally battery discharge), reducing the price as well as the mass of the
battery, quick loading of the batteries. Some car makers already have been facing
the issue of cars burning due to battery malfunction. This calls for appropriate
software, research on battery technology as well as concepts which associate power
suppliers with car makers and companies, which conduct advanced research into car
IT.

All these participants will have to cooperate in order to achieve synergy effects,
instead of working separately, while all are pursuing the same objective. Concepts
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for interaction of electric vehicle and power supply infrastructures are to be
developed, considering not only the battery technology, but also the availability of
loading stations as well as billing concepts. Due to the fact that electric vehicles do
not make the same noise as conventional cars, many people surely will not pay
attention to electric vehicles driving around them. Therefore, innovative concepts
for pedestrian protection will be necessary.

Stimulating the purchasing of electric vehicles remains a challenge to be tackled
by politicians. It surely will be difficult to compensate the price difference between
electric and conventional vehicles with only financial advantages. An additional
incentive to buy electric cars may be favorable electricity prices for battery loading
as well as privileges in road traffic. These may be the permission to use extra lanes,
which might be otherwise reserved for special vehicles such as police cars or taxis.

Furthermore, new players could appear on the automobile market, for instance
battery makers or very big IT companies such as Google, which has been con-
ducting an important research on self-driving cars for years. This could be possible
since electric vehicles do not need any combustion motor, which still represents a
particular capability of today’s car makers.

Sustainability will play a more important role in the future since it has become a
buying criterion for cars. It is likely that potential buyers of cars will require a
sustainability indicator, which takes more than the car consumption and emission
into account. That indicator also would have to consider the whole lifecycle of the
cars, taking the sustainability of manufacturing buildings, processes, and equipment
into account [44].

Starting from the first idea of a new car to manufacturing, it will be important to
assess the factors impacting sustainability in order to make an objective comparison
of vehicles. New concepts of factories could be necessary to reach a high level of
sustainability, for instance innovative building concepts to enable heating energy
recovery.
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Chapter 28
Challenges of CE

Wim J.C. Verhagen, Josip Stjepandić and Nel Wognum

Abstract Despite a long pedigree and many positive reports on its use and benefits,
concurrent engineering (CE) and its associated research (sub)domains still experience
significant development. In this final chapter, a socio-technical framework is applied
to classify and analyze challenges identified as part of the foundations, methods and
applications discussed in this book. Existing properties and means of CE are
abstracted. Subsequently, the main trends and developments in CE research and
practice are discussed, followed by expectations for the future. Findings and trends
have been identified for strategic issues visible in product requirements and product
portfolios, stakeholders including companies involved, multiple functions and dis-
ciplines, current and future technologies that are expected to solve at least some of the
existing problems, knowledge and skills as brought by people and teams, and
structures necessary for making collaboration work, while dealing also with the still
very difficult cultural differences. As the chapter shows, CE as a concept is very much
alive, requiring even more advanced tools, techniques and methods to contribute to
less waste in resources and efforts world-wide and improve quality.
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28.1 Introduction

The foundations, new developments, methods of Concurrent Engineering (CE) and
its applications in several industries have been discussed at length in the preceding
chapters of this book. As part of the respective chapters, authors have discussed
specific research and practical challenges in isolation. The aim of this final chapter
is to integrate and present current challenges with respect to CE and its associated
research (sub)domains in a comprehensive overview. In order to perform this
integration in a structured, methodical manner, a framework covering the socio-
technical dimensions of CE has been devised. Figure 28.1 shows this framework.

The framework is intended to capture the full breadth of the state of the art and
developments in CE, and as such considers the socio-technical dimensions of the
CE system as introduced in Chap. 2. To recapitulate, these dimensions are:

• Strategy/goals: overall goal or vision of the CE system, which may include
aspects such as profitability, sustainability, availability, efficiency, etc. Strategy
and goals become visible in a product/project portfolio or ideas and require-
ments for a new (package of) product(s) and the associated processes.

• Stakeholders: actors, functions, disciplines or roles that are involved in the
process(es) composing the CE system. Not only directly involved stakeholders
(internal organisation, supply chain partners) may be considered, but also
external stakeholders that influence the process but have no direct involvement
(e.g., governmental institutions, technology providers).

• Technology: the technologies required to control and manage the processes
associated with the CE system. This includes hardware as well as software, in
particular basic technology (e.g., internet).

• Knowledge/information: the knowledge or information required to initiate and
sustain the processes composing the CE system. This comprises the tacit and
explicit knowledge available in people as well as information systems. It may
include internal and/or external information sources.

• Organisation/structure: the configuration of the processes required to run the
CE system. This may include aspects such as location, hierarchy, teams, com-
munication lines, degree of outsourcing, and structure, culture, and so on.

Additionally, the proposed framework (as given in Fig. 28.1) incorporates another
axis of analysis, which considers the current and future state of the CE system
dimensions. To be more specific, each dimension is considered in terms of its:

Fig. 28.1 Framework for analysis and representation of CE challenges
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• Properties: which essential characteristics of the CE system dimensions and
existing solutions can be discerned?

• Means: how are the properties actualized in current engineering practice, in
particular in the main industries? Which methods, techniques and tools are
available to support application?

• Trends: which developments can be seen with respect to the properties and
means of the CE system dimensions? Which changes and/or evolution can be
observed, anticipated, and expected? Is there, maybe, a possibility for disruptive
change? Could CE become obsolete (e.g., through new technologies and
approaches)? Which new fields can be addressed (e.g., the rising area of crowd
sourcing)?

Through application of the framework on the individual elements of CE as
discussed in this book, a comprehensive overview of challenges in CE can be
generated. As such, the chapter structure reflects the main elements of the frame-
work. In Sect. 28.2, the properties of CE solutions are discussed. Following this,
Sect. 28.3 incorporates analysis of current CE tools and methods that are available
to support application. In Sect. 28.4, the major contribution of this chapter, trends in
research and practice are highlighted and discussed in detail. In Sect. 28.5,
expectations with respect to further development of CE related to the major recent
technological trends are explained. Finally, a summary of findings is given.

28.2 Properties of CE Solutions

The first step in applying the analysis framework is to analyze which essential
characteristics of the CE system dimensions and existing solutions can be discerned.
These generic properties of CE have contributed to its current achievements and
point towards existing challenges, as will be further discussed in Sect. 28.4.

28.2.1 Strategies/Goals

Current properties of the CE system in relation to its goals and associated strategy are
strongly associated with the multidisciplinary, product development oriented nature
of the CE philosophy. Many authors speak about trans-disciplinarity in this regard
(see Chap. 4) [1]. Furthermore, a network-centric approach can be discerned [2].

As part of new product development (NPD), CE comprises coherent methods
and tools for improving performance of a product development process. Important
strategic properties in this respect have been and still are the expected reduction in
time and costs and improvement of quality of the NPD process and outcomes. It is
very important for enterprise to shorten their time-to-market to stay ahead of
competition. In recent years, three interrelated strategic properties of CE systems
have been strongly emphasized:
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• Integration: one of the hallmark properties of CE is its focus on integration and
simultaneous consideration of lifecycle requirements and constraints in the NPD
process. Alongside process integration, supporting functions are increasingly
integrated as well. The most obvious examples are organizations and informa-
tion systems [3]. Organizations (as discussed at more length in Sect. 28.2.5) not
only wish to integrate functions within the internal organization, but also
endeavor to involve suppliers, logistic partners and customers/end users [4].
With respect to information systems, organizations have sought to connect and
integrate their data, information and knowledge both internally and externally,
for instance through product data management (PDM) and product lifecycle
management (PLM) technology [5]. More recent developments have focused on
cloud storage and computing, and Software-as-a-Service (SaaS). In support,
Chap. 4 (Technology Foundations) has highlighted the need for a service-
oriented programming methodology to accompany a common design process,
domain-independent representations of designs, and general criteria for deci-
sion-making. Chapter 6 (Resolving Interoperability in CE) has discovered the
corresponding methodological solutions. Seamless integration has become a
pre-requisite for trans-disciplinarity (see further Sect. 28.4.5) [1, 6–8].

• Complexity: from a strategic perspective, organizations have to cope with
massive complexity from internal and external sources [9, 10]. As highlighted in
multiple instances in this book, competitive pressures and increasing customer
and supply-chain involvement make the NPD process more complex, for
instance through the need to resolve larger sets of sometimes conflicting
requirements and constraints [11, 12]. Complexity acts in a self-intensifying
manner: many new product variants are designed because developers were not
able to select and re-use an existing one due to the sheer number of available
options. In many cases, the number of possible product variants is much higher
than the number of sold products, as highlighted in Chap. 17 [13, 14]. Internally,
the drive for integration can clash with the legacy organization and technology,
leading to complex arrangements. The presence of countervailing forces driving
product and portfolio complexity points to the need for developing strategies that
can yield optimal levels of complexity like standardization and modularization
that in turn result in maximal performance of products, portfolios, and supply
chains [10]. The approach to manage complexity in design or manufacturing
varies from coping with it, and trying to manage it to advantage, to minimizing or
eliminating it, as explained in Chap. 14. Given the huge challenges facing
engineering, which are of increasing complexity in breadth and depth, it is
realized that companies must consider complexity in technical as well as in other
multi-disciplinary domains [9, 15]. Thus, manufacturing enterprises will need to
not only to adopt flexible technical solutions, but they must also effectively
innovate and manage complex socio-technical systems [16] (see Chap. 8).

• Stability and resilience: increasing integration and complexity threaten the
stability of products and processes in NPD. For instance, as highlighted in
Chap. 5 (Requirements Engineering), requirements may present significant
instability as major shifts in requirements can occur during early design,
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prompted by the interacting influences of multiple stakeholders. From an
application perspective, additional requirements posed during a product lifecy-
cle (e.g. stricter sustainability requirements) may threaten the stability of a
product-service system [17]. In the face of instability, the strategic capacity of an
organization to respond quickly and effectively to instability, as incorporated in
the concept of resilience, assumes importance as a strategic rather than opera-
tional property [10]. Furthermore, agility remains an important capacity to react
almost spontaneously to any market change and set-up, run, and terminate
quickly a co-operation as well [18].

28.2.2 Stakeholders

As already intimated in the previous subsection, an important characteristic of CE is
the inclusion of multiple lifecycle phases, disciplines and domains into a single
consistent design process. As such, CE stakeholders range across the entire value
chain and are united in the following stakeholder properties:

• Multidisciplinary processes: NPD according to the CE philosophy involves the
(simultaneous) incorporation of stakeholders’ requirements, constraints and
contributions in the design process. From an internal perspective, organisations
bring together the required disciplines for NPD into integrated teams, supported
by appropriate tools and methods [19–21]. Part of this process is becoming
automated (in a repeatable fashion) through techniques such as knowledge-
based engineering (KBE) and multi-disciplinary design optimization (MDO),
which can be used to reduce design time while ensuring optimization for
multidisciplinary criteria [22]. From an external perspective, customer/end user
involvement is increasing, before and during the NPD process as well as in the
product service phase [17, 23].

• Socio-technical systems: CE considers the product development process as a
socio-technical process. The interaction between technical and social charac-
teristics is seen as a driver for problems that emerge in complex engineering
programs. Current complex projects with actors from different disciplines and
culture display dynamics that cannot be fully anticipated as of now [24]. Dealing
with such systems under rising complexity requires technical as well as social/
organizational methods and tools [25, 26].

28.2.3 Technology

To enable the application of CE in practice, technology plays an indispensable role.
Achieving concurrent design of products in multi-site, multi-organisational and
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multi-disciplinary environments requires strong support of (information) technology
[27]. A wide range of methods, tools and applications is available (as further
discussed in Sect. 28.3.3).

In terms of properties of technology in association with CE, a number of critical
properties can be discerned. First of all, accessibility is critical: supporting tools and
applications should be accessible anywhere, anytime. Anything we do must become
immediately transparent for the authorized stakeholders’ circle (internal and
external) to facilitate accessibility of information. In response, the technology
foundations of CE are increasingly moving towards service-oriented concepts and
trans-disciplinarity. Service orientation simplifies the provision of the up-to-date
information. Finally, optimal accessibility preserves reliable processes to ensure
that each input induces the output expected.

Second, interoperability of tools and applications is critical to facilitate collab-
orative engineering. The main processes must be harmonized, in particular in global
contexts, to mitigate cross-cultural differences. In particular, systems that support
negotiation and information exchange are required. Collaboration is deemed
essential for resolving conflicts, handing workload balance, and reducing devel-
opment lead time and costs. Interoperability requires common infrastructures and
corresponding standards [28].

Ease of use and maintainability are further technological properties to consider.
The previously mentioned dramatic increase in complexity in product development
also acts on technology, as interoperability of increasing numbers of systems and
applications is required. In the face of this development, end users must retain the
capability to work efficiently with the provided technology. Provision of easy-
to-use common clients for a plethora of applications remains still a challenge with
huge potential benefits, as highlighted in Sect. 21.4.1. Maintenance of interwoven,
complex systems is likely to drive up costs, an unintended and to be avoided effect
of increasing interoperability.

Finally, the right level offidelity should be available during the design process. As
the design process itself is shortened in time, the level of detail is shifted forward as
well to speed up design as well as to enable more detailed, accurate analysis. Tech-
nologies such as CAD, KBE, PLM, DMU, etc., are increasingly used in early design.

28.2.4 Knowledge/Information

To support the simultaneous and collaborative elements of CE, a number of
properties related to information and knowledge are critical to achieve [29].

First of all, exchange of information and knowledge is crucial to establish. For
instance, early phases of design are frequently characterized by a large amount of
very different trade-offs between concepts answering customer and functional
requirements, as highlighted in Sects. 22.3.6 and 23.2.2 [26, 30, 31]. To adequately
come up with and select the right concept(s) for further development, knowledge of
design as well as the implications of design choices is required. Exchange of
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information and knowledge between stakeholders is paramount to achieve this deep
understanding. At later stages of design, cost, time and quality of design may be
favorably impacted by information and knowledge exchange [32].

Knowledge retention and re-use is another important property in the light of CE.
From one design iteration to the next the knowledge underlying the design process
must be retained and, if possible given the context, re-used. Reinventing the wheel
is avoided; on the contrary, the design process may be sped up through efficient
application and re-use of existing knowledge. In a more extreme form, this principle
underlies the automation of design processes through KBE solutions [33] and
modularization of products and processes as well, as described in Sect. 14.5.3. They
can improve product quality by re-use of well-proven solutions.

Human involvement in information and knowledge generation, exchange and
(re-)use is characteristic of the socio-technical perspective that is embodied in CE.
Humans are an indispensable part of knowledge processes; their generation,
interpretation and use of knowledge during the design process will generally drive
the direction of the process. In various applications of CE, as well as related
research domains, humans are explicitly or implicitly included as part of models,
methods, tools and applications. Team-oriented education in a realistic environment
for CE, addressing methodological, technological, and social skills, plays an
important role [34].

Finally, ownership is a crucial property of information and knowledge. Chapter 18
(Intellectual Property (IP) Protection) is fully devoted to this issue. The increasing
degree of collaboration in global relationships (e.g. supply-chain partnerships),
ubiquitous digital communication techniques as well as tough competition necessi-
tate careful consideration of ownership and protection of knowledge. Resolving this
issue would help to keep and increase acceptance of information and communication
(ICT) technology [35].

28.2.5 Organisation/Structure

The multidisciplinary nature of CE has already been emphasized. By definition, this
is an important property of any CE system. Inclusion of multiple disciplines in the
NPD process will increase ‘first-time right’ development, while better anticipating
and acting on lifecycle requirements, leading to lower overall lifecycle cost and
better quality.

An important organizational property in relation to CE is its actualization: how is
the organization arranged around the CE-compliant design process? The organi-
zation of CE processes is often made visible in the team structures chosen. Main
questions are whether teams need to be co-located or not and which additional
measures need to be taken to make teams really working together, taking into
account the cultural differences that team members bring to the team (see e.g.,
Chap. 8). The means to achieve a smooth organization are further touched upon in
Sects. 22.3.6 and 28.3.5. The need for proper composition of design teams has also
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been highlighted in many of the application chapters of this book, for instance in
aviation, machinery and medical applications (Chaps. 20, 22 and 25).

Contracts between stakeholders are another issue of organization. They may
include safeguards against knowledge leakage or misuse as discussed in Chap. 18.
In case of repeatable, long lasting partnerships the methodology to introduce,
maintain and discontinue a partnership need to be elaborated on an industry level,
as highlighted in Sect. 21.5.

A final property of interest is the level of standardization associated with
products and processes. Standardization may help to achieve desirable properties
that have been mentioned before, such as interoperability (Chap. 6). However, the
effort to standardize comes with its own costs, and may impact the capability of an
organization to respond to localized (i.e., non-standard) issues. Good examples are
given by the global automotive and aerospace industries, where many standards
have been developed and adopted to facilitate partial processes of CE with
participation of IT vendors (see Sects. 6.5.1 and 21.6). The “Code of PLM
Openness” (CPO) is a further initiative, which will facilitate global progress in
standardization [36].

28.3 Means: Current CE Tools and Methods

The second step in applying the analysis framework is to analyze which means can
be discerned to bring into practice the CE principles and properties. This section
consequently gives an overview of current tools and methods and their application
areas according to the framework, including scope, limitations, and identified
obstacles.

28.3.1 Strategies/Goals

The means available to operationalize the strategic properties of CE are numerous.
With respect to integration, complexity and resilience, methods and tools for
interoperability and SaaS can be used to achieve the desired properties.

The means for achieving interoperability are covered at length in Chap. 6.
Standards have been defined (e.g. ISO STEP) and supporting languages are
available, e.g., semantic-oriented service languages (RDF, RDFS, OWL), and
service description languages [Web Service Modelling Language (WSML), Unified
Service Description Language (USDL)]. The Service Oriented Architecture para-
digm with its associated concepts of loose coupling, services and interoperability
can be adopted to achieve interoperability. Supporting methods include variants of
semantic mediation. Additionally, frameworks and models are available to describe
and guide interoperability development, including the ATHENA framework and the
Systems-of-Systems Interoperability (SOSI) model, which have been subsumed
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into federated form. Interoperability is closely related to developments in offering
SaaS. Recent work on a service-oriented programming methodology has been
highlighted as part of Chap. 4: Technology Foundations. The deployment of
standardized lightweight formats like JT and 3DPDF, as highlighted in Chap. 11
and Sect. 23.3.2, can significantly simplify the collaboration among internal and
external partners under protection of the IP. Meanwhile ISO STEP is under con-
tinuous maintenance: AP242 will serve as umbrella for other standards (e.g. JT).

28.3.2 Stakeholders

The means to increase stakeholder involvement in NPD include company-internal
as well as external solutions. Early customer involvement remains crucial [23] and
presupposes appropriate requirements management, as highlighted in Chap. 5.

From the internal perspective, solutions such as PDM, PLM and MDO allow for
the simultaneous inclusion of engineering function stakeholders into the overall
process. From an external perspective, supplier involvement is covered by PLM
solutions as well as by dedicated supplier portals. An example covered in this book
is the Boost Aerospace portal used for supplier information exchange in the aviation
domain, as highlighted in Sects. 6.5.1 and 20.5.1.1. At the other side of the value
chain, customers can increasingly be involved in the NPD process through direct
and indirect means [23]. Direct means include the use of social media and focus
groups. Indirect means include data analytics of customer behavior and market
trends.

28.3.3 Technology

The technology means for actualization of CE properties are very numerous;
multiple methods, models and tools exist; sometimes complementary, sometimes in
competition. In fact, much of the content in Section II of this book focuses on
methods, tools and applications of technology means. Giving an extended overview
of this content would be repetitive and unnecessary. Instead, Fig. 28.2 maps the
covered domains to a common representation of the systems engineering (SE)
process. What is missing in the figure, are the set of tools, methods and techniques
for structuring and managing teams, and to support collaboration and communi-
cation in these teams, whether co-located or not. Actually, team performance is
important in all phases of product and process development. The requirements for
team formation and management, however, vary with the different phases of the
NPD cycle as highlighted in several chapters (e.g., Chaps. 8 and 22).
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28.3.4 Knowledge/Information

In today’s (concurrent) engineering practice, huge amounts of data, information and
knowledge are being generated and exchanged on a daily basis. Means to capture,
store, exchange, use, retain and maintain this volume are an integral part of the CE
approach.

Capturing as well as using data, information and knowledge is often an implicit
part of using engineering tools (e.g. CAD suites) to generate product solutions.
PDM and PLM systems explicitly emphasize data and knowledge capture and (re)
use. At the ‘extreme’ end, KBE solutions require explicit capture and formalization
of knowledge before being able to automate engineering processes. Besides a
technical element, knowledge capture has a strong social element: the willingness
of experts to share knowledge as well as the ability to elicit knowledge properly and
the ability to offer correct and valid knowledge strongly involve social processes.

For storage, retention and maintenance of data, a multitude of technological
solutions is available, ranging from relatively straightforward office applications to
dedicated databases to value-chain spanning PDM systems. Information storage,
retention and maintenance involve connecting data using contextualization and
semantic annotation. Knowledge storage, retention and maintenance may involve
the use of dedicated knowledge bases, where engineering rules are stored in
anticipation of further use with facts and inference engines. Knowledge manage-
ment solutions may facilitate the interaction with knowledge bases. Retention
involves a social component as well, in having methods and processes to keep
knowledge available and current, vis-à-vis reinventing the wheel.
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The exchange of data, information and knowledge is supported by a wide range
of methods and standards, as detailed in Chap. 6. The most well-known and widely
used standard in this regard is ISO 10303 Standard for the Exchange of Product
model data (STEP), with its various application protocols (APs), which is main-
tained and updated continuously.

Insufficient data quality is identified [37] as a major obstacle for proper re-use of
information and knowledge, in particular in case of translation and migration.
While generating product data with a certain application (e.g. CAD), it is difficult
and sometimes impossible to anticipate the requirements of all involved stake-
holders to this data in later stages of the product creation process. Especially when
shifting to the next generation of software, massive issues with old data can be
expected due to the change in data model(s) and underlying consistency criteria.
Subsequently, product data quality must be subject to continuous monitoring and
improvement to avoid the need for rework and remastering of the original data. In
contrast, good data quality can be ensured by well-trained staff using comprehen-
sive methods in a stable IT environment.

28.3.5 Organisation/Structure

Various methods and models are available to support the organization of multi-
disciplinary teams relative to NPD. Integrated Product Development Teams (IPDT)
and Design-Build Teams (DBT) are examples of team organization modes, which
incorporate experts from multiple lifecycle phases to represent disciplinary
requirements, constraints and solutions.

IPDT and DBT are outflows of the realization that humans need to be ‘in the
loop’, especially in the earlier phases of design. Despite available precepts, orga-
nization and management of multi-disciplinary teams in these phases is still a
challenge. Who needs to be involved? Which stakeholders? How to create con-
sensus and commitment? Often, cultural differences are not sufficiently well
understood. These issues are further discussed in the following section: Trends in
research and practice.

28.4 Trends in Research and Practice

In this section, trends in research and practice for the (near) future are identified.
This analysis is motivated by the existing awareness that CE is still very much
alive. Much effort is required to achieve a concurrent way of working in current
complex projects, supply chains, and networks that focus on development of new
products and processes.
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28.4.1 Strategies/Goals

From a strategic perspective, numerous trends in CE can be discerned. The main
trends are summarized below.

First of all, product development is an increasingly global activity. This poses
significant challenges on interoperability of method, tools as well as organizations
and users. In relation with this, the dynamic interaction between technical and
social characteristics of new product (and service) development needs to be taken
into account in models, methods and tools. Because prediction of emergent
behavior, due to this dynamic interaction, is currently not supported well by
existing CE means, improvement in models, methods, and tools is needed. In
particular, given the mentioned trend towards globalized product development,
cultural differences need to be modelled and incorporated into methods.

Globalization as well as increasing complexity are drivers of increasing inte-
gration of method and tools. Integration and interoperability are assumed to speed
up development and lower costs, yet developing and implementing interoperable,
integrated solutions can be assumed as a driver of complexity as well. To simplify
these aspects, existing standards may be employed in support. Further efforts to
standardize aspects of integration and interoperability are underway (see Chap. 6).
Besides standardization, there is a trend towards loosely coupled models in fed-
erated environments. On a local level, users can specify their domain models
without worrying about integration aspects. On a global level, the federated
framework takes care of model integration and interoperability. Furthermore,
globalization requires a high level of time synchronization of distributed teams.

Another major strategic shift is servitization of manufacturing industries, i.e., the
innovation of organization’s capabilities and processes to shift from selling prod-
ucts to selling integrated products and services that deliver added value. This has
already started, as illustrated by initiatives such as BoostAerospace, or the role of
Cloud solutions for setting up the infrastructure of the IMAGINE project (see
Chap. 6). Servitization provides means for companies to move up the value chain
and exploit higher value business activities. A service-led competitive strategy sees
everything-as-a-service where Cloud Computing is seen as a major trend. From a
practical perspective, two directions for its further development can be observed
[17]. First, depending on the industrial sector, manifold options and barriers must
be considered and broken down to develop a marketable service offering. Second,
traditional manufacturers will have to cope with the challenges of adopting a novel
business model while retaining internal and supporting activities.

In this context, the field of service engineering enables us to innovate, design,
and manage simple as well as complex service operations and processes of the
intelligent service-based economy [4]. Following current trends, increased inte-
gration of digital components in product-service systems and increased relevance of
digital context in servitization are crucial constituents of such offerings. Information
and communication technology serves not only for asset monitoring (use, condition,
location), but for operational (monitoring and cost control) and strategic roles
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(feedback to customer and research and development) as well. “Digital Servitiza-
tion” defines the provision of IT-enabled (i.e., digital) services by relying on digital
components embedded in physical products [3].

Many aspects of servitization have already been implemented in a piecemeal
fashion in various Maintenance, Repair and Overhaul (MRO) industries (e.g., diag-
nostic systems, condition monitoring), but integrated, fully digital solutions are often
missing. To get there, theMRO industry will at first have to transit from a paper-based
to a paperless organisation. Moreover, supporting tools will have to leverage data
availability by including functionality for diagnostic, prognostic and (optimized)
planning and execution purposes [38]. With respect to the latter issue (maintenance
execution) as well as digitalization of paper processes, the advent of mobile tools
(the use of smartphones, tablets, augmented and virtual reality solutions in combi-
nation with web-based or bespoke information systems) and embedded devices holds
significant promise in making digitalization and execution more efficient.

28.4.2 Stakeholders

The aforementioned growth in complexity and increasing integration and interop-
erability will have a significant effect on the stakeholder environment, a process that
has already been ongoing. With increasing complexity and integration, the size and
complexity of the stakeholder environment are also expanding.

First of all, this has implications for short-term dynamics in stakeholder envi-
ronment composition. As noted in Chap. 5, the realization of complex systems
usually requires the temporary collaboration of a multitude of stakeholders from
different domains, such as hardware, software and services. Besides the customer/
user and the system integrator, there are stakeholder groups for the system com-
ponents, life cycle services and system environment, each with their own objectives
and context [39]. During the various stages of the design process, these stakeholders
will generate dynamic and sometimes conflicting sets of requirements [40].
Involving all stakeholders continually in the process may very well drive up overall
design time. To counter this, techniques such as agile design and development,
where fast prototyping, test-driven, model-driven and behavior-driven development
methodologies allow focusing on specific business cases, may be employed.

The stakeholder environment is also subject to long-term dynamics. In this light,
the previously mentioned trend towards servitization will impact stakeholder com-
position. In the digital context, organizations are increasingly focusing on value
creation outside their boundaries, because the value is created through interplay of
customers, competitors, collaborators and the wider community. In terms of product
lifecycle management, this trend gives after-sales equal importance as other phases of
the product lifecycle, including added value generated from Big Data and Internet
of Things (see Sect. 28.5). Depending on the exploitation of the product (e.g., a
passenger car), a vendor can build a user profile of the customer and, based on this,
offer additional services (route optimizing, payment, infotainment, maintenance)
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using the recorded operating data. In the sum, the initial product would become
(more) “intelligent” and give additional value to the customer [41, 42]. Security
issues and privacy concerns remain obstacles to be dealt with.

Likewise, the call for inclusion of socio-technical modelling in CE will involve
bringing in stakeholders to represent the social and cultural elements of design. The
interaction between designers and product users as well as other stakeholders must
be modelled using insights and results from the social and human sciences.

28.4.3 Technology

Trends in technology to support CE are closely related to the strategic trends that
have been identified.

With respect to collaboration and interoperability, new interoperability
requirements have to be identified, which describe organizational, technical and
management prerequisites for the system realization. New concepts and techniques
will have to support two main aspects:

• Collaboration and interoperability between stakeholders and system components
from different domains, especially hardware, software and services.

• Improvement of singular processes (e.g. management of unstable and
unknowable requirements), tools and applications.

Four main fields of action for the latter aspect are depicted in Fig. 28.3:
development processes and methods (1), customer processes (2), downstream
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Fig. 28.3 Fields of action for improvements of CE
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processes (3), and information management (4). In this figure three typical scenarios
are shown in corresponding enterprises with respect to how to deal with such
challenges. These fields of action can be considered independently, but the integral
approach in multiple steps promises higher benefit. The order of steps must be
defined carefully and depends on the specific situation.

Usually, the improvement begins with development processes, which are sup-
ported through corresponding methods (Requirements Engineering, SE, KBE,
MDO, etc.) (number 1 in Fig. 28.3). It’s easy to implement new methods because
the count of users is (relatively) limited, the degree of specialization is high, and,
thus, the risk is low. Enterprises which invest here (keyword: Idea-to-Order) har-
ness the benefit through a fast, lean, and efficient development process, which
rapidly transforms development plans into products. This field discovers dynamic
research and development of new tools for each specific application. Leading
vendors like Dassault Systemes, PTC, and Siemens PLM offer ever-new modules of
their standard products like CATIA, Creo, and NX. Such improvements can be
verified rapidly and bring quick wins due to process acceleration.

For suppliers in particular customer processes are crucial (number 2 in
Fig. 28.3). In such a way pre-requisites are fulfilled for winning certain customer’s
order. Collaborative Engineering is the first pre-requisite (see Chap. 6) supported by
corresponding methods and tools. It is easy for a supplier to exaggerate when one
“IT island”, which comprises customer-specific tool and methods, is built for each
customer. Such islands cause subsequent efforts in the downstream processes
(number 3 in Fig. 28.3) and in information management (number 4 in Fig. 28.3). It
looks like segmentation of the entire enterprise. Such constellations can be dis-
cerned in Fig. 28.3 below left where information management faces huge chal-
lenges from management of such islands. In this case a supplier is seeking tools and
applications for harmonization of requirements, unification of singular steps in the
customer process, customer data exchange, IP protection, etc.

For most enterprises the highest priority lays on the improvement of internal
downstream processes, because such measure affects many internal users and can
serve as process backbone. Assuming proper implementation of downstream pro-
cesses, it is easier to adjust development processes and information management,
respectively. This is the context that heavily enforces the development of lightweight
3D formats (JT, 3DPDF) and digital mock-up as discussed in Chaps. 11 and 13,
respectively. The ever-attractive idea of one format for all users certainly will justify
extensive harmonization and standardization activities in the future. For customer
processes either standard interfaces are used or just service providers who adapt the
data for exchange while keeping costs low (Fig. 28.3 below mid). Actually each
large company deploys its own supplier portal based on or closely integrated with its
PDM system. There is a need, not a trend yet, for a standardized portal like the
solution presented in Sect. 23.3.2.5.

Finally, there are some enterprises that have exceptionally high confidence in
information technology. They introduce modern CAD, PDM and various simula-
tion systems and often neglect the optimization of processes and customization of
software tools. High transparency of data is easily achieved by PDM, but their
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processes are static and don’t reap expected benefit (Fig. 28.3 right). Such enter-
prises must learn that technology alone is not enough and must subsequently invest
more in process definition, harmonization, development of methods, and user
training.

If all four aforementioned action fields are implemented properly, a virtual
product can be created and corresponding processes can be operated. Further
improvement in technology concerns the growth in importance of virtual products
(see Chaps. 13 and 15). A long-term trend can be discerned, which will be enforced
by new techniques like Functional Digital Mock-Up (FDMU—see Sect. 13.6); from
an idealistic point of view, no real (physical) product would exist until the start of
production. Virtual product presentation would be the sole representation; physical
prototypes would not be constructed. However, even allowing for this scenario, at
least two use cases still show the need for seamless coexistence between virtual and
real products for success of CE.

First of all, for enhancement, functional extension, overhaul, or just refurbish-
ment of existing products (see Sect. 13.7.2) it is necessary to superpose the virtual
parts with the existing real parts of emerging products. That can be conducted by
using Virtual and Mixed Reality (VR + MR) techniques. One can, therefore, easily
imagine that such approaches could be used to extend and validate platform
products. As shown in Fig. 28.4, MR faces a very promising future in most phases
of the product creation process of a passenger car [43]. Subsequently, supply chain
visibility of a product is needed for tracking the product [44].

Secondly, rapid prototyping technologies may experience significant growth by
the broad introduction of desktop 3D printing technology. The term “built or pro-
duced on demand” will obtain a new meaning. The rising variety of used materials
with improved technical properties opens entirely new options for rapid and low-cost
production of spare parts. Last but not least, a closed-loop in the mutual interop-
erability between virtual and physical products using rapid prototyping and reverse
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engineering techniques (see Chap. 12) is still needed in the product creation process
of many products [45], in particular in case of reconstruction of parts of the human
body (e.g., dental applications, prosthesis) [46] or when the shape of the product is
defined by a stylist.

28.4.4 Knowledge/Information

The aforementioned trends towards integration and interoperability have an impact
on the exchange of knowledge and information. Using technology means, sharing
has become easier than ever. The amount of data being created, stored and used
every day is growing exponentially. The way in which the knowledge is used in the
design process is changing continuously. Some of the driving factors are listed
below [47]:

1. The rise of the wikis. A wiki is a database of interactive web pages that allows
members of a user group to collectively edit the same material from any computer
with an Internet connection. Wikis provide a flexible and self-organizing
platform that is especially useful from the point of view of early design, when
the information and knowledge is unstructured, and from the point of view of
collaborative design, where all communication is persistently recorded and
loosely organized through user-defined tags. With such capabilities wikis aims to
fill gaps left through large software systems in almost each enterprise.

2. Bio-inspired knowledge for design. Bio-inspired designs can be classified
under the heading ‘conceptual’, when the result of the inspiration is an artifact,
or ‘computational’, when the result is a process. Both areas face the challenge of
identification of relevant biological phenomena, the abstraction of concepts to a
level that can be understood by engineers without a background in biology,
enabling non-obvious applications of the phenomena, and avoiding misinter-
pretations of the underlying biological phenomena [48, 49]. Such approaches
already widely known and applied like bionics and evolutionary computation.
They may become even more important for the product design process, but are
not dominant yet.

3. Ontologies and semantic interoperability. Ontologies are required for both
encoding design knowledge and for facilitating semantic interoperability.
Development of engineering ontologies on a large scale can evolve in a similar
manner to the compilation of the Oxford Dictionary (see Chap. 10). Researchers
(across the globe) could undertake ontology development in selected areas and
then contribute to a global repository [50]. This would require the establishment
of appropriate standards for encoding ontologies. Here occurs another collision
of re-use of knowledge and IP protection, which is still to be resolved.

4. Natural user interfaces. Reality-based systems facilitate intuitive human–
computer interaction with little user training or instruction. This is evident in the
recent upsurge in touch-based personal computing devices like smartphones and
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tablet computers, and in gesture-based controls in gaming. The portable and
ubiquitous nature of tablet computers make them ideal for collaborative design
processes like the recording and progressive documentation of design discus-
sions. It is thus likely that NUIs may prove an important factor towards mass
collaboration and the democratizing of the design process. As discussed in
Sect. 21.4.4 utilization of a user-friendly common client architecture based on
backend services helps reduce training and support effort, in particular in case of
a change. Definition of different roles in a sole architecture will foster agility.

Another issue with respect to knowledge and information concerns human
involvement. Humans need to be ‘in the loop’, especially in the earlier phases of
design. In Chap. 15, it has been established that deterministic thinking is not
suitable anymore for complex problems. Emergent behavior cannot be explained
sufficiently, because interaction between components and their behaviors is not well
understood. As highlighted before, socio-technical modelling approaches are nec-
essary to model and evaluate this emergent behavior.

A final trend in research and practice related to information and knowledge in
CE concerns IP and its protection. Increasing cooperation between stakeholders
necessitates IP protection and enterprise rights management. As virtual product
design increases (see previous section), the risks and consequences associated with
IP theft rise commensurately. Methods for patent infringement tracking as well as
for IP protection in information and data flow must be developed to a further extent.

28.4.5 Organisation/Structure

Trends in the organization and structure of the CE process involve systems thinking
and trans-disciplinarity.

With respect to systems thinking, many modern products have achieved such a
level of complexity that their behavior cannot be predicted in a sufficient way,
followed by unexpected failures. Typical evidence is given by many recalls done in
periodical sequence by automotive OEMs to check, repair or replace critical
components or modules which have been identified as potential causes for serious,
fatal failures. Such recalls also belong to safety-relevant modules like brakes,
steering or lighting and discover the lack of system thinking during the develop-
ment of complex products. This is dangerous if the process of development of a
system splits into an arbitrary number of subsystems without any supportive
planning of subsystem partitioning. As the consumer buys a complete product, not
individually developed components, a systematic development approach across all
disciplines accompanied by system thinking of involved stakeholders is necessary.
However obviously necessary this may seem, what we see, at least in practice, is
more likely to be a traditional bottom-up approach to development driven by past
experience with damage, rather than a preventative top-down approach. Traditional
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approaches are based either on object-oriented concepts or a function-oriented
approach for many reasons [51].

System thinking is a holistic analysis approach that focuses on the way that
constituent parts of a system interrelate and how systems work over time and within
the context of larger systems [52, 53]. The systems thinking approach contrasts with
traditional analysis, which studies systems by breaking them down into their sep-
arate elements. Systems thinking can be used in any area of research and science
(medical, environmental, economic, etc.). When applied in the engineering context,
systems thinking is known as SE. As described in Chaps. 9, 19 and 27, SE still has
a large potential, but still difficult to fully employ [54].

The following key trends drive process changes for system thinking [55]:

1. Increasingly complex, global systems of systems: Products become more
complex and connected.

2. Emergent requirements: The most appropriate user interfaces and collaboration
modes for a complex human-intensive system are not specifiable in advance, but
emerge with usage. Forcing users to specify them precisely in advance of
development generally leads to poor business or mission performance and
expensive late rework and delays.

3. Rapid change: Trying to stay competitive in a world of increasingly rapid
changes requires new levels of agility [56], and shorter times between new
releases of products and services.

4. High assurance of qualities: At the same time that SE and development need to
become more agile, the growing interdependence of systems and people requires
systems to have higher assurance levels. It is even harder to get agreement
among multiple system owners with widely disparate quality priorities.

The product lifecycle of modern products is defined and influenced by subject
matter experts of many disciplines. As explained in Chaps. 4 and 8, it is also the
subject of socio-technical considerations. The self-evolving discipline of integration
gains a new level of importance as trans-disciplinarity. Trans-disciplinarity covers
the deep integration of various forms of research or expertise to create a holistic
approach [8]. As the prefix “trans” indicates, trans-disciplinarity concerns issues
that are between the disciplines, across the different disciplines, and beyond each
individual discipline simultaneously. When for instance contrary targets exist,
trans-disciplinarity can help determine the most relevant problems and solution
approaches. It shares capabilities like interdependence with the network-centric
world [2].

Trans-disciplinarity arises when participating experts interact in an open dis-
cussion and dialogue to achieve a trade-off between them. This is difficult because
of the overwhelming amount of information involved, incommensurability of
specialized languages in each field of expertise and different solution approaches.
To progress under these conditions, subject matter experts need not only in-depth
knowledge and know-how of the disciplines involved, but skills in moderation,
mediation, association, and transfer. Trans-disciplinarity is also a rising subject of
education and training, and yields a new occupational profile.
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Trans-disciplinarity needs support by appropriate organization, suitable collab-
oration methods, and powerful IT tools. Collaboration between stakeholders is
deemed essential—not merely at an academic or disciplinary collaboration level,
but through systematic, repeatable collaboration with people affected by the
stakeholders. In such a way, trans-disciplinary collaboration becomes uniquely
capable of engaging with different ways of knowing the world, generating new
knowledge, and helping stakeholders understand and incorporate the results in a
common, integral product.

28.5 Expectations for the Future

In Sect. 28.4 trends in research and practice have been discussed based on the
chapters in the parts II and III. Apart of these considerations, current trends in
economy and society can and likely will exert a sizeable influence on CE. These
trends are mostly either accompanied by or related to information and communi-
cation technology (ICT). To stay in pace, CE must be well synchronized with the
development of ICT. Below, some recent developments in ICT are briefly dis-
cussed, which are expected to influence future CE solutions.

28.5.1 Mass Collaboration

The rapid advancement of Internet of Things (IoT) is pushing the envelope of how
CE is being practiced. IoT provides pervasive real-time, and location sensitive data
capabilities, forcing engineered products to evolve with new communication and
computational features before, during and after they are deployed to markets. One
condition for further progress is mass collaboration. Large numbers of people work
independently on a single project, often modular in nature, using social software
and computer-supported collaboration tools. This idea has been implemented as
crowdsourcing, which typically involves an online system of accounts for coordi-
nating buyers and sellers of labor.

On the other hand, customers are regarded as an important information source
for product innovation. It is often accepted that more contributions made by cus-
tomers/clients may bring better innovation results. Recent results have shown that
the most significant positive influence on product innovation results is made by
external resources such as consultants, commercial labs, or private R&D institu-
tions, rather than customers, clients, or end users [57]. Moreover, the curve-fitting
model reveals that different amounts of input information provided by customers/
clients/end-users have curved impacts on innovation results. It is suggested that
enterprises should properly allocate their research focus on customers and other
important factors and carefully handle the information provided by customers.
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Nowadays, crowdsourcing is applied widely in various industries. In product
design and development, crowdsourcing has been recognized as an effective way to
access external resources and to aggregate a crowd’s wisdom in order to create
more chances to achieve better design concepts [23]. Taking Proctor and Gamble as
an example, the most challenging problems are solved by ‘InnoCentive’, and the
problem-solving rate has increased to 30 %. In another example, Dell has set up an
idea storm platform to collect comments and suggestions for all Dell products from
Internet users. In addition, Wikipedia, Amazon’s Mechanical Turk and iStock-
Photo.com are all good examples that take advantage of the tremendous numbers of
Web users. Therefore, crowdsourcing appears to be a promising way to solicit
external resources to improve product competitiveness.

As an effective way to aggregate a crowd’s wisdom for product design and
development, crowdsourcing shows huge potential for creativity and has been
regarded as one important approach to acquire innovative concepts. However, it is
still a challenge to make use of crowdsourcing in product design: how can the large
number of crowdsourcing concepts be reviewed efficiently? The challenge lies in
approaches and methods to improve the efficiency of evaluating crowdsourcing
results and to assist designers in identifying promising design candidates for further
evaluation. The workload to review crowdsourcing responses manually is very
heavy. Moreover, the reliability of evaluation results heavily relies on designers’
personal knowledge and experience. Concept screening methods are needed to
assist designers in identifying useful responses from crowdsourcing results.

28.5.2 Cyber Physical Systems

The Cyber Physical System (CPS) encompasses the integration of computation and
physical processes. CPS comprises embedded computing devices and networks that
monitor and control physical processes, with feedback loops when physical pro-
cesses affect computations and vice versa. Interaction with the physical environ-
ment will provide added value with new capabilities and characteristics to systems,
while inclusion of physical processes not only increases the complexity of the
system but also increases the uncertainties in the behavior of the system [58].

The computation behavior of the system is not only dependent on its internal
configuration but is guided by parameters from the physical world. These external
factors may either reflect an adaptive mode in which changes in the environment
determine changes in the computational system or may be determined by internal
imperatives in which a monitoring process examines the computational behavior of
a system and determines appropriate evolutionary actions when the system requires
modification. This paves the path for the self-evolutionary cyber physical system
(eCPS), which automatically detects the changes in external circumstances or
internal conditions and is prepared to handle the changes.

A CPS can build networks autonomously and decentralized and optimize itself.
It can solve problems in interaction with humans. One of the most important
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applications is the Smart Factory (known in Germany also by the initiative “In-
dustrie 4.0” which is intended to set the stage for the 4th industrial revolution),
which organizes itself using a CPS in a decentralized and near real-time way [59].
By using real-time data the real world could be merged with the virtual world. With
such a virtual map of reality opportunities for entirely new business models arise.

CPS platforms build the basis for interoperability of different “internets”:
internet of people with IoT and internet of services. As such, there are three per-
spectives on an internet: people are connected in social networks, as already known.
Furthermore, machines can be connected as smart objects and use service oriented
internet applications. They use software that use data from CPS platforms and
human intelligence for achieving solutions in various areas in near real-time in a
decentralized way.

Holistic de-centrality is the main challenge for cyber-physical production sys-
tems (CPPS) in which organization, services, objects and software are organized in
a fully decentralized way. The industry requires such systems for the production of
highly customized products in small quantities with high resource productivity and
corresponding speed.

The top level of interoperability is considered with the systems of systems in
which multiple CPS can combine their autonomous singular capabilities with their
own intelligence. Thus, they can evolve entirely new capabilities and develop
new services. This level of interoperability remains a vision for facilitating decen-
tralized, autonomous systems development and design with the capability for
self-configuration and plug-and-produce.

28.5.3 Big Data

The amount of data around us is growing exponentially and the leaps in storage and
computational power within the last decade underpin the unique selling proposition
of Big Data of being able to provide better insights into various business processes
or everyday life in a novel way. By analyzing large data sets and discovering
relationships across structured and unstructured datasets, it is the driving force
behind business analytics and marketed as a significant opportunity to boost
innovation, production, and competition. Thus, Big Data is a booming topic in the
scientific community as well as in the enterprise world [60].

The increasing volume, variety, and frequency of data produced by the IoT will
yield the explosion of data for the foreseeable future. With estimates ranging from
16 to 50 billion Internet connected devices by 2020, the hardest challenge for large-
scale, context-aware applications and smart environments is to tap into disparate
and ever growing data streams originating from everyday devices and to extract
hidden but relevant and meaningful information and hard-to-detect behavioral
patterns out of it. To reap the full benefits, any successful solution to build context-
aware data-intensive applications and services must to be able to make this valuable
or important information transparent and available at a much higher frequency to
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substantially improve the decision making and prediction capabilities of the
applications and services [60].

Proper handling of Big Data extracts knowledge acquired through the three past
paradigms for scientific research (theory, experiments, and simulations) with vast
amounts of multidisciplinary data. The technical and scientific issues related to this
context have been designated as ‘‘Big Data’’ challenges and have been identified as
highly strategic by major research institutions and large enterprises.

Many of the Big Data challenges are generated by future applications with which
users and machines will need to collaborate in intelligent ways together. In the near
future information will be available all around us, and will be served in the most
convenient way. Technology becomes more and more part of our daily life. New
technologies have finally reached a stage of development in which they can sig-
nificantly impact our lives.

Within the context of CE, a huge challenge concerns the issue of knowledge
discovery in databases (KDD), a nontrivial process of identifying valid, novel,
potentially useful, and ultimately understandable patterns in data [61, 62]. Intelli-
gent utilization of existing data (e.g., digital manufacturing) provides a new support
function for modern product creation processes. Based on planning data, compiled
during preceding product emergence processes, products can be evaluated more
easily, which leads to a faster and easier attainment of planning and design levels.
The feasibility to segment product data in valid subject-specific groups and to map
adequate product-specific assembly operations will remain a subject of research.

Big Data will likely bring disruptive changes to organizations and vendors. On a
cautionary note, the analysis of Big Data if improperly used may also pose sig-
nificant issues, specifically in the following areas: data access and policies, industry
structure, and techniques. Because large amounts of unstructured data may require
different storage and access mechanisms combined with more sensitive data
assembled together, it will be more attractive to potential attackers. Otherwise,
derivation of user profiles yields issue in protection of privacy. Citizens and Users
may become afraid also of Big Data becoming a Big Brother. Application of Big
Data requires the issuing of specific rules and regulations as well as the associated
control mechanisms to become useful and fruitful.

28.6 Summary

This final chapter has presented an overview of the main properties, means and
trends associated with CE. These three aspects are highly interrelated; research and
practical challenges generally touch upon all three.

Of the discussed issues, the trend towards increasing complexity and rising cost
of product development are to be counteracted by increasing standardization,
integration and interoperability. For these developments, it is critical that the sav-
ings incurred outweigh the associated costs; efforts to combat complexity and rising
costs must be cost- and time effective.
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Especially in cases of very high complexity and dynamics, as is often the case in
the early phases of a development trajectory, the benefits of CE are more difficult to
reap as has been shown by Valle and Vasquez-Buscello [63]. As indicated in
Chap. 8, involvement of people in the earlier phases of development is needed, but
requires additional methods for facilitating communication and increasing mutual
understanding and commitment [25]. Moreover, vision on the outcomes of a
particular development phase should be clear: is it a business case for further
processing, is it a rough outline of a new product, is it a variant of an existing
product? The intended outcome also determines the degree of complexity and
dynamics to be handled [20]. Managing complexity and dynamics in a CE context
is a research field in its own right, requiring collaboration between social and
technical sciences.

To counter the most pressing challenges of CE, comprehensive layers of CE
models are needed, including:

• A generic model incorporating the socio-technical dimensions of CE;
• Adapted models for different application areas;
• Specific models for different phases of the development process for different

application areas;
• Specific models for different types of new products and services (fully new,

adapted, variants);
• Specific models for different types of supply chain and network collaboration

(networked, hierarchical, modular).

To find effective, valuable, and usable methods, tools, and techniques for making
CE work, a CE approach is needed in research as well, in which the community that
is intended to use the results is taken into account also. Achieving workable CE
solutions requires a multidisciplinary approach, involving researchers from different
disciplines as well as representatives from practice to validate and test research
proposals and solutions.
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