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Preface

This volume contains the papers presented at SocInfo 2014, the 6th Interna-
tional Conference on Social Informatics, held during November 11–13, 2014, in
Barcelona, Spain. After the conferences in Warsaw, Poland, in 2009, Laxenburg,
Austria, in 2010, Singapore in 2011, Lausanne, Switzerland, in 2012, and Kyoto,
Japan, in 2013, the International Conference on Social Informatics returned to
Europe.

SocInfo is an interdisciplinary venue for researchers from computer science,
informatics, social sciences, and management sciences to share ideas and opin-
ions, and present original research work on studying the interplay between so-
cially centric platforms and social phenomena. The ultimate goal of social infor-
matics is to create a better understanding of socially centric platforms not just
as a technology, but also as a set of social phenomena. To that end, we have in-
vited interdisciplinary papers, on applying information technology in the study
of social phenomena, on applying social concepts in the design of information
systems, on applying methods from the social sciences in the study of social
computing and information systems, on applying computational algorithms to
facilitate the study of social systems and human social dynamics, and on design-
ing information and communication technologies that consider social context.

This year’s special purpose of the conference was to to bridge the gap be-
tween the social sciences and computer science. We see the challenges of this
as at least twofold. On the one hand, social scientific research is still largely
overlooked and under-utilized in computational arenas. On the other, social sci-
entists seldom take advantage of computational instruments and the richness
of online-generated data. Our ambition is to make SocInfo a conference that is
equally attractive to computer scientists and social scientists alike, by putting
emphasis on the methodology needed in the field of computational social science
to reach long-term research objectives. We have envisioned SocInfo as a venue
that attracts open-minded researchers who relax the methodological boundaries
between informatics and social sciences so to identify common tools, research
questions, and goals.

We were delighted to present a strong technical program at the conference as
a result of the hard work of the authors, reviewers, and conference organizers.
We received a record of 147 submissions (124 long papers, 23 short papers, not
including incomplete or withdrawn submissions). From these, 28 of the 123 long
papers were accepted (23%), with another 11 accepted as short paper (9%);
three of the 23 short papers were accepted (13%), for a total of 28 long papers,
and 14 short papers. We also allowed the authors of accepted papers to opt for a
“presentation only” mode with no inclusion in the proceedings: The authors of
three papers decided to go for that option. Every paper was reviewed by a group
of at least three reviewers, among which at least one had a background in social
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or organizational sciences. We were also pleased to invite Duncan Watts, Michael
Macy, Lada Adamic, Daniele Quercia, Dirk Helbing, and Bruno Goncalves to
give exciting keynote talks.

This year SocInfo 2014 included nine satellite workshops: the City LabsWork-
shop, the Workshop on Criminal Network Analysis and Mining (CRIMENET),
the Workshop on Interaction and Exchange in Social Media (DYAD), the Work-
shop on Exploration of Games and Gamers (EGG), the Workshop on HistoInfor-
matics, the Workshop on Socio-Economic Dynamics, Networks and Agent-Based
Models (SEDNAM), the Workshop on Social Influence (SI), the Workshop on
Social Scientists Working with Start-Ups, and the Workshop on Social Media in
Crowdsourcing and Human Computation (SoHuman).

We would like to thank the authors of submitted papers and presenters as well
as the participants for making the conference and the workshops a success. We
express our gratitude to the senior and regular Program Committee members
and reviewers for their hard and dedicated work. We are extremely grateful
to the program co-chairs Ingmar Weber, Kristina Lerman, and Fabio Rojas for
their great work in putting together a high-quality program and for directing the
activity of the Program Committee. We owe special thanks to Estefania Ricart
and Natalia Pou, our local co-chairs, who had a vital role in all the stages of
the organization. We thank our publicity chairs Paolo Boldi, Tsuyoshi Murata,
Emilio Ferrara, Barbara Poblete, Symeon Papadopoulos, and our Web chair
Michele Trevisiol. Also, last but not least we are grateful to Adam Wierzbicki
for his continuous support.

Lastly, this conference would not be possible without the generous help of
our sponsors and supporters: Microsoft Research, Facebook, Yahoo, the Stanford
Center for Computational Social Science, Barcelona Media, and the FP7 EU
project SocialSensor.

October 2014 Luca Maria Aiello
Daniel McFarland
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On Joint Modeling of Topical Communities

and Personal Interest in Microblogs

Tuan-Anh Hoang and Ee-Peng Lim

Living Analytics Research Centre
Singapore Management University
{tahoang.2011,eplim}@smu.edu.sg

Abstract. In this paper, we propose the Topical Communities and Per-
sonal Interest (TCPI) model for simultaneously modeling topics, topical
communities, and users’ topical interests in microblogging data. TCPI
considers different topical communities while differentiating users’ per-
sonal topical interests from those of topical communities, and learning
the dependence of each user on the affiliated communities to generate
content. This makes TCPI different from existing models that either
do not consider the existence of multiple topical communities, or do not
differentiate between personal and community’s topical interests. Our ex-
periments on two Twitter datasets show that TCPI can effectively mine
the representative topics for each topical community. We also demon-
strate that TCPI significantly outperforms other state-of-the-art topic
models in the modeling tweet generation task.

Keywords: Social media, Microblogs, Topic modeling, User modeling.

1 Introduction

Microblogging sites such as Twitter1 and Weibo2 allow users to publish short
messages, which are called tweets, sharing their current status, opinion, and
other information. Embedded in these tweets is a wide range of topics. Empirical
and user studies on microblog usage have showed that users may tweet about
either their personal topics or background topics [11,29,13]. The former covers
individual interests of the users. The latter is the interest shared by users in
topical communities and they emerge when users in the same community tweet
about common interests [6]. Background topics are thus the results of interests
of the topical communities.

There are previous works on modeling background topics in social media as
well as in general document corpuses, e.g., [30,23,10]. However, most of these
works model a single background topic or a distribution of background topics.
In this work, we instead consider the existence of multiple topical communities,
each with a different background topic distribution. Examples of such commu-
nities include IT professionals, political groups, entertainment fans, etc.. The IT

1
www.twitter.com

2
http://www.weibo.com

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 1–16, 2014.
c© Springer International Publishing Switzerland 2014
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community covers topics such as technology, science, etc.. The political commu-
nity covers topics such as welfare, budget, etc.. A user who is associated with a
topical community will therefore adopt topics from the interest of the commu-
nity. The members of these communities may not be socially connected to one
another. Hence, when modeling users on social media, we have to consider both
the user’s personal interests and his topical communities.

In this work, we aim to model topical communities as well as users’ topical
interests in microblogging data. We want to consider different topical communi-
ties, and also to learn topical interests of each user and her dependence on the
topical communities to generate content.

A simple way to identify the topical communities is first performing topic
modeling on the set of tweets using one of existing models (e.g., LDA [4]) to
find out topical interests of the users, then assign the most common topics of all
the users to be the topical communities’ topics. Such an approach however does
not allow us to distinguish between multiple topical communities, nor allow each
topical community to have multiple topics. It also does not allow us to quantify,
for each user, the degree in which the user depends on topical communities in
generating content. We therefore propose to jointly model user topical interests
and topical communities’ interests in a same framework where each user has
a parameter controling her bias towards generating content based on her own
interests or based on the topical communities.

Our main contributions in this work consist of the following.

– We propose a probabilistic graphical model, called Topical Communities and
Personal Interest model (abbreviated as TCPI), for modeling topics and top-
ical communities, as well as modeling users’ topical interests and their depen-
dency on the topical communities in generating content.
– We develop a sampling method to infer the model’s parameters. We further
develop a regularization technique to bias the model to learn more semantically
clear topical communities.
– We apply TCPI model on two Twitter datasets and show that it significantly
outperforms other state-of-the-art models in modeling tweet generation task.
– An empirical analysis of topics and topical communities for the two datasets
has been conducted to demonstrate the efficacy of the TCPI model.

The rest of the paper is organized as follows. We first discuss the related works
on modeling topics in social media in Section 2. We then present our proposed
model in detail in Section 3. Next, we describe two experimental datasets and
report results of experiments in applying the proposed model on the two dataset
in Section 4. Finally, we give our conclusions and discuss future work in Section 5.

2 Related Work

In this section, we review previous works that are closely related to our work.
These works fall into two categories: (i) the works on analyzing topics in mi-
croblogs, and (ii) works on analyzing communities in social networks.
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2.1 Topic Analysis

Michelson et. al. first examined topical interests of Twitter users by analyzing
the named entities mentioned in their tweets [16]. Hong et. al. then conducted an
empirical study on different ways of performing topic modeling on tweets using
the original LDA model [9] and Author-topic model [21]. They found that topic
learnt from documents formed by aggregating tweets posted by the same users
may help to significantly improve some user profiling tasks. Similarly, Mehrotra
et. al. investigated different ways of forming documents from tweets in order
to improve the performance of LDA model for microblogging data [15]. They
found that grouping the tweets containing the same hashtags may lead to a
significant improvement. Using the same approach, Ramage et. al proposed to
use Supervised LDA model [20] to model topics of tweets where each tweet is
labeled based on linguistic elements (e.g., hashtags, emoticons, and question
marks, etc.) contained in the tweet; and Qiu et. al. proposed to jointly modeling
topics of tweets and their associated posting behaviors (i.e., tweet, retweet, or
reply) [19]. Lastly, the work by Zhao et. al. [30] is particularly close to our
work. In this work, the authors proposed TwitterLDA topic model, which is
considered as state-of-the-art topic model for microblogging data. TwitterLDA
is a variant of LDA, in which: (i) documents are formed by aggregating tweets
posted by the same users; (ii) a single background topic is assumed; (iii) there
is only one common topic for all words in each tweet; and (iv), each word in a
tweet is generated from either the background topic or the user’s topic. The plate
notation of TwitterLDA model is shown in Figure 1 (a), and it’s generative
process is as follows.

– Sample the background topic φB ∼ Dirichlet(β)
– For each k = 1, · · · ,K, sample the k-th topic φk ∼ Dirichlet(β)
– Sample the dependence on background topic μ ∼ Beta(ρ)
– For each user u, sample u’s topic distribution θu ∼ Dirichlet(α)
– Generate tweets for the user u: for each tweet t that u posts:
1. Sample topic for the tweet zt ∼ Multinomial(θu)
2. Sample the tweet’s words: for each word wt,n at slot n:

• Sample yt,n ∼ Bernoulli(μ)
• If yt,n = 0, sample from background topic: wt,n ∼ Multinomial(φB);
else (yt,n = 1), sample from topic zt: wt,n ∼ Multinomial(φzt)

TwitterLDA model however does not consider multiple background topics, and
impractically assume that all users have the same dependency on the unique
background topic (as the paramter μ is common for all the users).

It is important to note that our work is similar but not exactly the same with
works on finding global topics (e.g., [10,23]). Global topics are shared by all the
users and not specific for any community. On the other hand, topics of each
topical community is specific for the community, and are shared mostly by users
within the community.
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2.2 Community Analysis

Most of the early works on community analysis in social networks are finding
social communities based on social links among the users. For example, Newman
proposed to discover social communities by finding a network partition that
maximizes a measure of “compactness” in community structure calledmodularity
[18]; Airoldi et. al. proposed a statistical mixed membership model [1]. There are
also works on finding topical communities based on user generated content (e.g.,
[31,23]), and users’ attributes and interest affiliations (e.g., [24,26,27]). Ding et.
al. conducted an empirical study showing that social community structure of a
social network may significantly be different from topical communities discovered
from the same network [5]. Moreover, most of existing works on analyzing topical
community do not differentiate users’ personal interests from those of topical
communities. They assume that a user’s topical interests is determined purely
based on her topical communities’ interests. This assumption is not practical
when applying for microblogging users since they express interest in a vast variety
of topics of daily life, and their interests are therefore not always determined by
their topical communities.

Lastly, it is also important to note that our work is different from works on
finding topical interests of social communities (e.g., [28,22]). Topical interests
of each social community includes most common topics shared by users within
the community, and hence may not specific for the community, i.e., two different
social communities may have the same topical interests. On the other hand, each
topical community is uniquely determined based on its topical interests: different
topical communities have significantly different topical interests.

3 Topical Community and Personal Interest Model

3.1 Assumptions

Our model relies on the assumptions that: (i) users generate content topically;
and (ii) users generate content according either to their personal interests or some
topical communities. The first assumption suggests that, for each user, there is
always an underlying topic explaining content of the every tweet she posts. The
second assumption suggests that, while different users generally have different
personal topical interests, their generated content also share some common topics
of the topical communities the users belong to. For example, most of the users
tend to tweet about daily activities and entertainment although these topics may
not represent their real personal interest. During an election campaign, a user
who is not personally interested in politics, may still tweet more about political
topics as she follows the prevalent topical community of interests in political
topics. Hence, to model users’ content accurately, it is important to determine
topical communities as well as their own personal interests.

3.2 Generative Process

Based on the assumptions as presented above, we propose the TCPI model to
model user generated tweet from a vocabulary V . The TCPI model has K latent
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Fig. 1. Plate notation for: (a) TwitterLDA and (b) TCPI models

topics, where each topic k has a multinomial distribution φk over the vocabulary
V . To capture the topical communities, the TCPI model assumes that there are
C topical communities, where each community c has a multinomial distribution
σc over the K topics. Each user u also has a personal topic distribution θu over
the K topics and a community distribution πu over the C topical communities.
Moreover, each user has a dependence distribution μu which is a Bernoulli distri-
bution indicating how likely the user tweets based on her own personal interests
(μ0

u) or based on the topical communities (μ1
u = 1−μ0

u). Lastly, we assume that
θu, πu, σ, and φ have Dirichlet priors α, τ , η, and β respectively, while μu has
Beta prior ρ.

In TCPI model, we assume the following generative process for all the posted
tweets. To generate a tweet t for user u, we first flip a biased coin yu,t (whose bias
to head up is μ0

u) to decide if the tweet is based on u’s personal interests, or based
on one of the topical communities u belongs to. If yu,t = 0, we then choose the
topic zt for the tweet according to u’s topic distribution θu. Otherwise, yu,t = 1,
we first choose a topical community c according to u’s community distribution
πu, then we choose zt according to the chosen community’s topic distribution
σc. As tweets are short with no more than 140 characters, we assume that each
tweet has only one topic. Once the topic zt is chosen, words in t are then chosen
according to the topic’s word distribution φzt . In summary, the TCPI model
has the plate notation as shown in Figure 1 (b) and the generative process as
follows.

– For each k = 1, · · · ,K, sample the k-th topic φk ∼ Dirichlet(β)
– For each c = 1, · · · , C, sample the c-th community’s topic distribution σc ∼
Dirichlet(η)
– For each user u
1. Sample u’s topic distribution θu ∼ Dirichlet(α)
2. Sample u’s community distribution πu ∼ Dirichlet(τ)
3. Sample u’s dependence distribution μu ∼ Beta(ρ)

– Generate tweets for the user u: for each tweet t that u posts:
1. Sample yu,t ∼ Bernoulli(μu)
2. Sample topic for the tweet: if yu,t = 0, sample z ∼ Multinomial(θu); if

yu,t = 1, sample a community c ∼ Multinomial(πu), then sample zt ∼
Multinomial(σc)
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Fig. 2. Probabilities used in jointly sampling coin and topical community for
tweet tij without regularization

3. Sample the tweet’s words: for each word slot n, sample the word wt,n ∼
Multinomial(φzt)

3.3 Model Learning

Consider a set of microblogging users together with their posted tweets, we now
present the algorithm for performing inference in the TCPI model. We use U to
denote the number of users and useW to denote the number of words in the tweet
vocabulary V . We denote the set of all posted tweets in the dataset by T . For
each user ui, we denote her j-th tweet by tij . For each posted tweet tij , we denote

Nij words in the tweet by wij
1 , · · · , wij

Nij
respectively, and we denote the tweet’s

topic, coin, and topical community (if exists) by zij , y
i
j , and cij respectively. Lastly,

we denote the bag-of-topics, bag-of-coins, and bag-of-topical communities of all
the posted tweets in the dataset by Z, Y, and C respectively.

Due to the intractability of LDA-based models [4], we make use of sampling
method in learning and estimating the parameters in the TCPI model. More
exactly, we use a collapsed Gibbs sampler ([14]) to iteratively and jointly sample
the latent coin and latent topical community, and sample latent topic of every
posted tweet as follows.

For each posted tweet tij , the j-th tweet posted by user ui, we use Y−tij
, C−tij

,

Z−tij
to denote the bag-of-coins, bag-of-topical communities and bag-of-topics,

respectively, of all other posted tweets in the dataset except the tweet tji . Then
the coin yij and the topical community cij of tij are jointly sampled according to

equations in Figure 2, and the topic zij of t
i
j is sampled according to equations in

Figure 3. Note that when yij = 0, we do not have to sample cij , and the current cij
(if exists) will be discarded. In these equations, ny(c, u, C) records the number of
times the coin y is observed in the set of tweets of user u for the bag-of-coins Y.



On Joint Modeling of TCPI in Microblogs 7

p(zij = z|yi
j = 0, T ,Y−tij

, C,Z−tij
, α, β, τ, η, ρ) ∝

∝
nzu(z, ui,Z−tij

) + αz

K∑

k=1

(
nzu(k, ui,Z−tij

) + αk

)
·
Nij∏

n=1

nw(wij
n , z,Z−tij

) + β
zw

ij
n

W∑

v=1

(
nw(v, z,Z−tij

) + βzv

) (3)

p(zij = z|yi
j = 1, T ,Y−tij

, C,Z−tij
, α, β, τ, η, ρ) ∝

∝
nzc(z, c

i
j ,Z−tij

, C−tij
) + ηcijz

K∑

k=1

(
nzc(k, cij ,Z−tij

, C−tij
) + αcijk

)
·
Nij∏

n=1

nw(wij
n , z, T−tij

,Z−tij
) + β

zw
ij
n

W∑

v=1

(
nw(v, z, T−tij

,Z−tij
) + βzv

) (4)

Fig. 3. Probabilities used in sampling topic for tweet tij without regularization

Similarly, nzu(z, u,Z) records the number of times the topic z is observed in the
set of tweets of user u for the bag of topics Z; nzc(z, c,Z, C) records the number
of times the topic z is observed in the set of tweets that are tweeted based on the
topical community c by any user for the bag-of-topics Z and the bag-of-topical
communities C; ncu(c, u, C) records the number of times the topical community c
is observed in the set of tweets of user u; and nw(w, z, T ,Z) records the number
of times the word w is observed in the topic z for the set of tweets T and the
bag-of-topics Z.

In the right hand side of Equation 1: (i) the first term is proportional to the
probability that the coin 0 is generated given the priors and (current) values of
all other latent variables (i.e., the coins, topical communities (if exist), and topics
of all other tweets); and (ii) the second term is proportional to the probability
that the (current) topic zij is generated given the priors, (current) values of all
other latent variables, and the chosen coin. Similarly, in the right hand side of
Equation 2: (i) the first term is proportional to the probability that the coin 1 is
generated given the priors and (current) values of all other latent variables; (ii)
the second term is proportional to the probability that the topical community c
is generated given the priors, (current) values of all other latent variables, and
the chosen coin; and (iii) the third term is proportional to the probability that
the (current) topic zij is generated given the priors, (current) values of all other
latent variables, and the chosen coin as well as the chosen community.

The terms in the right hand side of Equations 3 and 4 respectively have the
similar meaning with those of Equations 1 and 2.

3.4 Sparsity Regularization

As we want to differentiate users’ tweets based on personal interests from topical
communities and to differentiate one topical community from the others, we
would prefer a clear distinction among these latent factors. In other words, we
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want topical communities’ topic distributions and users’ topic distributions to
be skewed on different topics, and topical communities’ topic distribution to be
also skewed on different topics. More exactly, in estimating parameters in the
TCPI model, we need to obtain sparsity in the following distribution.

– Topic specific coin distribution p(y|z) where y is a coin and z is a topic: the
sparsity in this distribution is to ensure that each topic z is mostly covered by
either users’ personal interests or topical communities.
– Topic specific topical community distribution p(c|z) where c is a topical com-
munity and z is a topic: the sparsity in this distribution is to ensure that each
topic z is mostly covered by one or only a few topical communities.

To obtain the sparsity mentioned above, we use the pseudo-observed vari-
able based regularization technique proposed by Balasubramanyan et. al. [2] as
follows.

Topic Specific Coin Distribution Regularization. Since the topic specific
coin distributions are determined by both coin and community joint sampling
and topic sampling steps, we regularize both these two steps to bias the distri-
butions to expected sparsity.

In Coin and Topical Community Joint Sampling Steps. In each coin
and topical community sampling step for the tweet tij , we multiply the right
hand side of equations in Figure 2 with a corresponding regularization term
RtopCoin-C&C(y|zij) which is computed based on empirical entropy of p(y|zij) as
in Equation 5.

RtopCoin-C&C(y|zij) = exp

(
−

(
Hyi

j=y

(
p(y′|zij)

)
− μtopCoin

)2

2σ2
topCoin

)
(5)

Fig. 4. Topic specific coin distribution regularization terms used in sampling
coin and/or topical community for tweet tij

In Topic Sampling Steps. In each topic sampling step for the tweet tij , we
multiply the right hand side of equations in Figure 3 with a corresponding regu-
larization termRtopCoin-Topic(z|tij) which is computed based on empirical entropy
of p(y|z) as in Equation 6.

In Equations 5, Hyi
j=y

(
p(y′|zij)

)
is the empirical entropy of p(y′|zij) when

yij = y. Similarly, in Equations 6, for each topic z′, Hzi
j=z

(
p(y|z′)

)
is the empir-

ical entropy of p(y|z′) when zij = z. The two parameters μtopCoin and σtopCoin is
respectively the expected mean and expected variance of the entropy of p(y|z).
These expected mean and expected variances are pre-defined parameters. Obvi-
ously, with a low expected mean μtopCoin, these regularization terms (1) increase
weight for values of y, c, and z that give lower empirical entropy of p(y|z), and
hence increasing the sparsity of these distributions; but (2) decrease weight for
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Fig. 5. Topic specific coin distribution regularization terms used in sampling
topic for tweet tij
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Fig. 6. Topic specific topical community distribution regularization terms
used in sampling coin and/or topical community for tweet tij

RtopComm-Topic(z|tij) = exp

(
−

K∑
z′=1

[(Hzi
j=z

(
p(c|z′)

)
− μtopComm
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2σ2
topComm
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(8)

Fig. 7. Topic specific topical community distribution regularization terms
used in sampling topic for tweet tij

values of y, c, and z that give higher empirical entropy of p(y|z), and hence
decreasing the sparsity of these distributions.

Topic Specific Topical Community Distribution Regularization. Simi-
larly, since the topic specific topical community distributions are determined by
both coin and topical community joint sampling and topic sampling steps, we
regularize both these two steps to bias the distributions to expected sparsity.

In Coin and Topical Community Joint Sampling Steps. In each coin and
topical community sampling step for the tweet tij , we also multiply the right
hand side of equations in Figure 2 with a corresponding regularization term
RtopComm-C&C(y, c|zij) which is computed based on empirical entropy of p(c′|zij)
as in Equation 7.

In Topic Sampling Steps. In each topic sampling step for the tweet tij , we
also multiply the right hand side of equations in Figure 3 with a corresponding
regularization term RtopComm-Topic(z|tij) which is computed based on empirical
entropy of p(c|z) as in Equation 8.

In Equations 7, Hyi
j=y,cij=c

(
p(c′|zij)

)
is the empirical entropy of p(c′|zij) when

yij = y and cij = c. Similarly, in Equations 8, for each topic z′, Hzi
j=z

(
p(c|z′)

)
is the empirical entropy of p(c|z′) when zij = z. The two parameters μtopComm

and σtopComm is respectively the expected mean and expected variance of the
entropy of p(c|z). These expected mean and expected variances are pre-defined
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Table 1. Statistics of the experimental datasets

Dataset SE Two-Week
#user 14,595 24,046
#tweets 3,030,734 3,181,583

parameters. Obviously, with a low expected mean μtopComm, these regularization
terms (1) increase weight for values of y, c, and z that give lower empirical
entropy of p(c|z), and hence increasing the sparsity of these distributions; but
(2) decrease weight for values of y, c, and z that give higher empirical entropy
of p(c|z), and hence decreasing the sparsity of these distributions.

In our experiments, we used sampling method with the above regularization
setting μtopCoin = μtopComm = 0, σtopCoin = 0.3, σtopComm = 0.5. We also used
symmetric Dirichlet hyperparameters with α = 50/K, β = 0.01, ρ = 2, τ = 1/C,
and η = 50/K. Given the input dataset, we train the model with 600 iterations
of Gibbs sampling. We took 25 samples with a gap of 20 iterations in the last
500 iterations to estimate all the hidden variables.

4 Experimental Evaluation

4.1 Datasets

Using snowball sampling, we collected the following two datasets for evaluating
the TCPI model.

SE Dataset. This dataset is collected from a set of Twitter users who are
interested in technology, and particularly in software development. To construct
this dataset, we first utilized 100 most influential software developers in Twitter
provided in [12] as the seed users. These are highly-followed users who actively
tweet about software engineering topics, e.g., Jeff Atwood3, Jason Fried4, and
John Resig5. We further expanded the user set by adding all users following at
least five seed users. Lastly, we took all tweets posted by these users from August
1st to October 31st, 2011 to form the first dataset, called SE dataset.

Two-Week Dataset. The second dataset is a large corpus of tweets collected
just before the 2012 US presidential election. To construct this corpus, we first
manually selected a set of 56 seed users. These are highly-followed and politics
savy Twitter users, including major US politicians, e.g., Barack Obama, Mitt
Romney, and Newt Gingrich; well known political bloggers, e.g., America Blog,
Red State, and Daily Kos; and political desks of US news media, e.g., CNN Poli-
tics, and Huffington Post Politics. The set of users was then expanded by adding
all users following at least three seed users. Lastly, we used all the tweets posted

3
http://en.wikipedia.org/wiki/Jeff_Atwood

4
http://www.hanselman.com/blog/AboutMe.aspx

5
http://en.wikipedia.org/wiki/John_Resig

http://en.wikipedia.org/wiki/Jeff_Atwood
http://www.hanselman.com/blog/AboutMe.aspx
http://en.wikipedia.org/wiki/John_Resig
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Fig. 8. Loglikelihood and Perplexity of TwitterLDA and TCPI in: ((a) and (b)) SE,
and ((c) and (d)) Two-Week datasets

by these users during the two week duration from August 25th to September
7th, 2012 to form the second dataset, known as the Two-Week dataset.

We employed the following preprocessing steps to clean both datasets. We
first removed stopwords from the tweets and filtered out tweets with less than 3
non stop-words. Next, we excluded users with less than 50 (remaining) tweets.
This minimum thesholds are necessary so that, for each user, we have enough
number of tweet observations for learning both influence of the user’s personal
interests and that of the topical communities in tweet generation.

Table 1 shows the statistics of the two datasets after the preprocessing steps.
As shown in the table, the two datasets after filtering are still large, with about
200 tweets per user in SE dataset; and 120 tweets per user in Two-Week
dataset. This allows us to learn the latent factors accurately.

4.2 Evaluation Metrics

To examine the ability of TCPI model in modeling tweet generation, we com-
pare TCPI with TwitterLDA model. We adopt likelihood and perplexity for
evaluating the two models. For each user, we randomly selected 90% of tweets of
the user to form a training set, and use the remaining 10% of the tweets as the
test set. We then learn the TCPI and TwitterLDA models using the training
set, and using the learnt models to generate the test set. Lastly, for each model,
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we compute the likelihood of the training set and perplexity of the test set. The
model with a higher likelihood, or lower perplexity is considered better for the
task.

4.3 Performance Comparison

Figures 8 (a) and (b) show the performance of TwitterLDA and TCPI models
in topic modeling on SE dataset. Figures 8 (c) and (d) show the performance
of the models on Two-Week dataset. As expected, larger number of topics K
gives larger likelihood and smaller perplexity, and the amount of improvement
diminishes as K increases. The figures show that: (1) TCPI significantly outper-
forms TwitterLDA in topic modeling task; and (2) TCPI is robust against the
number of topical communities as its performance does not significantly change
as we increase the number of the communities from 1 to 5.

4.4 Background Topics and Topical Communities Analysis

We now examine the background topics and topical communities found by the
TwitterLDA and TCPI models respectively. Considering both time and space
complexities, and since it is not practical to expect a large number of topics
falling in topical communities, we set the number of the topical communities in
TCPI model to 3, and set the number of topics in both models to 80.

Table 2. Top words of background topic found in SE dataset by TwitterLDA
model

life,making,video,blog,change,reading,job,home,thought,line
team,power,game,business,money,friends,talking,starting,month,company

Table 3. Top topics of topical communities found in SE dataset by TCPI model

Community Community Top topics
Id Label Topic Id Topic Label Probability

0
Daily life 61 Daily stuffs 0.535

79 Traveling 0.086
25 Food and drinks 0.063

1
Apple’s 50 iOS 0.274
product 74 Networking services 0.146

37 iPhone and iPad 0.091

2
Software 24 Programming 0.614

development 9 Conference and meeting 0.105
15 Operating systems 0.056

Table 2 shows the top words of the background topic found by TwitterLDA
model in SE dataset, and Table 3 shows the top topics of each topical com-
munity found by TCPI. Note that, other than background topic, the labels of
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Table 4. Top words of topics found in SE dataset by TCPI model

9
Conference conference,meeting,team,weekend,code,session,home

and event,book,friends,friday,coffee,room,folks
meeting lunch,presentation,job,slides,minutes,beer

15
Operating windows,linux,mac,laptop,ubuntu,server,machine
sytems desktop,running,computer,systems,usb,ssd,lion

software,#linux,apple,macbook,installing,win8,power

24
Program- code,javascript,git,ruby,java,github,rails,data,api,server,tests

ming php,node,python,language,blog,simple,programming,testing,files

25
Food and coffee,eating,chicken,dinner,cream,ice,lunch,beer
drinks cheese,bacon,chocolate,breakfast,recipe,delicious

pizza,salad,wine,pumpkin,bread,butter

37
iPhone and iphone,apple,ipad,event,ipod,video,ios,retina,macbook,#apple,screen

iPad #iphone5,mac,battery,lightning,camera,connector,imac,nano,price

50 iOS
mac,ios,iphone,windows,chrome,apple,lion,ipad,google,screen,mountain
android,text,safari,version,browser,itunes,desktop,keyboard,tweetbot

61
Daily home,kids,house,#fb,life,coffee,dog,car,wife,room
stuffs bed,thought,cat,playing,wearing,making,music,baby,friends,weekend

74
Networking email,facebook,google,spam,emails,page,blog,service,link,gmail
services password,mail,users,linkedin,api,inbox,client,links,message,user

79 Traveling
home,train,san,city,ride,bike,airport,weather,car,bus,rain
weekend,francisco,traffic,london,road,minutes,heading,#fb,plane

other topics are manually assigned after examining the topics’ top words (shown
in Tables 4) and top tweets. For each topic, the topic’s top words are the words
having the highest likelihoods given the topic, and the topic’s top tweets are the
tweets having the lowest perplexities given the topic. The label of each topical
community is also manually assigned based on examining the community’s top
topics. The tables show that: (i) the background topic found by TwitterLDA
model is not sematically clear; and (ii) the topical communitiess and their ex-
treme topics found by TCPI model are both semantically clear and reasonable.
In SE dataset, other than Daily life community as reported in [11], it is expected
that professional communities Software Development and Apple’s product exist
in the dataset as most of its users are working in IT industry. This agrees with
the findings by Zhao et. al. [29] that people also use Twitter for gathering and
sharing useful information relevant to their profession.

Table 5. Top words of background topic found in Two-Week dataset by Twit-
terLDA model

life,making,home,america,called,house,change,thought,video,talking
line,american,money,country,job,obama,friends,fact,lost,hell

Similarly, Table 5 shows the top words of the background topic found by
TwitterLDA model in Two-Week dataset, and Table 6 shows the top topics
of each topical community found by TCPI model. Again, the topics’ labels are
manually assigned after examining the topics’ top words (shown in Tables 7)
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Table 6. Top topics of topical communities found in Two-Week dataset by TCPI
model

Community Community Top topics
Id Label Topic Id Topic Label Probability

0

Daily life 1 Daily stuffs 0.622

32
Happenings in

0.062
DNC and RNC 2012

25 Food and drinks 0.052

1

Republicans’ 10 Republican candidates 0.210
activities

32
Happenings in

0.196
DNC and RNC 2012

0 Presidential candidates’ speeches 0.066

2
Campaigning 0 Presidential candidates’ speeches 0.203

speeches 18 Speeches at DNC 2012 0.175
16 Goverment and people 0.108

Table 7. Top words of topics found in Two-Week dataset by TCPI model

0
Presidential obama,romney,gop,media,lies,speech,party,ryan
candidates fact,#dnc2012,#tcot,convention,dems,truth
speeches republicans,facts,mitt,democrats,campaign,liberal

1
Daily life,home,kids,class,mom,house,car,bed,god,friends,room
stuffs thought,baby,weekend,friend,person,family,hair,game,dog

10
Republican romney,#gop2012,mitt,#rnc2012,speech,#rnc,ann,ryan
candidates christie,america,paul,obama,president,chris

rubio,#romneyryan2012,#tcot,american,convention,condi

16
Goverment america,obama,government,god,party,country,american

and #tcot,freedom,rights,democrats,#dnc2012,americans,gop
people gop,constitution,liberty,nation,war,power,states

18
Speeches at obama,#dnc2012,#tcot,biden,#dnc,joe,dnc
DNC 2012 clinton,#dncin4words,speech,#p2,america,president,bill

bill,romney,god,michelle,barack,chair,dems

25
Food and coffee,chicken,ice,cream,eating,dinner,cheese,beer,lunch,bacon
drinks chocolate,breakfast,pizza,wine,#dnc,salad,milk,ate,making,home

32
Hapenning in #dnc2012,#gop2012,convention,#rnc2012,speech,#rnc
DNC and romney,obama,rnc,#dnc,dnc,tampa,ryan
RNC 2012 gop,stage,mitt,biden,charlotte,paul,music

and top tweets; and the communities’ labels are also manually assigned based
on examining the communities’ top topics. Also, the tables show that: (i) the
background topic found by TwitterLDA model is not sematically clear; and (ii)
the topical communities and their extreme topics found byTCPImodel are both
semantically clear and reasonable. In Two-Week dataset, other than Daily life,
it is expected that political communities Republicans’ activities, and Campaining
speeches exist in the dataset as it was collected during a politically active period
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with many political events related to the American 2012 presidential election,
e.g., the national conventions of both democratic (DNC 20126) and republican
(RNC 20127) parties.

5 Conclusion

In this paper, we propose a novel topic model called TCPI for simultaneously
modeling topical communities and users’ topical interests in microblogging data.
Our model differentiates users’ personal interests from their topical communities
while learning both the two set of latent factors at the same time. We also
report experiments on two Twitter datasets showing the effectiveness of the
proposed model. TCPI is shown to outperform TwitterLDA, another state-of-
the-art topic model for modeling tweet generation.

In the future, we would like to consider the scalability of the proposed model.
Possible solutions for scaling up the model are approximated and distributed im-
plementations of Gibbs sampling procedures [17], and stale synchronous parallel
implementation of variational inference procedures [7]. Moreover, it is poten-
tially helpful to incorporate prior knowledge into the proposed model. Examples
of the prior knowledge are topic indicative features [3], and groundtruth com-
munity labels for some users [25,8].

Acknowledgements.This research is supported by the Singapore National Re-
search Foundation under its International Research Centre @ Singapore Funding
Initiative and administered by the IDM Programme Office, Media Development
Authority (MDA).
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Abstract. Judgment aggregation investigates the problem of how to
aggregate several individuals’ judgments on some logically connected
propositions into a consistent collective judgment. The majority of work
in judgment aggregation is devoted to studying impossibility results, but
the relationship between the (social) dependencies that may exist be-
tween voters and the outcome of the voting process is traditionally not
studied. In this paper, we use techniques from social network analysis
to characterize the relations between the individuals participating in a
judgment aggregation problem by analysing the similarity between their
judgments in terms of social networks. We obtain a correspondence be-
tween a voting rule in judgment aggregation and a centrality measure
from social network analysis and we motivate our claims by an empirical
analysis. We also show how large social networks can be simplified by
grouping individuals with the same voting behavior.

1 Introduction

Social choice theory studies the problem how to reach collective consent be-
tween a group of people in the area of economic theory. It includes among others
voting theory, preference aggregation and judgment aggregation. Judgment ag-
gregation is the most recent formal theory of social choice, which investigates
how to aggregate individual judgments on logically related propositions to a
group judgment on those propositions. Examples of groups that need to aggre-
gate individual judgments are expert panels, legal courts, boards, and councils.
The problem of aggregating judgments gained popularity in the last ten years,
since it has been shown to be general in the sense that both voting theory and
preference aggregation are subsumed by it [16]. The majority of work in judg-
ment aggregation is devoted to studying impossibility results similar to the work
in preference aggregation by Arrow [1,15], leading to the development of a large
number of aggregation rules such as majority outcome, premise-based aggrega-
tion, and conclusion-based aggregation [16]. These rules are all concerned with
the general problem of selecting outputs that are consistent or compatible with
individual judgments [11]. However, the relation between the (social) dependen-
cies that may exist between the voters and the outcome of the voting scenario
is traditionally not studied.

Arguably, there may exist (social) relationships between the individuals that
can have an influence on their individual judgments, and consequently on the

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 17–33, 2014.
c© Springer International Publishing Switzerland 2014
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aggregated outcome. For instance, a subgroup of the individuals can be close
friends and therefore vote alike, or an individual in the group may be a dom-
inant person and thus may influence the voting behavior of other voters. A
representation of the social structure of a judgment aggregation problem makes
it possible to identify influential voters in the entire group or in a subgroup of
voters. This information can be useful for different purposes. Firstly, it can be
used to determine the outcome of the voting process, simply by looking at what
voters have a central position in the voting process and deriving the outcome
from these voters. Secondly, it can be used to detect cartels in voting scenarios.
A cartel is a formal, explicit agreement among competing firms. It is a formal
organization of producers and manufacturers that agree to fix prices, marketing,
and production. Finally, the social dependencies may allow one to simplify the
voting problem by reducing the number of voters to the most important ones.

It does not seem obvious to extract such information from a judgment ag-
gregation scenario, merely by relying on the tools that judgment aggregation
offers. However, we believe that a possible natural solution to this problem can
be provided by using techniques from social network analysis (SNA) to derive
dependencies between voters. SNA views social relationships in terms of graph
theory, consisting of nodes (representing individuals within the network) and ties
(which represent relationships between the individuals, such as friendship, kin-
ship, organisational position, sexual relationships, etc.) [21,4]. These networks
are often depicted in a social network diagram, where nodes are represented as
points and ties are represented as lines. The centrality of vertices, or the identifi-
cation of which vertices are more ”central” than others, is a key issue in network
analysis.

In this paper, we explore the possibility to apply SNA to judgment aggrega-
tion by systematically translating a judgment aggregation problem to a social
network. This social network reflects the agreement between voters derived from
their judgments on the issues in the judgment aggregation problem. We analyse
this network using the degree centrality measure, which is arguably the most
well-known measure of node centrality from SNA. We formally prove an equiva-
lence between the “average voter” voting rule in judgment aggregation and the
degree centrality measure, showing that the social network can be used as an
instrument to decide on a consistent and compatible outcome in the voting pro-
cess. We motivate our claim with an experimental analysis, indicating that by
varying the parameters of the centrality measure, we are able to fine-tune the
outcome of the voting process. Finally, we show that large networks with many
voters and few issues can be simplified significantly by clustering individuals
that vote the same.

The paper is organised as follows: We start by discussing related work in Sec-
tion 2. In Section 3 we introduce the basic notions of judgment aggregation and
two voting rules, and we introduce basic terminology from social network analy-
sis in Section 4. In Section 5 we show how we can systematically obtain a social
network from a judgment aggregation problem using simple matrix operations.
We use this method in Section 6, where we show a correspondence between a



Bridging Social Network Analysis and Judgment Aggregation 19

centrality measure on the graph and a voting rule in judgment aggregation. Em-
pirical results are discussed in Section 7 and we show how to simplify the social
networks in Section 8.

2 Related Work

There is substantial research in social science showing that social dependencies
exist between voters and that this can have an influence on the outcome of the
voting process. For instance, Gerber et al. [9] performed a large-scale field ex-
periment involving several hundred thousand registered voters, demonstrating
the profound importance of social pressure as an inducement to political par-
ticipation. Nickerson [19] performs two field experiments showing that within
households, 60% of the propensity to vote is passed onto the other member of
the household. This suggests a mechanism by which civic participation norms
are adopted and couples grow more similar over time. Kenny [12] uses survey
responses from the 1984 South Bend study to model the relationship between
political discussion partners. Again, the evidence indicates that certain types of
both individually based and socially based participation are affected by those in
the immediate social environment.

Possibly caused by the recent popularity of online social networks such as
Facebook, Twitter, LinkIn, Pinterest, and others, most recent research combin-
ing social choice theory with social network analysis pursues in the opposite
direction from ours. Social networks are taken as the starting point and one in-
vestigates to what extent fair and consistent voting can be implemented on such
networks. For instance, both Salehi-Abari and Boutilier [22] as well as Boldi
et al. [2] study how members of a social network derive utility based on both
their own preferences and the satisfaction of their neighbors. Here, users can
only express their preferences for one among the people they are explicitly con-
nected with, and this preferences can be propagated transitively. Both Lerman
and Galstyan [13] and Lerman and Ghosh [14] study the role of social networks
in promoting content on Digg, a social news aggregator that allows users to
submit links to and vote on news stories. Their results suggest that pattern of
the spread of interest in a story on the network is indicative of how popular the
story will become.

There is significantly less work trying to obtain social networks from social
choice problems. Endriss and Grandi [5] investigate the problem of graph aggre-
gation, where individuals do not give a judgment over alternatives, but instead
provide a directed graph over a common set of vertices. Judgment aggregation
reduces then to computing a single graph that best represents the information in-
herent in this profile of individual graphs. This is considerably different from our
work, since we obtain a graph from the dependencies between voters, assuming
that voters give a judgment over alternatives.



20 S. Colombo Tosatto and M. van Zee

3 Judgment Aggregation

In this section we recall the framework of judgment aggregation [16,24]. The
problem is formulated as binary aggregation with integrity constraints, which is
equivalent to judgment aggregation when the individual judgments are complete
and consistent [10]. We also define several voting rules that we use throughout
the paper.

3.1 Basic Definitions

A judgment aggregation problem consists of a set of individuals having to ag-
gregate their preferences over a set of issues. The preferences of each individual
are expressed by saying either yes or no for each of the issues proposed.

Let N = {1, 2, . . . , n} be a finite set of individuals, and let I = {1, 2, . . . ,m}
be a finite set of issues. We want to model collective decision making problems
where the group of individuals N have to jointly decide for which issues in I
to choose ”yes” and for which to choose ”no”. A ballot B ∈ {0, 1}m associates
either 0 (“no”) or 1 (“yes”) with each issue in I. We write Bj for the jth element
of B. Thus, Bj = 1 denotes that the individual has accepted the jth issue, and
Bj = 0 denotes that the individual has rejected it.

In general, not every possible ballot might be a feasible or rational choice. For
instance, if the issues are tasks that are to be executed by a group of people,
then a task constraint might mean that deciding to execute certain tasks makes
it impossible to execute other tasks.

Formally, let PS = {p1, . . . , pm} be a set of propositional symbols, one for
each issue I. An integrity constraint is a formula IC ∈ LPS , where Lps is
obtained from PS by closing under the standard propositional connectives. Let
Mod(IC) ⊆ {0, 1}m denote the set of models of IC, i.e. the set of rational ballots
satisfying IC.

A profile is a vector of rational ballots B = (B1, . . . , Bn) ∈ Mod(IC)n, con-
taining one ballot for each individual. We write Bij to denote the ith individual’s
choice about the jth issue, i.e. the jth choice of ballot Bi. Since ballots are vec-
tors themselves, we can consider B as a matrix of size n×m. The support of a
profile B = (B1, . . . , Bn) is the set of all ballots that occur at least once within
B:

Supp(B) = {B1} ∪ . . . ∪ {Bn}.

A Voting Rule F : {0, 1}m×n → 2{0,1}
m

is a function that maps each profile B
to a set of ballots. This means that an aggregation rule can have one or multiple
outcomes, also called an irresolute voting rule. A voting rule is called collectively
rational when all outcomes satisfy the integrity constraints.

One of the most well-known voting rules is the (weak) majority rule, which
accepts an issue if a weak majority accepts it:

Maj(B)j = 1 iff |{i ∈ N | Bij = 1}| ≥
⌈n
2

⌉
.



Bridging Social Network Analysis and Judgment Aggregation 21

Example 1. Suppose the following judgment aggregation scenario consisting of
six individuals (a, b, c, d, e, f) voting on an agenda composed of four issues
(p, q, r, z). The agenda is subject to the following integrity constraint: IC =
(p ∧ q ∧ r) ⇔ z. The majority outcome is depicted in the last row.

Issue: p q r z
a 0 1 1 0
b 1 0 0 0
c 1 1 1 1
d 1 0 0 0
e 1 0 1 0
f 0 0 1 0

Maj 1 0 1 0

The Hamming distance between two ballots B = (B1, . . . , Bm) and B′ =
(B′

1, . . . , B
′
m) is defined as the sum of the amount of issues on which they differ:

H(B,B′) = |{j ∈ I | Bj 
= B′
j}|

For example, H((1, 0, 0), (1, 1, 1)) = 2. The Hamming distance between a bal-
lot B and a profile B is the sum of the Hamming distances between B and the
ballots in B:

H(B,B) =
∑
i∈N

H(B,Bi)

3.2 The Average Voter Rule

Endriss and Grandi [6] recently proposed the average voter rule, which reduces
the space of the possible outcomes to the ballots proposed by the voters. In this
way, the consistency of the outcome of the voting process is guaranteed, given
that all voters vote consistently. It was later shown by Grandi and Pigozzi [11]
that this rule satisfies several desirable properties.

Definition 1 (AVR). The average voter rule (AVR) is the voting rule that
selects those individual ballots that minimise the Hamming distance to the profile:

AV R(B) = argmin
B∈Supp(B)

H(B,B)

4 Social Network Analysis

A social network usually is represented as a graph. The vertices are the individ-
uals, and the edges represent the social connections. In this paper, we consider
the symmetric case where social networks are represented by undirected graphs.
An edge which joins a vertex to itself is called a loop. The number of edges that
are incident to a vertex is called the degree of a vertex. The neighborhood of a
vertex v is the set of all vertices adjacent to v.
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We denote a weighted network (or weighted graph) with G = (V,E,W ) with
the vertex set V (G) = {v1, . . . , vn}, edge set E, and weight matrixW , where each
edge e = (vi, vj) is labeled with a weight wij . We assume that if two vertices are
not connected, then there exists an edge of weight 0 connecting them. Since we
only consider undirected networks, wij = wji. We define the sum-weight si of a
vertex vi with si =

∑n
j=1 wij =

∑
u∈N(vi)

wviu, where N(vi) is the neighborhood

of vi. We denote the degree ki of a vertex vi with ki = |N(vi)|, i.e. ki denotes
the number of neighbors of vi.

The centrality of vertices, identifying which vertices are more ”central” than
others, has been a key issue in network analysis. Freeman [8] originally formalized
three different measures of vertex centrality: degree, closeness, and betweenness.
In this paper, we will only consider the degree centrality. Degree is the number of
vertices that a focal vertex is connected to, and measures the local involvement of
the vertex in the network. This measure is originally formalised for binary graphs
[8], but we will consider recent proposal [20] that uses a tuning parameter α to
control the relative importance of number of edges compared to the weights on
the edges.

The degree centrality measure is defined as the product of the number of
vertices that a focal vertex is connected to, and the average weight to these
vertices adjusted by the tuning parameter. The degree centrality for a vertex i
is computed as follows:

CWα
D (i) = ki ×

(
si
ki

)α

= k
(1−α)
i × sαi (1)

where W is the weight matrix of graph, α is a positive tuning parameter, ki is
the size of the neighborhood of vertex i and si the sum of the weights of the
incident edges. If α is between 0 and 1, then having a high degree is favorable
over weights, whereas if it is set above 1, a low degree is favorable over weights.
In Section 6 we elaborate on different levels of α for degree centrality.

5 Towards a Social Network

In this section we will bridge the two problem domains that we introduced above
using a technique introduced in social theory by Breiger [3]. This technique is
originally used to analyse membership of people to groups, however we use it to
represent agreement between voters.

5.1 Matrix Translation

We use the following transformations to obtain a social network from a voting
profile.

Definition 2 (Similarity matrix). Given a profile matrix B. The similarity
matrix B is obtained from B as follows:

Bij =

{
1 if Bij = 1
−1 if Bij = 0
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Definition 3 (Voter-to-voter matrix). Given a similarity matrix B of size
n×m and V ∗ = B(BT ), where multiplication is ordinary (inner product) matrix
multiplication. The voter-to-voter matrix V of V ∗ is constructed as follows:

Vij =
V ∗
ij +m

2

The following theorem states the main result of this section, showing that the
voter-to-voter matrix counts the equal elements between each two rows of the
original profile matrix.

Theorem 1. Let B be a profile matrix of size n×m, B the similarity matrix of
B, and V the corresponding voter-to-voter matrix of B. Vij contains the amount
of equal elements in row i and j of B, i.e.:

Vij = |{Bik | Bik = Bjk, 1 ≤ k ≤ m}|

Thus, Vij denotes the number of times that both voters i and j voted “yes”
or they both voted “no” for the same issue.

Example 2 (Continued). We can translate the matrix B of Example 1 that cor-
responds to this voting profile to a similarity matrix (Figure 1a). Next, we calcu-
late V ∗ and obtain the the voter-to-voter matrix V after normalising the result
(Figure 1b).

p q r z

a -1 1 1 -1
b 1 -1 -1 -1
c 1 1 1 1
d 1 -1 -1 -1
e 1 -1 1 -1
f -1 -1 1 -1

(a) Voting Profile B

a b c d e f

a 4 1 2 1 2 3
b 1 4 1 4 3 2
c 2 1 4 1 2 1
d 1 4 1 4 3 2
e 2 3 2 3 4 3
f 3 2 1 2 3 4

(b) Voter-to-voter matrix (V)

Fig. 1. Transforming the voting profile to a voter-to-voter matrix

The voter-to-voter matrix is symmetric with respect to its main diagonal: If
some voter i agrees with a voter j on some issues, then j agrees with i on the
same issues as well. This implies reflexivity: a voter always agrees with itself
over every issue, and similarly for any issue. Therefore, the main diagonal of the
voter matrix is always equal to the number of issues.

5.2 Relational Graphs

The voter-to-voter matrix V can be represented as an undirected, weighted
graph. In such a graph, a voter is represented by a node, and an edge repre-
sents the agreement between two voters. Formally, an edge (i, j) connects two
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vertices i and j if the matrix entry Vij has a value larger than 0. We denote the
obtained graphs with GV = (VV , EV ,WV ). Notice that the matrix V is equiva-
lent to the weight matrix of the corresponding graph, i.e. V = WV . We call the
graph GV as the voter graph.

Example 3 (Continued). Figure 2 shows the voting graph resulting from the
voter-to-voter matrix depicted in Figure 1b. We can see that the strongest
connection is between the individuals b and d, representing the fact that their
ballots are equivalent. Differently, c can be considered an outlier due to its weak
connections with the other individuals. Note that for the sake of readability, the
edges with a weight of 1 have not been labeled in Figure 2 and reflexive edges
have been omitted.

2

3 4

3
2

2

3
3

3

b d

a c

f e

Fig. 2. Voter graph (GV )

The voter-to-voter graph expresses the agreement between the individuals
through the weighted edges. In the following section we show that the individ-
uals in the voter graph that are most central according to the degree centrality
measure corresponds to the voters that are selected by the average voter rule in
the judgment aggregation profile.

6 Theoretical Analysis

We start out with a straightforward equivalence between the Hamming distance
between two voters and the edge that connects the two voters in the correspond-
ing voting graph.

Lemma 1. The Hamming distance between two ballots Bi and Bj is equal to
m− wij in the corresponding voter graph GV , i.e. H(Bi, Bj) = m− wij .

We use this lemma to obtain an equivalence between the Hamming distance
to a profile and the total weight of the corresponding node in the voter graph.



Bridging Social Network Analysis and Judgment Aggregation 25

Lemma 2. The Hamming distance between a ballot Bi and a profile B is equal
to mn − si, where si is the sum of the weights of the incident edges of vertex i
in the voter graph constructed from B:

H(Bi,B) = mn− si

Example 4 (Continued). In Example 1, we have H(a, b) = 3 and H(a,B) = 11.
In the corresponding graph in Figure 2 we have that wab = 1 and thus m −
wab = 4− 1 = 3, which corresponds to the Hamming distance between a and b.
Moreover, sa = 13 (including the reflexive weight of 4), somn−sa = 24−13 = 11,
which corresponds to the Hamming distance between a and the profile B.

Since the average voter rule selects the voter that minimises the distance with
the profile, we can obtain the following equivalence:

Lemma 3. The average voter rule (AVR) (Definition 1) selects the voters cor-
responding to the maximum total weight vertices in the voter graph, i.e.:

AV R(B) = argmax
i∈VV

si.

Next, we obtain that the average voter rule corresponds to the node with the
highest degree centrality when the tuning parameter α = 1:

Theorem 2. The AVR selects those individual ballots that have the maximal
degree centrality value when α = 1. Suppose α = 1:

AV R(B) = argmax
i∈VV

CWα
D (i)

Proof. Follows directly from Eq.(1) and Lemma 3

Example 5. Consider the voting profile in Figure 3a, where a set of four voters
have to decide on five issues. We can see in the bottom part of the table that the
average voter rule corresponds to the set of individuals {a, c, d}. The voter graph
of this voting profile is shown in Figure 3b. Recall that the degree centrality score
for the nodes when α = 1 can be calculated by summing up the weights of all
incident edges. Thus, the value of node a, c, and d are all 6 while the value
of node b is 4. Therefore, the set of voters selected using the degree centrality
measure is {a, c, d} as well, which is in line with Theorem 2.

7 Empirical Analysis

In this section we analyse the effect of varying the tuning parameter α in the
degree centrality measure by comparing the outcomes with those of the average
voter rule, taking the majority voting rule as our base measure. We first provide
an intuitive discussion on the effect of varying the tuning parameter, followed
by an empirical analysis.
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1 2 3 4 5

a 0 1 1 1 1
b 1 0 0 0 0
c 0 1 1 0 0
d 0 0 0 1 1

AVR: 0 1 1 1 1
0 1 1 0 0
0 0 0 1 1

(a) Profile

2 2

1

3 3

b

a

c d

(b) Voter graph

Fig. 3. Example judgment aggregation profile with voter-to-voter graph

7.1 Varying the Tuning Parameter

Reconsider the voting scenario together with the majority outcomes and the
average voter outcomes of Figure 3. The outcome of the degree centrality for
varying α are depicted in Figure 4. As can be seen from the table, for α = 1,
the degree centrality measure corresponds to the si measure, which measures
the sum of the weights of the edges connected to that node. Therefore the nodes
a, c and d are all chosen as the average voter because of their greater degree
centrality measure. When α < 1 the amount of edges play are larger role and
only c and d are chosen as the most central because of their three connected
edges against the two of nodes a and b. Contrast this with α > 1, when the
weight of the edges play the prominent role in deciding the most central node.
In this case a is picked as the most central node by having the edges with the
largest weights connected to it. This analysis suggests that in some cases, by
using different values for the tuning parameter α to compute the most central
node in a graph, it is possible to obtain a more fine-grained voting rule than the
result of the average voter rule.

The outcomes obtained using the degree centrality measure can be compared
with the vector of “average votes” (14 ,

2
4 ,

2
4 ,

2
4 ,

2
4 ), showing for each issue the pro-

portion of voters who chose 1 rather than 0. We can see that only the first issue
is uncontroversial, while the no unique decision on the other issues is possible.
Having multiple available outcomes is not uncommon for voting rules such as
the majority rule and AVR. However, in these cases fine tuning the α parameter
may lead to more resolute outcomes by exploiting the structure of the voter
graph.

7.2 Experimental Setup

The setup of the empirical analysis performed1 consists of a judgment aggrega-
tion problem with 100 voters and 4 issues, with no integrity constraints. We have
chosen for relatively many voters because the degree centrality measure is based

1 The experiment has been coded in Java and can be found on the web:
http://icr.uni.lu/marc/code/socinfo2014/src.zip

http://icr.uni.lu/marc/code/socinfo2014/src.zip
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Vertex si CWα
D when α =

0 0.5 1 1.5

a 6 2 3.46 6 10.39

b 4 2 2.83 4 5.66

c 6 3 4.24 6 8.48

d 6 3 4.24 6 8.48

Fig. 4. Degree centrality scores when different values of α are used

on graph theory whereby these measures are more effective on large graphs due
to the more dependencies and similarities between the individuals. We leave out
the integrity constraints since logical constraints on the issues are not the focus
of our work. The votes are generated pseudo-randomly such that all votes are
complete, meaning that each voters votes either “yes” or “no” for each issue.

In order to compare the different measures we use the majority rule as the base
measure. The majority rule is generally considered to be the most well-known
voting rule, and is most likely also one of the most used rules. We compare the
outcome of the average voter rule and the degree centrality measure for different
values of α with the base measure by computing the Hamming Distance.

The experiment is reiterated 5000 times for each value of the tuning parameter
α. If a measure produces multiple outcomes, we measure the distance to the
base measure for each result. All these distances are stored in a list LM for each
measure M . For each value of the tuning parameter we use LM to compute
the mean, the standard deviation σ and the average number of outcomes per

benchmark Oavg, i.e. Oavg = |LM |
5000 for the measure M . The value Oavg can

be seen as a measure for resoluteness: The closer this number is to 1, the more
resolute the voting rule is, which means that the number of outcomes is effectively
smaller.

7.3 Results and Analysis

Figure 5 shows the results of the experiment. From the figure it can be seen that,
as shown in Section 6, the average voter rule corresponds to the degree centrality
measure when the tuning parameter α = 1. When the value of α increases from 1
to 3, the average distance to the base measure slowly increases, meaning that the
result of the degree centrality measure is further away from the majority based
rule. On the other hand, the average number of outcomes also decreases, which
seems to suggest that while the voting rule becomes more resolute (i.e. results
in less outcomes) when α increases, it also becomes less precise. The results for
α = 0 are somewhat surprising, since the average distance to the base measure
is very high compared to the average distance of the average voter rule, and
the average number of outcomes is very large as well. A possible explanation
for this deviation may have to do with the density of the graph. When α is
0, the weights on the edges is completely disregarded and the degree centrality
value of a node is solely determined by the number of other nodes connected to
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it (see Equation 1). The networks that we obtain are usually rather dense, so
it seems that selecting an outcome merely based on the number of ties is not
precise enough, which might explain the large number of outcomes for α = 0.
For α values smaller than 0 or larger than 3, the results remained more or less
constant.

Voting rule α mean σ Oavg

MRV - 0.06 0.24 1.9

Degree 0.0 1.16 0.88 7.2
0.5 0.07 0.26 1.88
1.0 0.06 0.24 1.9
1.5 0.07 0.24 1.83
2.0 0.07 0.26 1.83
2.5 0.08 0.28 1.81
3.0 0.10 0.33 1.77

Fig. 5. Benchmarking results showing Hamming distances from majority based rule

8 Simplifying the Social Network

As we mentioned previously, it can be the case that a judgment aggregation
problem features a big set of voters having to decide over a small set of issues. In
this case it is inevitable that many of the voters involved in the voting process
will have identical votes. Consider for instance a group of 100 voters that has
to decide over 4 issues. The number of possible voting profiles (assuming no
integrity constraints) is 24 = 16, meaning that there will be at least 84 non-
identical voters, so at most 16% of the voting profiles are unique.

A group of individuals voting the same way is represented in the voter graph
as a strongly connected component of the graph where each of the connections
among the nodes in the component has weight equal to the amount of issues
in the voting scenario. In addition to the connections among the tightly con-
nected components, the nodes are also connected to other nodes using edges
with variable weights depending on the amount of agreement between the voters
represented by the nodes as it is shown in Figure 6.

By having a high number of nodes in the graph it is necessary to calculate the
degree centrality measure of each one of them in order to decide the most central
one(s). Moreover the representation of the voter graph would be cluttered by
all the edges being the graph almost completely connected. Additionally, when
considering the most central nodes in such graphs, all nodes belonging to the
same strongly connected component have the same degree centrality value, hence
if one of them is the most central, then each of them is.

Both problems, the cluttered graph and redundant calculations of the degree
centrality, can be solved by reducing the amount of node represented in the
graph itself. Because the nodes that belong to the same strongly connected
components have the same properties in term of centrality, we can represent
each strongly connected component as a single node in the graph and connect it
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1 2 3

a 0 0 1
b 1 1 0
c 1 1 0
d 0 0 0
e 0 0 0
f 1 1 0

(a) Profile

2

2

4

4

4

4

a

d

e

b

c

f

(b) Voter Graph

Fig. 6. Non-Simplified Translation

to the other strongly connected components (also represented by a single node)
using edges weighted according to the agreement. To keep track of the size of
the strongly connected components reduced to nodes, a weight equivalent to the
cardinality of the component is associated to the node. The simplified voting
graph of Figure 6b is shown in Figure 7.

2 1a (1) d,e (2) b,c,f (3)

Fig. 7. Simplified Voter Graph

The degree centrality on the simplified graph can be calculated for each of the
nodes using the following equations, which produces a result equivalent to the
one that would have been obtained by calculating it on a node belonging to the
strongly connected component in the non simplified graph. The two equations
allow to compute in the simplified graph the size of the neighbourhood ki and
the size of sum of the weights of the connected edges si.

sn = i · (cn − 1) +
∑

(n,m)∈E

wnm · cm (2)

kn = (cn − 1) +
∑

(n,m)∈E

cm (3)

Where ci is the size of the strongly connected component to which node i belongs,
i is the number of issues, and wnm is the weight of the edge between n and
another node m in the voter graph.
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9 Conclusions and Future Work

In the present paper we show that deciding the average voter in a judgment
aggregation problem corresponds to selecting the most central voter in a social
network where the strength of the ties in the network follows from similar voting
behavior of two individuals in the judgment aggregation problem.

To the best of our knowledge, this is the first attempt to correlate the two
areas by showing that by remodelling the problems, classic techniques as the
centrality measure used by Breiger [3] to analyse people membership to groups,
is comparable to use the average voter rule, proposed by Grandi and Pigozzi
[11], to solve a judgment aggregation problem.

The connection between the two fields shown in this work hints that some of
the techniques used in one of the areas could be indeed adapted and reused in
the other to solve some of the problems. As we show in our empirical analysis,
by varying the tuning parameter α used to compute the centrality measure, the
results obtained change. As discussed the parameter α switches the emphasis
between the weights and the number of edges connecting the nodes, hence using
a different tuning parameter than α = 1 already corresponds in some sense to
a different voting rule, however whether these new rules can be useful is still to
be decided.

Additionally, we propose a way to simplify a tightly connected graph where
some strongly connected components are present. By collapsing the strongly
connected components in a single node, we avoid to represent a cluttered and
unreadable graph in addition to have to calculate the degree centrality measures
for the collapsed nodes instead for the whole strongly connected component. For
future work, we would like to compare this method against other graph sparsi-
fication methods such as [23,7,18,17] to find out whether our approach can be
optimized or extended. For instance, a more general treatment of this network
simplification technique might refer to community detection, which is not re-
stricted to cliques with the same weight but can define groups of nodes in other
ways.2 Reducing the number of ties will also be useful because SNA methods are
often conceived with sparse graphs in mind, while our approach often produces
very dense graphs. In addition, the impact of the tuning parameter α seems to
be related to these missing edges only and requires future study.

Lastly, consistency is one of the main objects of study in judgment aggrega-
tion. The fact that the proposed framework does not consider constraints seems
to represent a significant limitation. In particular it does not seem obvious how
the connection between traditional social network analysis (SNA) measures and
voting rules can be maintained. We leave this to future studies.

Acknowledgments. Silvano Colombo Tosatto and Marc van Zee are supported
by the National Research Fund, Luxembourg.

2 This was suggested by an anonymous reviewer.
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A Appendix: Proofs

Theorem 1. Let B be a profile matrix of size n×m, B the similarity matrix of
B, and O the corresponding normalised matrix of B. Oij contains the amount
of equal elements in row i and j of B, i.e.:

Oij = |{Bik | Bik = Bjk, 1 ≤ k ≤ m}|

Proof. We prove this theorem directly.

1. Suppose arbitrary rows Bi,Bj of some profile matrix B, where y = |{Bik |
Bik = Bjk, 1 ≤ k ≤ m}| and x = m− y.

2. From 1., it follows that y is the amount of equal elements between rows i
and j in B, and x is the amount of elements that are unequal.

3. Let B the similarity matrix of B and O the normalized matrix of A = B(BT )
according to Definition 3.

4. From 3. and the definition of inner product multiplication, it follows that
each cell of the matrix A is calculated as follows: Aij =

∑m
k=1 BikBjk.

5. From Definition 2 it follows that if Bik = Bjk, then BikBjk = 1, and other-
wise BikBjk = −1.

6. From 4. and 5., it follows that
∑m

k=1 BikBjk = y− x. Therefore Aij = y− x.

7. From 6. and Definition 3, it follows thatOij=
Aij+m

2 = y−x+m
2 = y−x+x+y

2 =
y.

8. From 2. and 7., it follows that Oij is the amount of equal elements between
rows i and j in B.

Lemma 1. The Hamming distance between two ballots Bi and Bj is equal to
m− wij in the corresponding voter graph GV , i.e. H(Bi, Bj) = m− wij .

Proof. We prove this lemma directly.

1. Suppose two ballots Bi and Bj containing m issues, and y to be the amount
of issues on which the voters i and j agree.

2. From 1. and Theorem 1 it follows that the voter-to-voter normalised matrix
V , constructed from a profile B containing Bi and Bj , has Vij = y.

3. From 2. and the construction of the voter-to-voter matrix, it follows that GV

is the voter graph constructed from V and the weight of the edge between
the vertices i and j in GV , written wij , is y.

4. From 3. and Hamming distance definition, it follows that the Hamming dis-
tance H(Bi, Bj) = m− y,

5. From 4. and 2., it follows that H(Bi, Bj) = m− wij .
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Lemma 2. The Hamming distance between a ballot Bi and a profile B is equal
to mn − si, where si is the sum of the weights of the incident edges of vertex i
in the voter graph constructed from B:

H(Bi,B) = mn− si

Proof. Suppose some profile B, a ballot Bi ∈ B and a voter graph GV con-
structed from B. The Hamming distance between Bi and B is

∑
j∈N

H(Bi, Bj)

=
∑
j∈N

m− wij (Lemma 1)

= mn−
∑
j∈N

wij

= mn− si

Lemma 3. The average voter rule AVR (Definition 1) selects the voters corre-
sponding to the maximum total weight vertices in the voter graph, i.e.:

AV R(B) = argmax
i∈VV

si.

Proof.

AV R(B) = argmin
B∈Supp(B)

H(B,B) (Definition 1)

= argmin
i∈VV

(mn− si) (Lemma 2)

= argmax
i∈VV

si
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Abstract. Managing friendship relationships in social media is challenging due
to the growing number of people in online social networks (OSNs). To deal with
this challenge, OSNs’ users may rely on manually grouping friends with person-
ally meaningful labels. However, manual grouping can become burdensome when
users have to create multiple groups for various purposes such as privacy control,
selective sharing, and filtering of content. More recently, recommendation-based
grouping tools such as Facebook smart lists have been proposed to address this
concern. In these tools, users must verify every single friend suggestion. This can
hinder users’ adoption when creating large content sharing groups. In this paper,
we proposed an automated friend grouping tool that applies three clustering al-
gorithms on a Facebook friendship network to create groups of friends. Our goal
was to uncover which algorithms were better suited for social network groupings
and how these algorithms could be integrated into a grouping interface. In a series
of semi-structured interviews, we asked people to evaluate and modify the group-
ings created by each algorithm in our interface. We observed an overwhelming
consensus among the participants in preferring this automated grouping approach
to existing recommendation-based techniques such as Facebook smart lists. We
also discovered that the automation created a significant bias in the final modified
groups. Finally, we found that existing group scoring metrics do not translate well
to OSN groupings–new metrics are needed. Based on these findings, we conclude
with several design recommendations to improve automated friend grouping ap-
proaches in OSNs.

Keywords: Automated Grouping, Clustering Algorithms, Online Social Net-
works.

1 Introduction

Mailing lists, chat groups, Facebook lists, and Google+ circles are a few examples of
tools that facilitate group creation in social media. We create groups to help us man-
age large amounts of information, in this case people. By creating a mailing list for an
alumni group, we no longer need to memorize a long list of names. Instead, we can
recall the group name and use it for exchanging messages [9]. In the context of OSNs,
in 2007, Facebook introduced friend lists, manually created lists of Facebook friends,

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 34–49, 2014.
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for the purpose of selectively sharing and reading content [24]. Twitter introduced lists
in late 2009 for filtering content from one’s network [25]. In 2011, Google+ introduced
circles that enable selective sharing and filtering of posts on the site. Recent studies
have emphasized the desire and feasibility of grouping for privacy control, sharing, and
filtering [14,16,15,27]. These studies found that people desired groupings or clusters of
members in their community. However, due to the high cost of creating groups manu-
ally, the majority of manual group creation mechanisms remained underused. A case in
point was the 2010 Facebook announcement that only about 5% of Facebook users had
created at least one Facebook list [7].

Given the significant burden of manual grouping, later work in OSN group creation
proposed automating group creation while allowing users to modify the created groups
[14,16]. Following this philosophy, in 2011, Facebook introduced smart lists. Smart
lists differ from the original Facebook lists in that they use a recommender system to
automatically assign friends to different groups. Example groups include close friends,
acquaintances, family, and others [23]. Similarly, recommendation-based tools such as
FeedMe [4] and ReGroup [2] suggest recipients for a post based on prior sharing pat-
terns and the content. Such automated recommendation-based techniques can be helpful
in social media systems such as email. However, when applied to large, public OSNs
such as Facebook, Google+ and Twitter, these techniques put a relatively high burden on
users to verify friend suggestions–for every contact individually. If one user sends ten
messages on an OSN, this requires verifying all of the recipients for all ten messages.

But automating group creation and allowing user modification need not to be lim-
ited to recommender systems. One can utilize clustering algorithms to create populated
groups from the onset, and then allow for personal curation. While the feasibility of
structural network clustering for group creation in social networks has been investigated
before [14], less is known about the benefits and drawbacks of using various automated
clustering algorithms for grouping people within a social media interface. This work is
a first step in that direction.

In this paper, we present a grouping tool that automatically creates groups within
Facebook using three different clustering algorithms: Markov Clustering, OSLOM, and
Louvain. The interface then enables the users to modify the groupings as needed. To
verify the usefulness of our tool and to compare the effectiveness of the three algo-
rithms, we evaluated our tool using both human perception and traditional clustering
evaluation metrics. The following summarizes our three major findings:

– We found that users preferred automated groupings with the proposed graphical
tool over existing manual or recommendation-based grouping tools such as Face-
book smart lists. In addition, two of the three clustering algorithms we evaluated
(Markov Clustering and Louvain), performed significantly well in terms of human
satisfaction and traditional clustering evaluation metrics. These algorithms are ap-
propriate candidates for automated friend grouping applications.

– Comparing the final groupings from different algorithms created by each partici-
pant, we found a significant difference between these groupings (14%). This rel-
atively high difference illustrates a bias resulting from the automation in users’
final groupings. We argue this bias arises primarily from (1) being influenced by the
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algorithmic groupings, (2) the existing hierarchical structure in social relationships,
(3) having friends with multiple roles and (4) the user’s uncertainty when grouping.

– We explored group composition before and after modification based on two vali-
dated and efficient metrics that assess the quality of groups in the absence of ground
truth: Conductance and Triad-Participation Ratio (TPR). We found four categories
of groups that did not fit the traditional definition of a group assumed by these met-
rics. We posit that such groups which exist in social network sites such as Facebook,
therefore, require different group quality assessment metrics.

In the following section, we begin by reviewing previous studies on friend grouping
in OSNs. Then, we introduce group detection in networks and the three clustering al-
gorithms we used to build our automated friend grouping tool. After explaining our
mixed-methods study, we discuss the results of our study using both quantitative and
qualitative evaluations. We conclude by suggesting future directions for friend grouping
algorithms and interfaces.

2 Literature Review

Selective sharing, filtering of content and privacy control are cited as major motivators
for the creation of groups on OSNs. Early work exploring group creation focused pri-
marily on privacy control interfaces [14,16]. In this domain, manual creation and anno-
tation of groups was costly in terms of time and frustration due to unintuitive interfaces.
This approach resulted in a lack of use of personalized, curated privacy settings [13].
While these studies emphasize privacy, the implications extend to information filtering
and selective sharing [15]. Studies on group creation demonstrate that people are not
willing to use current grouping techniques in OSNs as they were intended. For example,
a study on Facebook lists at 2010 showed that only 20% of participants’ friends were
included in Facebook lists and none of the participants used these lists for controlling
privacy [14]. In a related study, Kelly et al. asserted that participants using Facebook
lists to create groups included few friends [16]. A 2012 study of Google+ notes that al-
though users perceive grouping friends on OSNs positively, Google+ circles were only
moderately used to selectively post to groups and filter incoming content [27].

Jones and O’Neill’s suggest that existing list and grouping tools have not met expec-
tations [14]. They conducted a study asking people to create groups of their Facebook
friends to apply group privacy settings. They discovered that organizing contacts into
groups required too much time and effort; therefore, users were unwilling to group in
this manner. Similarly, Kelley et al. [16] conducted a study asking users to apply four
manual strategies (card sorting, grid tagging, file hierarchy and Facebook friend lists)
to create groups in Facebook. They suggested that assistance through automation in
creating and modifying friend groups could be enormously helpful for OSNs users.

In 2010, FeedMe [4], a content sharing web plug-in for Google Reader, has been
proposed to recommend friends who might be interested in receiving a message about a
topic. In this vein, in 2011, Facebook launched smart lists, human assisted lists through
automation. Example lists include close friends and family groups. The interface in-
cludes a recommendation system whereby additional friends are suggested for given
groups [24]. Similarly, Katango, a start-up now acquired by Google+ [18], launched a
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Facebook mobile application to automatically sort friends in groups with minimal user
assistance [17]. Subsequently, Amershi et al. [2] presented ReGroup, an interactive ma-
chine learning system that suggests members for the groups. In the context of private
messaging systems, SocialFlows [21], an email-based application created friend groups
based on the history of email communication.

Many of the mentioned automated grouping techniques employ clustering or group
detection algorithms to discover friend groups in OSNs. In spite of many existing clus-
tering algorithms, there is no gold standard for grouping members in social networks
[10]. A main reason is the lack of a ‘ground-truth’ or gold standard template for a
group. Most current evaluation metrics for clustering algorithms rely on a pre-existing
ground-truth for comparison to a derived group. While some clustering algorithms such
as Markov Clustering perform very well analyzing protein-protein interaction network
[6], finding meaningful relationships for grouping in social networks is not straightfor-
ward. With dynamically changing relationships and networks in social media, it is not
clear a single ground truth exist at any point in time.

Despite this, researchers approximate ground-truth to explore the nature of groups.
Jones and O’Neill [14] applied a clustering algorithm on Facebook. They then used
manually created groups as ground-truth for comparison with the automated grouping
results. This approach assumes users know and can identify real groups within their
structural social networks. In a similar vein, a few studies started to collect the ground-
truth data from different social networks by asking people to label their groups [22,28].
None of these studies, however, evaluate the effect of automating group detection for
grouping friends by OSNs users. Rather, they collect the ground-truth data by asking
people to group their friends manually and use it for evaluating clustering algorithms.

While automating friend grouping has been discussed in previous studies, to date
no academic work has explored the strengths and weaknesses of automated clustering
algorithms in OSNs using an interface. In this paper, we begin by applying different
automation approaches on Facebook friendship networks and evaluate the groupings
qualitatively and quantitatively. In the next section, we introduce the three chosen clus-
tering algorithms used in our study.

3 Clustering Algorithms

In choosing a subset of clustering algorithms for our study, we explored algorithms with
different input information. Network structure is the most common input information
used by clustering algorithms. This information represents people as nodes and their
friendship relations as links. Algorithms with this input information are called structure-
based (or structural) algorithms. Other algorithms, called feature-based algorithms, use
nodes’ features and attributes to detect groups. For example, these features can be age,
gender, and education of people in OSNs. A third category combines these two inputs
network structure and nodes’ features. In this paper, we focus on structure-based clus-
tering algorithms. One advantage is the ability to interpret why the resulting groupings
emerged and to compare algorithms with a consistent evaluation metric across the same
network structure [10]. Furthermore, using feature-based algorithms necessitates ex-
tracting extra data from an OSN. This extraction results in very high processing time
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which makes conducting studies in a limited time in the lab difficult or almost impossi-
ble.

Structured-based clustering algorithms can be further classified in to three categories
based on their membership attribute: (i) ‘disjoint clustering’ algorithms where each ob-
ject can only belong to one group; (ii) ‘overlapping clustering’ algorithms where an
object can be a member of more than one group. For example, a person may belong to
different groups such as ‘Family’, ‘Main East High School’, and ‘Loves Red Sox’; and
(iii) ‘hierarchical clustering’ algorithms which categorize objects in a multi-level struc-
ture where one group can be a subset of another group [22]. For example, cousin Joe is
in a group labelled ‘Cousins’ which is a subset of a group named ‘Family’. ‘Hierarchi-
cal clustering’ algorithms have been used widely in social network analysis [10]. Figure
1 shows a schematic view of these clustering algorithms based on the defined member-
ship attributes. We chose a representative algorithm from each membership category
explained above for a total of three algorithms:

– Markov Clustering (MCL): This algorithm is a disjoint clustering algorithm that
uses the concept of Markov chains to simulate stochastic flows in graphs and builds
a fast and scalable unsupervised clustering algorithm. MCL has a relatively high
performance and is scalable [26].

– OSLOM: The Order Statistics Local Optimization Method (OSLOM) is an over-
lapping clustering algorithm that is among the first to account for edge weights and
overlapping groups. It has a high performance and is scalable to large networks
[19].

– Louvain: This hierarchical clustering algorithm uses modularity as its objective
function and maximizes it using multiple heuristics to detect the groups. While this
algorithm finds groups in a hierarchical manner, the lowest level of the hierarchies,
which are the subgroups, are disjoint; i.e. one person cannot be a member of more
than one group in a same level. The Louvain algorithm is highly accurate and has a
very low computation time which makes it appealing for our study [5].

(a) Disjoint Clustering (b) Overlapping Clustering (c) Hierarchical Clustering

Fig. 1. Three clustering methods with different membership attributes

4 Method

We conducted a three part mixed methods study to better understand how social me-
dia users currently create and use groups and to evaluate how an automated approach
would fit into our users’ intended grouping goals. Our methodology consists of: (i) a
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Fig. 2. A Snapshot of the Facebook Group Detection Application

pre-interview to understand existing group usage in social media; (ii) a lab study us-
ing a customized Facebook grouping application to understand how users perceive and
modify automated groups; and (iii) a post-interview to explore the advantages and dis-
advantages of automated group creation. We recruited 18 (11 female and 7 male) partic-
ipants during two months from a large Midwest university. They were from 8 different
departments and ranged in age from 18-55. The participants’ Facebook friendship net-
works ranged in size from 139 friends to 1853 friends (μ = 601.7,σ = 367.5). All the
participants reported using Facebook daily (on average for the past 5.7 years) and the
majority of them logged into Facebook several times a day (n=12).

4.1 The Pre-interview

We first asked participants about basic demographics information, the social network-
ing sites they used, and how frequently they used their favourite social networking site.
We then probed them on the perceived importance of friend grouping in social networks
and asked them whether they had used any friend grouping tools and why. If the par-
ticipants mentioned using Facebook lists, we asked them about the type of lists they
used (regular, smart or both), their goal in using Facebook lists, and the helpfulness of
Facebook smart list suggestions.

4.2 Facebook Grouping Application Use

For the second part of our study, we implemented a novel automatic Facebook group-
ing application [1]. We used Facebook API v1.0 to extract participants’ friendship net-
works. Our application utilized the three structural clustering algorithms explained in
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Section 3 to automatically group friends on Facebook. Figure 2 shows the groups cre-
ated by each clustering algorithm in a separate tab. Each tab is named after the cor-
responding membership attribute of the clustering algorithm: disjoint, overlapping, and
hierarchical. Each tab contains two panels: the groups panel (left side) and the members
panel (right side). The groups panel shows the created groups by the corresponding al-
gorithm. By clicking on a group in this panel, the members of that group are shown in
the members panel. Users can move their friends from one group to another. They can
also change the name of a group through both the groups and members panels. At the
bottom of the group panel, there is a category named ‘ungrouped’ which contains any
friends that the algorithm did not place into existing groups. The overlapping and hierar-
chical tabs offer some additional features. For instance, in the overlapping tab, moving
a member from one group to another group would not result in removing the member
from the first group. Similarly, in the hierarchical tab, color coding distinguishes groups
at different levels of the hierarchy (see [1] for a thorough explanation of the interface).

After a brief introduction to the application, we asked participants to modify each
algorithm’s automated groups considering the task of content selective sharing. As a
first step, we asked them to look over each group and label it based on at least 2

3 of
the group members. If a group had no meaning for them, we asked them to delete the
group. When a group was deleted, its members automatically went to the ungrouped
category. After the first round, participants were asked to come back and review the
members of each group individually. During the review process, they were asked to
move or delete members when they did not belong to a group, create new groups, or
merge the existing groups as necessary. Finally, we asked them to check the members
of the ungrouped category to see whether they could find a group for any of them. The
participants repeated this process for each tab. To mitigate any learning effects, order
effects, and bias toward a specific algorithm, we randomized the order of tabs. Due to
time constraints, the participants with large network sizes (n > 500) where asked to
work on one or two of the algorithms only.

4.3 The Post Interview

Upon the completion of group modification in each tab and before moving to the next
tab, we discussed with participants to understand how usable the interface was. We
then asked them to rate the quality of the groups based on their usability before and
after the modification process on a 5-point scale. We then followed up with a short
semi-structured interview asking questions about each method’s performance, weak-
nesses and strengths. We encouraged participants to discuss any interesting or chal-
lenging points they found during the modification process in that tab. After modifying
the groups in all the tabs, the participants were asked to compare the performance of
the algorithms by ranking the groupings before and after the modification process (see
Appendix for the detailed questions).

5 Evaluation

During the study, we asked participants to compare our application with the existing
recommendation-based interface of Facebook lists. The majority of the participants
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stated that our automated grouping interface removed the burden of verifying friends’
groups individually in comparison with the Facebook interface: “Suggesting friends
by Facebook is not user friendly as I have to add each person one by one; addition-
ally changing a list of friends is not easy because it needs many clicks! I prefer this
user interface that creates groups and then I [can] modify them. It will be faster.” (P3).
They declared that if Facebook had this interface, they might be more willing to man-
age their friendship network: “if Facebook had this feature, I would probably use it.
When Facebook came out, it didn’t have the list feature and then when it had it, it
was hard to do it by hand. So, this version will make it easy to manage my groups of
friends.” (P9). This overwhelming preference of the proposed interface to the current
recommendation-based approaches illustrates the necessity of automated friend group-
ing in social networks specifically when users deal with a large number of friends [8].

In the following sections, we evaluate the groups created by the algorithms to un-
derstand how well these algorithms detected users’ friendship groups. We then investi-
gate the modified groupings of users to find out whether an automated grouping tech-
nique can bias the user’s ideal groups. Finally, we explore the group dynamics without
ground-truth by using two group scoring metrics to see how well these metrics are able
to identify human-curated groups.

5.1 Evaluating Groups and Algorithms

To assess the effectiveness of our automatic friend grouping application, we relied on
both quantitative and qualitative metrics. The quantitative metrics helped us to measure
the similarity of the ‘predicted grouping’ (i.e. the original group structure created by
our application) and the ‘desired grouping’ (i.e. the final group structure modified by a
participant), while the qualitative metrics were used to measure the level of the user’s
satisfaction with the groups created by our application.

To measure the similarity of the predicted and desired grouping, we utilized a metric
named BCubed, inspired by precision and recall metrics [3,12]. For BCubed, a value of
1 represents identical groupings and 0 illustrates that none of the friends are grouped
similarly in two groupings. While BCubed indicates the similarity between the pre-
dicted grouping to the desired grouping, it may not convey the user’s satisfaction level
with the algorithms or our interface. For example, during the study, a few participants
became confused during the modification phase and they were not able to completely
create their ideal grouping. Therefore, in addition to the BCubed we asked participants
to state a quality rating for each of the groups prior to modification on a 5-point Likert
scale (1=poor, 5=excellent).

Table 1. The Algorithms evaluation by BCubed metric and participants’ rating

Algorithm BCubed [0-1] Participants’ Rating [1-5]
MCL (Disjoint) 0.89 3.3

Louvain (Hierarchical) 0.86 3.2
OSLOM (Overlapping) 0.78 3.1
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Table 1 shows the participants’ Facebook friendship information and the results of
each algorithm’s performance using BCubed and participant ratings. As the results
demonstrate, (unlike OSLOM algorithm) both MCL and Louvain final groupings are
highly similar in average to the ones participants modified. This significant similarity
illustrates high accuracy of these two algorithms in detecting friendship groups in Face-
book networks. In contrast to the previous work [14] in which a structural clustering al-
gorithm (SCAN) could not find the groups of friends in OSNs with such high accuracy,
our results illustrate that an appropriate structural clustering algorithm such as MCL
and Louvain can detect the desired friendship groups with a significantly high accuracy
while preserving human satisfaction. This outcome shows that the proper selection of
a structural clustering algorithm besides including some attribute-based features of so-
cial networks (such as intimacy) can lead us to an accurate automated friend grouping
approach in OSNs.

5.2 Automation Bias

Kelly et al. [16] investigated how different manual grouping techniques affected the fi-
nal groups created by one person. They discovered that while it was possible to have an
internal ‘ground-truth’ as the user’s desired grouping, the manual grouping strategies
could bias the user in creating his/her desired groups. While automation has been sug-
gested as a solution to mitigate the burdens of manual grouping, it can also introduce
bias in the friend grouping process. To examine whether such bias exists in our auto-
mated grouping techniques, for each participant, we compared the desired groups that
emerged from the MCL predicted groups with the desired groups that resulted from the
Louvain predicted groups. The comparison was performed using the BCubed metric
and revealed that the MCL and Louvain desired groups created by the same partici-
pant are different from each other by 14% on average. This difference suggests that
automated techniques (i.e. MCL and Louvain) used for generating the predicted groups
can influence the desired groups created by a participant. We did not compare the de-
sired groups created from OSLOM with the desired groups produced by the MCL and
Louvain modification since OSLOM predicted groups are not disjoint.

In order to understand the possible causes of the bias introduced by the automation
techniques, for each participant we carefully examined the difference between the MCL
desired groups and the Louvain desired groups. To this end, for each group from a
set of desired groups, we found its corresponding group in the other set of desired
groups. Then, we looked over the groups with the most difference in two sets of desired
groupings. Investigating these groups, we found that this difference is caused by four
main factors:

1. Following What Algorithms Create: Some participants stated that if an algorithm
did not find a specific group, they would not create that extra group. For example, one
of the participants mentioned that one algorithm put his ‘church’ friends in a separate
group. If he had manually created groups, he suspected he would not have considered
a ‘church’ group. He then admitted the group made sense, he liked it, and kept it. Such
examples demonstrate that automating the friend grouping process influences users to
follow what algorithms seed.
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2. Existing Hierarchical Structures in Social Relationships: One potential cause of
inconsistency between the two sets of desired groups created by the same participant, is
the difference in the hierarchy levels of the initial predicted groups. For example, while
MCL might detect a group that a participant would call “university”, Louvain might
divide this group into smaller groups that the same participant would label using criteria
such as entrance year or closeness. Therefore, after the participant was done with the
modification process, the desired groups from these two algorithms would differ (see
table 2) .

Table 2. Examples of Automation Bias Causes

Automation Bias Reasons P# MCL Desired Groups Louvain Desired Groups

Hierarchical Structures
P12 US High School US HS 2010, US HS 2011
P14 ECO ECO, ECO close, Others
P15 Facebook Facebook, Facebook interns, University CS

Friends with Multiple Roles
P5 Family Family, Brother’s Friends

P11 Industrial design Industrial design, Roommates, Art and design
P15 Chicago friends Chicago friends, University Other

User’s Uncertainty
P7 Not close (University) Not Close Uni Friends, Average Uni Friends
P9 April’s Family April’s Family, Family and Family Friend

P15 Family Family friends, Un-Grouped

3. Having Friends with Multiple Roles: Some of our participants had a number of
friends with multiple roles, but they could assign these friends to only one group due to
MCL and Louvain’s disjoint membership constraint. Our participants’ decisions on the
most appropriate group for this type of friend were affected by the available predicted
groups. For example, when a friend was a member of family and also a classmate in the
university, the participant assigned this friend to the predicted group which could be the
‘family’ group in one algorithm and the ‘university’ group in the other algorithm. More
cases are shown at table 2.

4. User’s Uncertainty: One of the main issues in the friend grouping process was the
participants’ uncertainty when identifying or creating groups for some friends. For ex-
ample, one of the participants started to make a ‘Bay Area’ group and decided to make
it more specific based on different organizations (Facebook, Yahoo and ...). She even-
tually became confused with the organization of these groups and gave up. This confu-
sion came from the uncertainty in identifying the right group. In another case, we found
some participant were unable to distinguish the intimacy levels between some friends.
For example, while a participant created a group named ‘closer friends (University)’
after modifying the Louvain predicted groups, she divided this group to two groups of
‘Average University Friends’ and ‘Close University Friends’ in the modification process
of the MCL predicted groups. Table 2 shows more examples of uncertainty.

5.3 Exploring Group Dynamics without Ground Truth

In this study, we used the BCubed metric to compare the predicted groups generated
by an algorithm to the desired groups made by a participant. In most real-world cases,
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we cannot access the desired groups or so called ground-truth. Therefore, various group
scoring metrics have been defined to evaluate groupings in the absence of ground truth.
These metrics are grounded in the general definition of a group —a group has many
connections between its members and few connections to the rest of the network. Recent
work evaluated these metrics by applying them to social, collaboration, and information
networks where the nodes had explicit group memberships. Of the thirteen evaluated
metrics, we chose the two with the best consistent reported performance in identifying
ground-truth communities: Conductance and Triad-Participation Ratio [20,28].

– Conductance: This metric measures the fraction of total links of a cluster that point
outside the cluster. Since a group by definition has more connections between mem-
bers than outside, a conductance of 0 represents an ‘ideal’ group with no connec-
tions to the rest of the network; a conductance of 1 implies no connections within
that grouping [20].

– Triad-Participation Ratio (TPR): TPR metric is the fraction of members in a group
that belong to a triad, a set of three connected nodes, inside the group. Unlike
conductance, a higher TPR represents a tighter group [28].

(a) MCL Algorithm (b) Louvain Algorithm (c) OSLOM Algorithm

Fig. 3. Histogram Percentage of Groups at various Conductance Values

We measured these metrics over predicted and desired groups to compare their values
before and after users’ modification. We hypothesized that the desired groups will have
a lower conductance and higher TPR with respect to the predicted groups. To test our
hypothesis, we calculated these metrics for predicted and desired groups produced by
the three clustering algorithms. We found that the TPR metric increased significantly
after the modification process as it was expected. However, the number of groups with
high conductance ([0.80-1]) increased by 10% (Figure 3). That is, the number of groups
with almost no inside connections between members increased after the modification
process. To further explore this unexpected result, we investigated the groups which
their conductance value increased after the modification process. We also coded the
transcripts from our interviews where participants described their grouping process.
We found out that some of our participants put some of their friends that were not
linked together in one group. We found four categories of phenomena that explained
this increase of conductance:

Others: This category contained the friends that participants did not care to or could
not easily group. One of the participants drew Figure 4 to illustrate her grouping model.
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As she explained, she saw her online friendship network as a network with three layers:
(i) close friends; (ii) regular friends; and (iii) Others. She stated that he did not want to
spend time to create groups for the ‘others’ layer.

Fig. 4. A Participant’s Rendering of Friend Categories

Another participant described the people in her ‘others’ group: “In social media, I
don’t know these people very well as I meet them online and I have no more relations
with them...”. Some examples of the groups which reside in this category are shown in
Table 3. The common attribute between the individuals in these groups is ’not being
important to be in a labelled group’. Therefore, there is a lower chance for the members
of these groups to be connected.

Functional Ties: Facebook is a social networking site, yet some people use it to maintain
connections that are not reciprocally social [14]. These connections were added for
professional or functional reasons. For example, one of our participants made a group
labelled ‘political’ and said this group contained important people in policy whom he
follows. However, the members of this group were not mutual friends in Facebook since
they were from different political backgrounds. This resulted in a higher conductance
in this group. Other examples of functional ties are shown in Table 3.

Indirect Friends: Our participants treated some of their online friends as indirect friends
and consequently grouped them as friends of other friends. One of our participants made
a group labelled ‘friends of friends’: “I made a group named ‘friends of friends’ that
contains people who friended me but are my friends’ friends but they might not know
each other even [if] they are in one group!” There are similar examples in Table 3 such
as ’Friend’s siblings’ where the members in the group may not be connected. These
examples explain the high conductance in these groups containing indirect friends.

Temporal Ties: These are friendships that are bounded in time. Many of our study par-
ticipants created groups such as ’People I worked with/talked to once and never again’.
One participant labelled a group ‘ We win competitions and hackathons for silly ideas’
and described it as a group of people he knew during a contest. Other examples of tem-
poral ties can be seen in Table 3. The short-term temporal tie relationships increase the
probability for fewer connections in an online space such as Facebook.
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Table 3. The desired groups with high conductance - () shows the conductance of each group

Category Group Name
The Others Group University friends who don’t fit other groups (1), University other (1),

Don’t know (1), People I don’t remember ever having talked to (0.91),
Others [0.83 - 0.97], Un-Grouped [0.84 - 1]

Functional Ties Advertising/Journalism people I met from totally different places (0.84),
Political (0.87), Old Teachers (1), Bloggers and Organizations (0.83-0.94)

Indirect Friends Friend’s siblings (0.87), Stevenson close friends (0.93), Brian’s friends
(0.87), Sisters friends (1), Friends of Friends (1), Met via Sibs (0.95)

Temporal Ties People I worked with/talked to once and never again (0.83), We win com-
petitions and hackathons for silly ideas (0.84), Vineyard (0.95), Habitat for
Humanity No Builds (0.89), Summer University (1), Old church (0.83)

The different characteristics of ‘The Others’, ‘Functional Ties’, ‘Indirect Friends’,
and ‘Temporal Ties’ are challenging for group scoring metrics such as conductance.
The conductance and other similar metrics assume intense inside group connections,
however, some of the groups our participants labelled do not fit the traditional definition
of a group. This suggests that for OSNs, we should explore alternate group scoring
metrics compatible with the dynamic groups that exist in these networks.

6 Discussion

From the three clustering algorithms that we used in our study, MCL and Louvain
performed well in terms of accuracy and human satisfaction. This result suggests that
structure-based clustering algorithms such as MCL and Louvain are effective in detect-
ing groups in OSNs. However, these algorithms do not consider some important features
such as intimacy or interaction between friends. During our study, many participants
said that the groups generated by the algorithms would have been more useful if they
were able to separate their close friends from other friends or split some of the groups
to smaller groups based on intimacy. However, since the applied algorithms in the study
were structure-based, they did not have the required information to detect these types
of groups. This finding which corroborates previous studies [11,14] demonstrates the
necessity of adding important factors such as intimacy and interaction between friends
to the current structure-based clustering algorithms.

Although the participants preferred our automated friend grouping tool to the current
recommendation-based interface of Facebook smart lists, this automation introduces
bias in the friend grouping process. While this bias could also exist in recommendation-
based tools, creating fully populated groups from onset with our automated approach
could increase it. However, we believe this bias can be reduced. For example, having
both hierarchical and overlapping membership attributes for supporting subgroups and
friends with multiple roles simultaneously can mitigate this bias.

In our study, participants did not care to group some of their contacts; we labeled
these contacts ‘others’. We believe an effective clustering algorithm should be able
to find and prune this group of contacts before starting to group the friends. Pruning
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contacts helps increase the accuracy of the clustering algorithm when detecting the
actual friendship groups. Furthermore, our results revealed that there were some other
types of groups besides ’the others group’ (functional ties, indirect friends and temporal
ties) which current group scoring metrics cannot identify. It would be fruitful to probe
alternative metrics which are compatible with such human-curated groups in OSNs.

A limitation of our study is the small sample of university students. We look forward
to collecting data from additional OSN users with more diverse friendship networks.
Another challenge was the time it took participants with large numbers of friends to
use the three different interfaces. On average, participants completed the study in 114
minutes. This length of time could result in human fatigue and consequently, human
error during the modification process. To lessen this effect, we adjusted the number of
automated approaches based on the participant’s number of friends. Sampling friends
in a uniform way to reduce the time while still providing significant results could be a
fruitful approach for future work. Finally we asked participants’ perceptions of group-
ings rather than having them use the created groupings in a real world task. Our subjects
were told to imagine groupings for selectively sharing a message/image in Facebook.
Future work should observe users sending specific content using the grouping approach
described in the paper.

7 Conclusion

Given the significant cost of manual grouping in OSNs, this work takes a step toward
providing an automated friend grouping tool that applies three different clustering al-
gorithms on Facebook friendship networks. Studying this tool, we found that users pre-
ferred our automated friend grouping tool to the current recommendation-based Face-
book smart lists. We compared the three clustering algorithms using quantitative and
qualitative evaluation methods. The evaluation results showed that the MCL and Lou-
vain algorithms performed well in terms of accuracy and human satisfaction. While our
automated friend grouping tool was well received by the participants, comparing the
desired groups created by two different algorithms illustrated a significant bias in the
automation approach. We believe future work should address educating users of these
biases in their algorithmic interfaces. In our analysis of group composition before and
after the modification process using two group scoring metrics, we found four cate-
gories of groups which do not satisfy the traditional definition of a networked group.
This suggests that more exploration is needed and perhaps new metrics are necessary
for understanding groupings of real world social connections. Grounded in our find-
ings, we presented suggestions for designing future automated friend grouping tools.
This work is a promising step toward designing an automated friend grouping frame-
work for OSNs’ users which can help manage their contacts efficiently.
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Appendix: Post-interview Questions

1. At first glance, how would you rate the quality of clusters created by this method?
(1= poor, 5= excellent)

2. How well are you satisfied with the final groupings you made after the modifica-
tions? (1= Not very, 5 =Very)

3. How would you rate the groups created here by their usability? e.g. this grouping is
useful for text messaging, announcing special events or ... (1= unusable, 5= usable)

4. How comfortable were you with the interface of this method? e.g. working with
groups, moving friends, ... (1= Not very, 5= Very)

5. What worked well about this method? Can you give specific scenarios?
6. In what circumstances did this method not work well? Can you give specific sce-

narios?
7. If you decide to continue working on this grouping, is there any group you want to

work on to make it better?
8. How cautious and accurate do you think you made your groups?

http://on.fb.me/1rbm98o
http://on.fb.me/1oHzyp2
https://blog.twitter.com/2009/theres-list
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Abstract. While direct social ties have been intensely studied in the
context of computer-mediated social networks, indirect ties (e.g., friends
of friends) have seen less attention. Yet in real life, we often rely on friends
of our friends for recommendations (of doctors, schools, or babysitters),
for introduction to a new job opportunity, and for many other occasional
needs. In this work we empirically study the predictive power of indirect
ties in two dynamic processes in social networks: new link formation and
information diffusion. We not only verify the predictive power of indirect
ties in new link formation but also show that this power is effective over
longer social distance. Moreover, we show that the strength of an indirect
tie positively correlates to the speed of forming a new link between the
two end users of the indirect tie. Finally, we show that the strength of
indirect ties can serve as a predictor for diffusion paths in social networks.

Keywords: indirect ties, social network dynamics, information diffusion.

1 Introduction

Mining the huge corpus of social data now available in digital format has led
to significant advances of our understanding of social relationships and con-
firmed long standing results from sociology on large datasets. In addition, social
information (mainly relating people via declared relationships on online social
networks or via computer-mediated interactions) has been successfully used for
a variety of applications, from spam filtering [1] to recommendations [2] and
peer-to-peer backup systems [3].

All these efforts, however, focused mainly on direct ties. Direct social ties (that
is, who is directly connected to whom in the social graph) are natural to observe
and reasonably easy to classify as strong or weak [4,5]. However, indirect social
ties, defined as relationships between two individuals who have no direct relation
but are connected through a third party, carry a significantly larger potential [6].

This paper analyzes the quantifiable effects that indirect ties have on network
dynamics. Its contributions are summarized as follows:

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 50–65, 2014.
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• We quantitatively confirm on real datasets several well-established sociologi-
cal phenomena: triadic closure, the timing of tie formation, and the effect of
triadic closure on information diffusion.

• We extend the study of the indirect ties’ impact on network dynamics to a
distance longer than 2 hops.

• We show that indirect ties accurately predict information diffusion paths.
The rest of paper is organized as follows. Section 2 provides the context for

this work. Section 3 introduces the datasets used in this study. Section 4 shows
that the strength of indirect ties can be used to predict the formation of direct
links at longer social distance. Section 5 refines this quantification to classify an
indirect tie as weak or strong, showing that the classification meets theoretical
expectations of a positive correlation between the strength of a tie and the speed
at which a link forms. We also show in Section 6 that pairs with a strong indirect
tie end up having more interactions after link formation when compared to pairs
with a weaker indirect tie. In Section 7, we examine indirect tie strength as a
predictor for diffusion paths in a network. Finally, Section 8 concludes with a
discussion of lessons and future work.

2 Related Work

In sociology, two theories are closely related to the properties of indirect ties.
First, the theory of homophily [7] postulates that people tend to form ties with
others who have similar characteristics. Moreover, a stronger relationship im-
plies greater similarity [8]. Second, the principle of triadic closure [10] states
that two users with a common friend are likely to become friends in the near
future. The triadic closure has been demonstrated as a fundamental principle for
social network dynamics. For example, Kossinets and Watts [12] showed how it
amplifies homophily patterns by studying the triadic closure in e-mail relations
among college student. Kleinbaum [13] found that persons with atypical careers
in a large firm tend to lack triadic closure in their email communication network
and so have their brokerage opportunities enhanced.

Lately, large online social networks provided unprecedented opportunities to
study dynamics of networks. Thus, many studies examined the evolution of
groups or analyzed membership and relationship dynamics in these networks.
For example, Backstrom et al. analyze how communities or groups evolve over
time and how a community dies or falls apart [14]. Patil et al. use models to
predict a group’s stability and shrinkage over a period of time [15]. Yang and
Counts examine the diffusion of information and innovations and the spread of
epidemics and behaviors [16].

Compared to previous studies, we quantitatively investigate the effects of
indirect ties on network dynamics, specifically on tie formation, the speed of tie
formation, and information diffusion. More importantly, we study the impact of
longer indirect ties on network dynamics: while previous work focused on 2-hop
indirect ties, we also show the impact of 3-hop indirect ties.
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3 Datasets
In this paper we use several datasets from different domains. Our datasets are
varied, from fast non-profound dynamics to slow professional networks and more
traditional social networks augmented with heavy interactions.

Team Fortress 2 (TF2) is an objective-oriented first person shooter game
released in 2007. We collected more than 10 months of gameplay interactions
(from April 1, 2011 to February 3, 2012) on a TF2 server [17]. The dataset in-
cludes game-based interactions among players, timestamp information of each
interaction, declared relationship in the associated gaming OSN, Steam Commu-
nity [18], and the time when the declared friendship was recorded. The resulting
TF2 network is thus composed of edges between players who had at least one in-
game interaction while playing together on this particular server, and also have
a declared friendship in Steam Community. This dataset has three advantages.
First, it provides the number of in-game interactions that can be used to quantify
the strength of a social tie. Second, each interaction and friendship formation
is annotated with a timestamp, which is helpful for examining the dynamics of
links under formation. Third, over a pure in-game interaction network, it has
the advantage of selecting the most representative social ties, as shown in [17].

Table 1. Characteristics of the social networks used in the following experiments.
APL: average path length, CC: clustering coefficient, A: assortativity, D: diameter,
EW: range of edge weights, OT: observation time.

Networks Nodes Edges APL Density CC A D EW OT
TF2 2,406 9,720 4.2 0.0034 0.21 0.028 12 [1–21,767] 300 days
IE 410 2,765 3.6 0.0330 0.45 0.225 9 [1–191] 90 days
CA-I 348 595 6.1 0.0098 0.28 0.173 14 [1–52] N/A
CA-II 1,127 6,690 3.4 0.0100 0.33 0.211 11 [1–127] N/A

Infectious Exhibition (IE) held at the Science Gallery in Dublin, Ireland,
from April 17th to July 17th in 2009 was an event where participants explored
the mechanisms behind contagion and its containment. Data were collected via
Radio-Frequency Identification (RFID) devices that recorded face-to-face prox-
imity relations of individuals wearing badges [19]. Each interaction was anno-
tated with a timestamp. We translated the number of interactions into edge
weights.

Co-authorship networks (CA-I and CA-II) are the two largest con-
nected components of the co-authorship graph of Computer Science researchers
extracted by Tang et al. [20] from ArnetMiner1. Nodes in these graphs represent
authors, edges are weighted with the number of papers co-authored. Because the
dataset does not include time publication information, the observation window
is unspecified in Table 1.

Note that IE is a smaller but much denser network than TF2, while TF2’s
interactions frequency is higher than IE’s, as shown by the range of edge weights.
1 http://arnetminer.org/

http://arnetminer.org/
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We use the TF2 and IE networks to study link formation and delay as they
contain timestamps of the links formed and interactions between users. We use
the TF2 and CA networks to study diffusion as they are larger, sparser and
based on longer lasting relationships compared to IE’s ad-hoc interactions.

4 Predicting Link Formation

According to Granovetter’s idea of the forbidden triad [8], a triad between users
u, v and w in which there are strong ties between u and v and between v and
w, but no tie between u and w is unlikely to exist. When it does, according to
the theory of triadic closure, it is typically quickly closed with the formation of
a tie between u and w.

In this section, we not only empirically verify the theory of triadic closure by
using multiple measures of the strength of indirect ties, but we also examine this
theory over paths of length 3.

4.1 Methodology

The link prediction problem asks whether two unconnected nodes will form a tie
in the near future [21]. Link prediction models that use an estimation of the tie
strength from graph structure [22] or interaction frequency and users’ declared
profiles similarities [23] have been proposed in the past.

We use a group of tie strength metrics and classifiers to quantitatively demon-
strate how indirect ties can be used for inferring new links formation. Specifically,
given a snapshot of a social network, we use the strength of indirect ties to infer
which relationships or interactions among users are likely to occur in the near
future. Because people can be aware of others’ behaviors within 2 hops [24] and
be influenced by indirect ties up to 3 hops [25], we focus this task for pairs of
users at social distance 2 and 3.

To investigate how such indirect ties materialize into actual links between
users, we compare the performance of three different metrics of indirect tie
strength: 1) Jaccard Index (J) [21], 2) Adamic-Adar (AA) [26], and 3) Social
Strength (SS), a recently proposed metric [27,28] that quantifies the strength of
indirect ties. We note that Jaccard Index and Adamic-Adar consider only the
number of shared friends between users, while Social Strength also takes into
account interaction intensity.

Social Strength. For completeness, we briefly describe next the Social Strength
metric. For measuring the Social Strength of an indirect social tie between users
i and m, we consider relationships at n (n = 2 or n = 3) social hops, where n
is the shortest path between i and m. A weighted interaction graph model that
connects users with edges weighted based on the intensity of their direct social
interactions is assumed. Assuming that Pn

i,m is the set of different shortest paths
of length n joining two indirectly connected users i and m and N (p) is the set
of nodes on the shortest path p, p ∈ Pn

i,m, we define the social strength between
i and m from i’s perspective over an n-hop shortest path as:
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SSn(i,m) = 1−
∏

p∈Pn
i,m

(1−
min

j,...,k∈N (p)
[NW (i, j), ..., NW (k,m)]

n
) (1)

This definition uses the normalized direct social weight NW (i, j) between two
directly connected users i and j, defined as follows:

NW (i, j) =

∑
∀λ∈Λi,j

ω(i, j, λ)
∑

∀k∈Ni

∑
∀λ∈Λi,k

ω(i, k, λ)
(2)

Equation 2 calculates the strength of a direct relationship by considering all
types of interactions λ ∈ Λ between the users i and j such as, phone calls, inter-
actions in online games, and number of co-authored papers. These interactions
are normalized to the total amount of interactions of type λ that i has with other
individuals. This approach ensures the asymmetry of social strength in two ways:
first, it captures the cases where ω(i, j, λ) 
= ω(j, i, λ) (such as in a phone call
graph). Second, by normalizing to the number of interactions within one’s own
social circle (e.g., node i’s neighborhood Ni), even in undirected social graphs,
the relative weight of the mutual tie will be different from the perspective of
each user.

Prediction Task. The link prediction task decides whether the edge (u, v)
will form during the observation time. We studied this task on the TF2 and IE
datasets. The TF2 network has a timestamp of when a declared relationship was
created in Steam Community. However, since for the IE network we do not have
formally declared relationships, we use the timestamp of the first recorded face-
to-face interaction between two individuals as a proxy for relationship creation.

In TF2, there are 5, 984 2-hop (2, 475 3-hop) pairs that had a relationship
formed within the observation time (OT) and 161, 561 2-hop (676, 863 3-hop)
pairs who didn’t. In IE, there are 1, 886 2-hop (484 3-hop) pairs that had a
relationship formed within OT, and 4, 111 2-hop (24, 631 3-hop) pairs who didn’t.
This means our datasets are imbalanced with respect to pairs who closed the 2-
hop or 3-hop distance or not. There are two common approaches for dealing with
unbalanced data classifications: under-sampling [29] and over-sampling [30]. We
chose to under-sample pairs of users with no relationships materializing within
OT, thus in our experiment they appear at the same empirical frequency as the
pairs who formed relationships within OT.

In this prediction task, we used two classic machine learning classifiers: Ran-
dom Forest (RF) and Decision Tree (J48). They are tested using tie strength
values calculated from the three metrics (Jaccard Index, Adamic-Adar and Social
Strength) as features. We used standard prediction evaluation metrics: Precision,
Recall, F-Measure and Area Under Curve (AUC) to evaluate the performance
of prediction of each classifier and tie strength metric.
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4.2 Experimental Results

Table 2 shows the link prediction results of nodes 2 and 3 hops away. Clearly, all
three indirect tie metrics demonstrate their power in predicting the formation
of links between pairs of non-connected 2-hop users. We note that the AUC
reaches 0.77 for the TF2 network using social strength as the metric and J48 as
the classifier, and reaches 0.88 for the IE network when using social strength as
the metric with random forests as the classifier, greatly outperforming the other
two tie strength predictor metrics.

Given that the Jaccard Index and Adamic-Adar metrics are restricted to pre-
dictions within 2 hops, we test only the social strength metric for the 3-hop dis-
tant link predictions. The results in Table 2 show that while the social strength’s
effectiveness to predict link formation is reduced, it still manages to properly dis-
criminate between links formed or not by up to about 70% of the time in TF2
and 68% of the time in IE. Overall, while it is expected to see a decrease in per-
formance when we cross the horizon of observability of 2 hops [24], our results
show that indirect ties are able to predict the formation of links.

Table 2. Results of link prediction between pairs of n-hop distant users. Only SS is
applicable to n = 3.

Network n Classifier Metric Precision Recall F-Measure AUC

TF2 2

RF
SS 0.71±0.005 0.71±0.005 0.71±0.006 0.76±0.006
AA 0.68±0.003 0.67±0.003 0.67±0.003 0.70±0.005
J 0.67±0.004 0.66±0.003 0.66±0.003 0.70±0.003

J48
SS 0.75±0.012 0.74±0.008 0.74±0.006 0.77±0.009
AA 0.71±0.004 0.71±0.004 0.71±0.004 0.71±0.006
J 0.51±0.007 0.51±0.006 0.50±0.008 0.51±0.008

IE 2

RF
SS 0.81±0.005 0.81±0.002 0.81±0.003 0.88±0.005
AA 0.67±0.004 0.66±0.0114 0.66±0.011 0.71±0.002
J 0.67±0.001 0.66±0.0172 0.66±0.005 0.72±0.002

J48
SS 0.84±0.013 0.84±0.002 0.84±0.002 0.87±0.001
AA 0.69±0.002 0.69±0.002 0.68±0.003 0.70±0.003
J 0.69±0.007 0.68±0.005 0.68±0.001 0.68±0.004

TF2 3 RF SS 0.653±0.01 0.651±0.01 0.651±0.01 0.709±0.02
J48 SS 0.630±0.02 0.627±0.01 0.624±0.01 0.644±0.03

IE 3 RF SS 0.659±0.01 0.650±0.004 0.646±0.004 0.682±0.01
J48 SS 0.636±0.01 0.633±0.01 0.631±0.01 0.664±0.01

5 Timing of Link Formation

Network dynamics can also be examined from the perspective of link delays [31].
If we consider that a link between two nodes is possible when all the enabling
conditions are met, then the link delay is the time lag between the conditions
being met and the link forming. In this section, we investigate if there is a
connection between the strength of a tie of indirectly connected users and the
delay the link experiences before it is formed.
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5.1 Methodology

Let us consider the toy networks in Figure 1. We define the link formation delay
for 2-hop indirect ties (Figure 1a) as:

Δ(b,c) = t(b,c) −max{t(a,b), t(a,c)},
where t(a,b) is the time when the direct link between two nodes is established.
This formulation can also be thought of as the triadic closure delay [31]. Δ thus
is a proxy of the “speed” at which two indirectly connected nodes become directly
connected: small Δ indicates that the triangle closes quickly, and vice versa.

Similarly, the link formation delay for 3-hop indirect ties (Figure 1b) is:

Δ(c,d) = t(c,d) −max{t(a,b), t(a,d), t(b,c)}.
Although no direct analogue for the 3-hop link formation delay was explored
in [31], an n-hop link delay can be considered a form of the general link delay
scenario with the restriction that an n-hop path must exist between the two
nodes under consideration.

A

B C

t1

t2

t3

(a)

AB

C

t1

t2

t3

D
t4

(b)

Fig. 1. (a) B and C have a 2-hop relationship before t3, since t1, t2 < t3, and a 1-
hop relationship thereafter. (b) C and D have a 3-hop relationship before t4, since
t1, t2, t3 < t4, and a 1-hop relationship thereafter.

To measure the strength of indirect ties, we employ the social strength metric
to quantify the strength of a social connection between indirectly connected
nodes. We are primarily interested in whether the latent tie strength between
indirectly connected nodes corresponds to different delays in a direct connection
forming. Intuitively, if the strength of a user’s indirect tie is stronger than any of
the user’s strong direct ties, we consider it a strong indirect tie. Because we have
no information regarding the strength of a direct tie (other than the edge weight),
we consider an indirect tie of a’s as strong if its strength is larger than the
minimum/average/maximum weight of all of a’s direct edges. These alternative
criteria are formally presented below. (We note that the social strength metric
is asymmetric, i.e., SS(a, b) 
= SS(b, a)):

[C-min]: SS(a, b) ≥ min
i∈Neigh(a)

[NW (a, i)] or SS(b, a) ≥ min
a∈Neigh(i)

[NW (i, a)]

[C-mean]: SS(a, b) ≥
∑

i∈Neigh(a)

[NW (a,i)]

size(Neigh(a)) or SS(b, a) ≥
∑

a∈Neigh(i)

[NW (i,a)]

size(Neigh(i))

[C-max]: SS(a, b) ≥ max
i∈Neigh(a)

[NW (a, i)] or SS(b, a) ≥ max
a∈Neigh(i)

[NW (i, a)]
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In each criterion, NW (a, b) is the normalized weight of the edge between
nodes a and b, and the normalization is conducted by the total weight of node
a’s edges. If an indirect tie (a, b) satisfies the conditions for a given criterion, it
is marked as a strong indirect tie; otherwise it is marked as a weak indirect tie.
Table 3 summarizes the tie classification results when these criteria are applied
to the networks TF2 and IE.

Table 3. The statistics of 2- and 3-hop indirect ties in TF2 and IE networks where
ties are divided into strong and weak ties under three criteria

Dist. Network Tie classification criterion # strong ties # weak ties
2 TF2 C-min 6,868 164
2 TF2 C-mean 5,470 1,562
2 TF2 C-max 2,780 4,252
3 TF2 C-min 2,351 90
3 TF2 C-mean 297 2,144
3 TF2 C-max 12 2,429
2 IE C-min 1,555 42
2 IE C-mean 1,235 344
2 IE C-max 715 882
3 IE C-min 193 258
3 IE C-mean 11 440
3 IE C-max 0 451

5.2 Experimental Results

We use the TF2 and IE networks described in Section 3 to analyze link delays
when examining 2- and 3-hop indirect ties. We compare the link delay of weak
and strong ties classified by the previously defined criteria. For TF2, we use days
as the time unit, but for IE we use minutes due to the ephemeral nature of its
face-to-face interactions.

The link delay distributions are plotted in Figure 2, where we see that pairs
with strong indirect ties formed direct links with shorter delay than those with
weak indirect ties. We note that strong ties formed their link with less delay than
weak ties throughout all scenarios and when the tie is stronger, its link formed
even quicker. For example, when using 3-hop indirect ties in TF2 and criterion
C-max for classifying strong vs. weak, 33% of strong indirect ties formed a
direct link within a day, compared to only 7% for weak indirect ties. In contrast,
over 40% of weak indirect ties formed direct links with a large delay (over 60
days). Overall, these results indicate several things. First, when indirect ties are
stronger, there is an increased chance for them to establish a link quicker. Second,
even quantifying the strength of the tie from 3-hops away, strong indirect ties
led to faster link creation.

6 Interaction Intensity along Newly Formed Links

A key characteristic of social interactions is their continuous change, and this
change is likely to affect user behavior related to network dynamics. E.g.,
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Fig. 2. Link delay comparison between 2- and 3-hop strong vs. weak ties in TF2 and
IE. Note that for the IE network, when 3-hop ties are divided by criterion C-max, no
strong ties exist.

frequent interactions lead to the formation of new links, and by interacting with
each other, information can be disseminated in the network. Thus, we believe
the changes in the interactions between nodes previously connected by indirect
ties also can predict the dynamic status of the network.

Note that among all four datasets introduced in Section 3, only the online
game social network (TF2) supplies a timestamp for each friendship formation
and interaction. More importantly, because gamers can play with each others
without being declared friends in Steam Community OSN, we can measure inter-
action intensity in the absence of a declared relationship. Thus, in the following
our analysis is based on TF2 network.

We analyze the intensity of user interactions before and after a pair of users,
who are 2- and 3-hop away, form a new edge. Figure 3 shows that in both scenar-
ios (2 and 3 hops), more pairs of users have interactions after their link formation
than before the link formation. For example, 54% pair of users have no interac-
tions before they establish an edge with each other, while this number decreases
to 17% after a 2-hop indirect tie is closed with a direct tie. This result shows
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Fig. 3. Interaction intensity before vs. after 2- and 3-hop link formation in TF2, and
strong vs. weak ties’ (identified by the C-min criterion) interaction intensity after link
formation of TF2

that after users form a direct link, their interactions not only continue but also
increase, implying that users actively maintain their newly formed relationship.

As a further step, we investigate the difference of interaction intensity be-
tween nodes previously connected via strong vs. weak indirect ties after forming
their direct links. We use the C-min criterion introduced in Section 5 to classify
indirect ties into strong and weak. Figure 3 plots interaction intensity after link
formation. The figure shows that strong indirect ties lead to direct ties with more
interactions than weak indirect ties do.

7 Predicting Information Diffusion Paths

Information diffusion is a fundamental process in social networks and has been
extensively studied in the past (e.g., [32,33,34,35,36]). In fact, some studies have
shown that the evolution of a network is affected by the diffusion of information
in the network [35] and vice versa [34]. Our results from the previous sections
show that indirect ties affect the process of network evolution. In this section,
we go a step further and investigate if the strength of indirect ties can predict
diffusion paths between distant nodes in the graph. That is, departing from
the step-wise diffusion processes examined in the past, and given that a user
received a piece of information at time step t, can we predict which other users
will receive this information at time step t+n (n ≥ 2)? I.e., if we know someone
who received the information at t0, then can we directly predict the infected
users at tn (n ≥ 2) instead of step-wise (e.g., at t1)?

Predictions over such longer intervals could help OSN providers customize
strategies for preventing or accelerating information spreading. For example,
to contain rumors, OSN providers could block related messages sent to the
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susceptible users several time steps before the rumor arrives, or disseminate
official anti-rumor messages in advance. Similarly, marketers could accelerate
their advertisements spreading in the network by discovering who will be the
next susceptible to infection. This n-hop path prediction can supply more time
for decision makers to contain harmful disseminations, and to choose users who
are pivotal in information spreading for targeted advertisements.

This section describes our experiments of applying several indirect-tie metrics
to predict information diffusion paths.

7.1 Experimental Setup

The strength of an indirect tie decreases with the length of the shortest path be-
tween the two individuals. This has been quantitatively observed by Friedkin [24],
who concluded that people’s awareness of others’ performance decreases beyond
2 hops. Three degrees of influence theory, proposed by Christakis et al. [25],
states that social influence does not end with people who are directly connected
but also continues to 2- and 3-hop relationships, albeit with diminishing returns.
This theory has held true in a variety of social networks examined [37,38] and
in accordance with these observations, we set our experiments up to 3 hops. A
single node is chosen as the original source of information at t0. We then predict
the nodes that will accept the information at tn with the knowledge from t0.

Diffusion Simulation. As ground truth, we applied the basic and widely stud-
ied Linear Threshold (LT) diffusion model [39] to simulate a diffusion process,
i.e., which nodes are affected during each time step.

The LT model is a threshold-based diffusion model where nodes can be in one
of two states: active or inactive. We say a node has accepted the information if
it is active, and once active, it can never return to the inactive state. In the LT
model, a node v is influenced by each of its neighbors Neighv according to an
edge weight bv,w. Each node v chooses a threshold θv that is randomly generated
from the interval [0,1]. The diffusion process is simulated as follows: first, an
initial set of active nodes A0 is chosen at random and these are the seed nodes.
Then, at each step t, all nodes that were active in step t − 1 remain active,
and we activate any node v for which the total weight of its active neighbors
is at least θv, that is

∑
w∈Neighv

bv,w ≥ θv. Thus, the threshold θv intuitively

represents the different latent tendencies of nodes to adopt the behavior exhibited
by neighbors, and a node’s tendency to become active increases as more of its
neighbors become active. The input to the simulation is a weighted graph where
edge weights represent the intensity of interactions between nodes (n.b., the LT
model considers only the status of a node’s directly connected neighbors).

We controlled the effectiveness of the diffusion by gradually changing the
upper bound of the thresholds applied on the nodes to simulate different diffusion
processes; from almost no diffusion to fully dissemination to all nodes in the
graph. To do so, we set a threshold θv = random(0, 1)/w where w is empirically
selected based on the range of edge weights in each of the tested networks, i.e.,
w in the range of [1-10] for the CA-I, [1-30] for the CA-II and [1-60] for the TF2.
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Predicting Diffusion Paths via Indirect Ties. Once we generate the ground
truth from the LM model, we then use the strength of indirect ties to predict the
path of diffusion. To measure the strength of indirect ties, we also employ social
strength, Adamic-Adar and Jaccard metrics introduced in Section 4.1 where the
social strength metric considers the edge weight while Adamic-Adar and Jaccard
only consider the neighborhood overlap. We calculate the strength of indirect tie
values between the seed and its n-hop nodes, then convert the values to a social
rank. Each user has a rank list for all her n-hop nodes according to the strength
of the indirect tie value between the user and the node.

After obtaining social ranks, we need a cut-off threshold to decide whether or
not a node’s n-hop nodes will be active at t0+n(n=2 or 3). Our strategy requires
that the social ranks from information recipient’s perspective must be high, e.g.,
socialrankn(A,B) ranks among the top 10% of user A’s contacts. Then, the
cut-off threshold can classify a node’s n-hop nodes into two categories: active or
inactive at t0+n(n=2 or 3). The intuition of this cut-off is that users will likely
believe the information from their “closest” social ties. The cut-off threshold can
be calculated as θpred = |Neighnhops|/q where q is empirically selected to have
an inversely proportional relationship to w, which decides the diffusion process
from almost no diffusion to full dissemination to all nodes. In other words, when
no diffusion happens the θpred should be small enough to select the strongest
indirect ties while in a fully diffused scenario a larger θpred is needed to cover a
large portion of indirect ties.

7.2 Results and Evaluation

In literature, co-authorship networks capture many general features of social
networks [40] and have been studied in information cascades [39], and diffusion
dynamics have been observed in online game social networks [41,42]. Therefore,
in our experiments, we use the three datasets—CA-I, CA-II and TF2—as de-
scribed in the previous section. To better demonstrate indirect ties’ effective
power on inferring diffusion processes, we compare indirect tie metrics with a
baseline method, which randomly selects a information recipient’s 2 and 3-hop
friends to accept the information.

We compare the prediction results with the ground truth obtained from the
diffusion simulation to verify the effectiveness of indirect ties in predicting dif-
fusion paths. We evaluate our method using accuracy, sensitivity and speci-
ficity [43]. Figures 4 and 5 depict the prediction results in a 2- and 3-hop social
distance, respectively. We see that for both 2- and 3-hop path predictions, over-
all the accuracies of indirect tie metrics are higher than the baseline’s, reaching
a maximum of 0.90 with social strength metric in 2-hop path predictions. Also,
the accuracies of the three indirect tie metrics in all cases are always higher
than 0.56, and social strength outperforms the other two metrics in most of the
scenarios. Although 3-hop predictions (generated by the Social Strength metric)
show decreased sensitivity, specificity and accuracy compared to 2-hop results,
they remain above 0.64. It is important to note that these three networks have
very different network structure (from sparse to dense), yet the performance of
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Fig. 4. Performance of different measures of strength for 2-hop indirect ties, in the
prediction of information diffusion paths in the networks CA-I, CA-II and TF2

indirect tie metrics are consistently higher than the baseline in all three networks
and for different diffusion thresholds. From these results, we conclude that indi-
rect ties can be used in the prediction of information diffusion, i.e., along which
paths information will propagate and which users will be activated, at least 2-3
steps before a susceptible node is even in contact with an infected node.

8 Summary and Discussions

In this paper, we empirically examine the predictive power of indirect ties in
network dynamics. By using four real-world social network datasets and three
indirect measurements, we empirically show that indirect ties can be used for
predicting the newly formed edges and the stronger an indirect tie is, the quicker
the tie will form a link. In addition, strong indirect ties correlate to more interac-
tions, and the interaction has the tendency to be continued after the link formed.
Finally, we show that indirect ties can also be used for predicting information
diffusion paths in social networks.
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Fig. 5. Performance of different measures of strength for 3-hop indirect ties, in the
prediction of information diffusion paths in the networks CA-I, CA-II and TF2

This is our first step to investigate the influences of indirect ties on network
dynamics. In the future, we will further study the effects of indirect ties on in-
formation diffusion paths with various diffusion models and real-world cascades.
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Abstract. Knowing which users are likely to churn (i.e. leave) a service
enables service providers to offer retention incentives for users to remain.
To date, the prediction of churners has been largely performed through
the examination of users’ social network features; in order to see how
churners and non-churners differ. In this paper we examine the social
and lexical development of churners and non-churners and find that they
exhibit visibly different signals over time. We present a prediction model
that mines such development signals using Gaussian Sequences in the
form of a joint probability model; under the assumption that the values
of churners’ and non-churners’ social and lexical signals are normally
distributed at a given time point. The evaluation of our approach, and its
different permutations, demonstrates that we achieve significantly better
performance than state of the art baselines for two of the datasets that
we tested the approach on.

1 Introduction

The churn (leaving) of a user from a service represents a loss to the service owner,
be it: a telecommunications operator, where a customer leaving represents a
loss of financial income; a question-answering platform, where an expert leaving
could lead to a reduction of know-how in the community, or: a discussion forum,
in which a user leaving could result in the forum’s social capital, and perhaps
vibrancy, being reduced. Therefore, predicting which users will leave a given
service is important to a range of service providers; and an effective means of
doing so enables retention strategies to be applied to those potential churners.

The majority of work within the area of churn prediction has focussed on
building a prediction model using information about a user’s social network
position [2], and thus the extent to which he is interacting with other users,
and/or the activity of a given user up until a given point in time. Our prior
work [8] proposed an approach based upon the lifecycle of a user (i.e. the period
of time between a user joining a service to either churning or remaining) in
which social and lexical dynamics of the user were mined and a model fitted
to the development curve of the user; properties of those models were then
used as features for prediction models to differentiate between churners and
non-churners. However, this approach was limited by only concentrating on a
fixed number of lifecycle stages (e.g. 20) and did not examine how churners

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 66–79, 2014.
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and non-churners developed differently. In this paper we attempt to fill these
gaps by exploring the following two questions: (i) How do churners and non-
churner develop? And; (ii) How can we exploit development information to detect
churners?

In exploring these questions we found that churners and non-churner do indeed
differ in how they develop, both socially and lexically, over their lifetimes, and
that by assuming a Gaussian distribution at each lifecycle stage then we can
chain together Gaussian Sequences for use in prediction. This paper makes the
following contributions:

– Examination of different lifecycle patterns for both churners and non-churners
across three online community datasets; with different lifecycle fidelity set-
tings (5, 10 and 20 stages).

– Prediction models based on Gaussian sequences with slack variables for tun-
ing, and a new model learning approach called Dual-Stochastic Gradient
Descent.

– Evaluation of the proposed models against state of the art baselines showing
significantly better performance for two of the tested datasets.

We begin this paper with a review of existing churn prediction approaches
before then moving on to detail the datasets used for our work and how we label
both churners and non-churners within them.

2 Related Work

Churner prediction has been studied across a number of domains, for instance
Zhang et al. [9] predicted churners in a Chinese telecommunications network by
inducing a decision tree classifier from user activity features (e.g. call duration)
and network properties (e.g. 2nd order ego-network clustering coefficient). Mc-
Gowan et al. [6] also predicted churners from a telecommunications provider by
experimenting with different dimensionality reduction and boosting methods.
Lewis et al. [5] examined Facebook networks of college students over a 4 year
period and found an association between friendship maintenance and geographi-
cal proximity and shared tastes. Quercia et al. [7] analysed Facebook friendships
and users’ personality traits, finding that churn was likely to happen if the ages
of connected users differed and if one of the users was neurotic or introverted.
Kwak et al. have examined churners from Twitter networks in [3] and [4]: in the
former the authors analysed the differences between social network snapshots,
separated by 6 weeks, of Korean Twitter users finding that users unfollowed
other users when the users talked about uninteresting topics; while in the lat-
ter work [4], the authors induced a logistic regression model to predict churners
based on pairwise features (formed between the user and each of his subscribers).

Similar to our work, the work by Karnstedt et al. in [1] and [2] examined
the prediction of churners from the Irish online community platform Boards.ie,
finding that the probability of a user churning was related to the number of
prior users with whom the individual has communicated having churned before.
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The authors examined the social network properties of churners against non-
churners (i.e. in-degree, out-degree, clustering coefficient, closeness centrality,
etc.), inducing a J48 decision tree to differentiate between churners and non-
churners when using social network properties formed from the reply-to graph
of the online communities. In this paper, we implement this model as our base-
line by engineering the same features using the same experimental setup. Our
approach differs from existing work by assessing churners’ and non-churners’
development signals, and inducing a joint-probability function from such infor-
mation.

Table 1. Splits of users within the datasets and the churn window duration

Platform #Churners #Non-churners Churn Window

Facebook 1,033 1,199 [04-11-2011, 28-08-2012]
SAP 10,421 7,255 [29-11-2009,07-09-2010]
Server Fault 12,314 11,144 [13-06-2010,24-12-2010]
Boards.ie 65,528 6,120,008 [01-01-2005,13-02-2008]

3 Datasets

To provide a broad examination of user lifecycles across different online commu-
nity platforms we used data collected from four independent platforms:

1. Facebook: Data was obtained from Facebook groups related to Open Uni-
versity degree course discussions. Although Facebook provides the ability to
collect social network data for users, we did not collect such data in this in-
stance and instead used the reply-to graph within the groups to build social
networks for individual users.

2. SAP Community Network (SAP): The SAP Community Network is a com-
munity question answering system related to SAP technology products and
information technologies. Users sign up to the platform and post questions
related to technical issues, other users then provide answers to those ques-
tions and should any answers satisfy the original query, and therefore solve
the issue, the answerer is awarded points.

3. Server Fault. Similar to SAP, Server Fault is a platform that is part of the
Stack Overflow question answering site collection.1 The platform functions
in a similar vein to SAP by providing users with the means to post questions
pertaining to a variety of server-related issues, and allowing other community
members to reply with potential answers.

4. Boards.ie This platform is a community message board that provides a range
of dedicated forums, where each forum is used to discuss a given topics (e.g.
Rugby Union, Xbox360 games, etc.). We were provided with data covering
the period 1998-2008 and, like SAP and ServerFault, we also had access to
the reply-to graph in each forum.

1 http://stackoverflow.com/

http://stackoverflow.com/
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Unlike on subscription-based services where a churner is identifiable by the
cancellation of the service (e.g. cancelling a contract), on online community
platforms we do not have such information from which to label churners and
non-churners. Instead, we examined users’ activity and then decided on a suit-
able inactivity threshold where, should a user remain inactive for more than
that period (i.e. x days), then we can say he has churned. To derive this thresh-
old, we first defined Δ as the maximum number of days between posts across
the platforms’ datasets for each user, and then plotted the relative frequency
distribution of Δ across the platforms in Figure 1. We then selected each dis-
tribution’s mean as the churn control window size: 149 days, 141 days, 97 days
and 198 days for Facebook, SAP, ServerFault and Boards.ie respectively.

To derive churners and non-churners we took the final post date in a given
dataset and went back n (size of the churn control window) days, this date gives
the churn window end point (t′′). We then went back a further 2n days to give
the churn window start point (t′); thus the churn window is defined as a closed
date interval [t′, t′′]. Users who posted for the final time in [t′, t′′] were defined as
churners and users who posted after [t′, t′′] were labeled as a non-churners. Table
1 shows the number of churners and non-churners derived using this approach.
We split each platform’s users up into a training and test set using an 80:20%
split respectively - using the former set to inspect how users develop and evolve
and the latter set (test) to detect churners. All analysis that follows and the
features engineered for our experiments use data from before the churn window,
thereby not biasing our prediction experiments and reflecting a real-world churn
prediction setting where we only have information up until a given time point.
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Fig. 1. Gap distributions across users of the different platforms. The mean and median
of the distributions are shown using blue dashed and red dotted lines respectively.

4 User Lifecycles

In this section we briefly describe our approach for representing the lifecycles of
users on the online community platforms - for a more comprehensive description
we refer the reader to our prior work [8]. We begin by segmenting a user’s
lifecycle into k stages, where each stage contains the same number of posts.
The setting of k controls the fidelity of a user’s lifecycle and in this paper we
experiment with various settings where k = {5, 10, 20}. For each lifecycle stage
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(i.e. s ∈ S = {1, 2, . . . , k}) we wish to inspect the social and lexical dynamics of
the user, as follows:

4.1 Social Dynamics

For examining the social dynamics of each user we looked at the distribution
of his in-degree and out-degree - i.e. the number of edges that connect to a
given user and the the number of edges from the user. As we are dealing with
conversation-based platforms for our experiments we can use the reply-to graph
to construct these edges, where we define an edge connecting to a given user u if
another user v has replied to him. Given our use of lifecycle periods we use the
discrete time intervals that constitute s ∈ S to derive the set of users who replied
to u, defining this set as Γ IN

s = {author(q) : p ∈ Pu, q ∈ P, time(q) ∈ s, q → p}.2
We also define the set of users that u has replied to within a given time interval
using ΓOUT

s with the reply direction reversed. From these definitions we can then
form a discrete probability distribution that captures the distribution of repliers
to user u, using Γ IN

s , and user u responding to community users using ΓOUT
s .

For an arbitrary user (v ∈ Γ IN
s ) who has contacted user u within lifecycle stage

s we define this probability of interaction as follows:

Pr(v | Γ IN
s ) =

|{q : p ∈ Pu, q ∈ Pv, time(q) ∈ s, q → p}|∑
x∈Γ IN

s
|{q : p ∈ Pu, q ∈ Px, time(q) ∈ s, q → p}|

Given this formulation we now have time-dependent discrete probability dis-
tributions for a given user’s in-degree and out-degree distributions, thereby al-
lowing the social changes of users to be analysed in terms of the users commu-
nicating with a given user over time.

4.2 Lexical Dynamics

We modelled the lexical dynamics of users based on their term usage over time.
We first retrieved all posts made by a given user within a lifecycle period and
then removed stop words and filtered out any punctuation. We defined a multiset
of the set of terms used by u in a given time period: t ∈ Cs and a mapping
function g : Cs → N that returns the multiplicity of a given term’s usage by the
user at a given time period. We then defined the discrete conditional probability
distribution for a given user u and lifecyle stage s based on the relative frequency
distribution of terms used by u in that lifecycle period.

4.3 Modelling User Evolution

Given the use of discrete probability distributions derived for each dynamic (e.g.
in-degree) and lifecycle stage (s) we can gauge the changes that each user goes

2 We use p → q to denote message q replying to message p, Pu to denote posts authored
by u, P to denote all posts.
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through by assessing for changes in this distribution. To this end we assess:
(i) period variation, using entropy; (ii) historical contrasts to assess how the
user is diverging from prior dynamics, using cross-entropy measured between a
given stage’s distribution and all prior stage distributions and then taking the
minimum, and; (iii) community contrasts to assess how the user is diverging
from the general behaviour of the community, using cross-entropy also.

Period Variation. For each platform (Facebook, SAP, and ServerFault) we
derived the entropy of each user in each of his individual lifecycle periods based
on the in-degree, out-degree and term distributions; we then recorded the mean
of these entropy values over each lifecycle period for churners and non-churners.
Figure 2 shows the differences in the development signals between churners and
non-churners for ServerFault users,3 where, although the development signals
remain relatively level across the lifecycle stages, there are clear differences in
the magnitude of the entropy values - in particular for lower fidelity settings
the 95% confidence intervals of the signals do not overlap. Such distinct signals
between churners and non-churners resonate with the theory of social exchange:
users who remain in the community share more connections (higher in-degree and
out-degree entropy) and thus invest more and get more out of the community,
churners meanwhile are the converse.

Historical Comparisons. Figure 3 shows the in-degree, out-degree and lexical
period cross-entopies for Server Fault, deriving the values as above for the pe-
riod variation measures for both the churners and non-churners. We note that
across all of the plots churner signals are lower in magnitude than non-churners
signals, indicating that the properties of the non-churners tend to have a greater
divergence with respect to earlier properties than the churners. This suggests
that churners’ behaviour is more formulaic than non-churners, that is they ex-
hibit less divergence from what has occurred beforehand. In general, the curve
of churners and non-churners diminishes towards the end of their lifecycles but
with different gradients.

Community Comparisons. For examining how users diverged from the com-
munity in which they were interacting we used users’ in-degree, out-degree and
lexical term distributions and compared them with the same distributions de-
rived globally over the same time periods. For the global probability distribu-
tions we used the same means as for forming user-specific distributions, but
rather than using the set of posts that a given user had authored (Pu) to derive
the probability distribution, we instead used all posts to return Q.4 We then
calculated the the cross-entropy as above between the distributions. (H(Pu, Q))

3 We use this platform throughout as an example due to brevity. The remaining plat-
forms exhibit similar curves.

4 For instance, for the global in-degree distribution we used the frequencies of received
messages for all users.
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Fig. 2. Period entropy distribution on ServerFault for different fidelity settings (k) for
users’ lifecycles and different measures of social (indegree and out degree) and lexical
dynamics. The green dashed line shows the non-churners, while the red solid line shows
the churners.

over the different lifecycle stages. Again, as with period cross-entropies, we find
churners’ signals to have a lower magnitude than non-churners suggesting that
non-churners’ properties tend to diverge from the community as they progress
throughout their lifetime within the online community platforms.

5 Churn Prediction from Gaussian Sequences

Above we plotted the 95% confidence intervals of a given measurement m (e.g.
the period entropy of users’ in-degree at lifecycle stage 1) for both churners
and non-churners. If we assume that the distribution of a given measurement
(m) at a particular lifecycle stage (s) is normally distributed, then for each
measurement we have two signals (one for churners and one for non-churners)
that each correspond to a sequence of Gaussians measured over the k lifecycle
stages:

Definition 1 (Gaussian Sequence). Let m be a given measurement, s be a
given lifecycle stage drawn from the set of lifecycle stages s ∈ S, then m is
said to be normally distributed on s and defined by N

(
μ̂m,s, (σ̂m,s)

2
)
where μ̂m,s
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Fig. 3. Period cross-entropy distribution on ServerFault for different fidelity settings
(k) for users’ lifecycles and different measures of social (indegree and out degree) and
lexical dynamics

and σ̂m,s denote the maximum likelihood estimates of the mean and standard
deviation respectively. Then the Gaussian Sequence of m is defined as follows:

Gm =
(
N
(
μ̂m,1, (σ̂m,1)

2,N
(
μ̂m,2, (σ̂m,2)

2, . . . ,N
(
μ̂m,|S|, (σ̂m,|S|)2

))
.

5.1 Single-Gaussian Sequence Model

Under the assumption that a given measurement has a Gaussian distribution at
s then for an arbitrary user (u) we may measure the likelihood that the user
belongs within a given distribution given his measurement at that stage. Using
the convenience function f(u,m, s) we can compute the probability that the user
belongs to the churn gaussian, at that time step (s), using:

P (u|βm,s) ∝βm,sN
(
f(u,m, s)|μ̂c

m,s, (σ̂
c
m,s)

2
)

In the above equation, N
(
f(.)|μ̂, σ̂2

)
defines the conditional probability of the

observed measurement f(.) being drawn from the given gaussian of measure m
in lifecycle stage s. We have also included a slack variable βm,s to control for
influence on the churn probability; its inclusion is necessary because we may
have an outlier measure for u and should limit over fitting as a consequence
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Fig. 4. Community cross-entropy distribution for different fidelity settings (k) for users’
lifecycles and different measures of social (indegree and out degree) and lexical dynamics

- note that this variable is indexed by both m and s as it is specific to both
the lifecycle stage, and the measure under inspection. Given our formulation of
the churn probability in a particular lifecycle stage s and based on measure m,
we can therefore derive the joint probability of u churning over the observed
sequence of measures (m ∈ M) and his lifecycle stages (s ∈ S) as follows - we
term this the Single-Gaussian Sequence Model :

Q(u|b) =
∏

m∈M

∏
s∈S

ρ
(
βm,sN

(
f(u,m, s)|μ̂c

m,s, (σ̂
c
m,s)

2
))

The parameter ρ smooths zero probability values given our joint calculation.
Assuming we have |S| lifecycle stages, and |M |measures, then the slack variables
are stored within a parameter vector: b where - where βm,s ∈ b.

5.2 Dual-Gaussian Sequence Model

The above formulation can be extended further to include two competing Gaus-
sian distributions at a particular lifecycle stage: the churn gaussian, formed from
measurements of the known churner users, and; the non-churn gaussian, formed
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from measurements of known non-churners. We can therefore adapt the proba-
bility of the user belonging to the churn gaussian to be as follows:

P (u|βm,s) ∝
[
βm,sN

(
f(u,m, s)|μ̂c

m,s, (σ̂
c
m,s)

2
)

− (1− βm,s)N
(
f(u,m, s)|μ̂n

m,s, (σ̂
n
m,s)

2
)]

+

In this instance we wrap the subtraction of the churn-distribution member-
ship probability by the β-scaled non-churn-distribution membership probability
within the positive value operand []+ in order to return a non-negative value. As
above, we can then calculate the joint churn probability over observed measures
and lifecycle stages as follows - we term this the Dual-Gaussian Sequence Model :

Q(u|b) =
∏

m∈M

∏
s∈S

ρ
[
βm,sN

(
f(u,m, s)|μ̂c

m,s, (σ̂
c
m,s)

2
)

− (1− βm,s)N
(
f(u,m, s)|μ̂n

m,s, (σ̂
n
m,s)

2
)]

+

5.3 Model Learning: Dual-Stochastic Gradient Descent

For both the single and dual-gaussian models, our objective is to minimise the
squared-loss between a user’s forecasted churn probability and the observed
churn label - given that the former is in the closed interval [0, 1] and the latter is
from the set {0, 1} - our parameters are L2-regularised to control for over-fitting:

argmin
b∗

∑
(xi,yi)∈D

(
yi −Q(u|b)

)2
+ λ||b||22 (1)

Using this objective, we can then use gradient descent to calculate the setting
of each β ∈ b by minimising the loss between a single user’s forecasted churn
probability and his actual churn label (i.e. either 0 - did not churn - or 1 -
did churn). We experimented with two learning procedures: stochastic gradient
descent (SGD), and dual-stochastic gradient descent (D-SGD) - the latter being a
novel contribution of this paper. This latter procedure learns b with the approach
in Algorithm 1, which takes as input a given regularisation weight λ, learning
rate η, smoothing variable ρ, the dataset to use for parameter tuning D, the
dimensionality of the feature space m, and the convergence threshold ε. The
algorithm runs two loops: the outer loop (lines 4-12) shuffles the order of the
dataset’s instances and iterates through them, the inner loop (lines 7-11) then
shuffles the order of the features. For each feature, the error of predicting the
churn label of the user is derived (line 9) and this is used to update the parameter
for feature j in the model; this process is repeated until the model’s parameters
have converged to a degree less than ε. We used D-SGD here to avoid sequential
updating of parameters, and to examine its effects.
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Algorithm 1. Learning the model’s parameters using dual-stochastic gradient
descent. Input: λ, η, ρ, D, m, ε. Output: b

1. b = 0m; bOLD = random(m, [0, 1]); J = {0, 1, . . .m}
2. while |β − βOLD| < ε do
3. βOLD = β
4. Shuffle D
5. for (xi, yi) ∈ D do
6. Shuffle J
7. for j ∈ J do
8. e = yi −Q(i|b)
9. βj ← βj + η ∗ (e− λβj)
10. end for
11. end for
12. end while
13. return b

6 Evaluation

We now turn to the evaluation of the above models, there are two stages to
this: we begin by first tuning the various models’ hyperparameters, before then
applying the best performing model hyperparameters to the held-out test split
of users. All proposed models use a fixed smoothing setting of ρ = 0.1 and the
convergence threshold to be ε = 10−7.

6.1 Model Tuning: Setup

For the above proposed gaussian sequence models we have two hyperparameters
that are to be tuned: (i) λ the regularisation weight, and; (ii) η the learning
weight. For each model and learning routine (i.e. stochastic or dual-stochastic
gradient descent) we set the possible settings for the hyperparameters of each
be from {10−8, 10−7, . . . , 10−1}. To tune the hyperparameters we used 10-fold
cross-validation over the training split with 9 segments for training using a given
hyperparameter vector (θ = {λ, η}) to derive the parameter vector b, we then
applied this to the 1 segment held-out and recorded the Area Under the ROC
Curve (ROC). We repeated this 10 times for the 10 different segments and
recorded the mean of these as the 10-fold CV average ROC. Appendix A presents
the tuned hyperparameters for the proposed models and learning procedures.

6.2 Baselines

In order to judge how well our approach, and its variant models, performs against
existing work we included two baselines. The first baseline we denote as B1-J48:
for this we induced a J48 decision tree classifier using the above mentioned
features (e.g. in-degree entropy of a user in lifecycle stage 1) using the train-
ing split users and applied this to the test split. For the second baseline, that



Predicting Online Community Churners Using Gaussian Sequences 77

we denote by B2-NB, we implemented the approach from [2] using features de-
rived from the social network of users: in-degree, out-degree, closeness-centrality,
betweenness-centrality, reciprocity, average number of posts in initiated threads,
average number of posts within participated threads, popularity (% of user au-
thored posts that receive replies), initialisation (% of threads authored by the
user), and polarity. We first tested the J48 classifier, as used in [2], but found
this to be poor performing5 therefore we used the Naive Bayes classifier instead.

Table 2. Area under the Receiver Operator Characteristic (ROC) Curve results for
the different Gaussian Sequence Models and Learning Procedures

Baselines SGD D-SGD
Platform Lifecycle Fidelity B1-J48 B2-NB Single-N Dual-N Single-N Dual-N
Facebook 5 0.559 0.461 0.570 0.472 0.548 0.478

10 0.531 0.491 0.569 0.554 0.593 0.545
20 0.478 0.444 0.664 0.500 0.528 0.583

SAP 5 0.594 0.497 0.573 0.527 0.545 0.533
10 0.533 0.494 0.553 0.503 0.584 0.590
20 0.478 0.582 0.500 0.500 0.540 0.525

ServerFault 5 0.583 0.530 0.522 0.556 0.583 0.577
10 0.534 0.546 0.500 0.557 0.569 0.589
20 0.463 0.530 0.500 0.634 0.486 0.484

Boards.ie 5 0.504 0.611 0.524 0.547 0.526 0.518
10 0.512 0.593 0.500 0.539 0.501 0.496
20 0.560 0.553 0.500 0.501 0.500 0.502

6.3 Results: Churn Prediction Performance

For the model testing phase of the experiments, we took the best performing hy-
perparameters for each model and learning procedure, trained the model using
this setting using with entire training split, and then applied it to the test split;
we did this twenty-times for each model (as each induction of the parameter vec-
tor is affected by the stochastic nature of the learning procedure) and took the
average ROC value. These ROC values for the different models and baselines are
shown in Table 2. The results show that for certain proposed models we signif-
icantly outperformed the baselines for two of the datasets.6 Surpassing B1-J48
indicates that our proposed Gaussian models beat a widely-used classification
model when detecting churners - given that this baseline makes use of the same
features as our proposed model.

The results indicate variance across the prediction model as to which model
performs best and under what conditions. For instance, the single-gaussian model
performs better overall than the dual-gaussian model: this is largely due to
the latter model smoothing zero-probability values through the setting of ρ.

5 We also tested support vector machines and the perceptron classifier.
6 Testing for significance using the Student T-test for independent samples.
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Future work will experiment with ρ, either by indexing prediction models by this
value or by tuning it as a hyperparameter. There appears to be no discernible
winner in terms of the learning procedure to adopt, thus with dual-stochastic
gradient descent being more computationally expensive we would lean towards
using stochastic gradient descent in its place.

7 Conclusions and Future Work

In this paper we have presented a means to predict churners based on Gaus-
sian Sequences. Our approach assumes that measures of user development are
normally distributed, at each discrete lifecycle stage, and from which the prob-
ability of a user belonging to a churner or non-churner class can be gauged.
We proposed two models to detect churners: the first using a single Gaussian
Sequence formed from known churners’ development information, and a second
approach using dual-Gaussian Sequences from both churners’ and non-churners’
development information. Evaluation demonstrated that our detection models
outperformed the two baselines - including the popular J48 decision tree classifier
- for two of the tested online community datasets.

To the best of our knowledge this is the first work to directly compare the
development signals of churners and non-churners and use that information to
inform predictions. Our own prior work [8] focused on inducing regression models
that capture the development trajectory of the above-mentioned measures. We
implemented this same approach across the reduced lifecycle fidelity settings
(i.e. k = {5, 10}) and found that: (i) its fit was poor for lower lifecycle fidelities;
and (ii) prediction experiments resulted in low ROC values, in many cases zero.
The presented approach in this paper therefore surpasses our own prior work in
terms of its applicability to lower settings of lifecycle fidelities, and thus more
users.

The first area of further work will explore the use of different objective func-
tions that are to be optimised: above we used a reduction in the squared-error,
yet an objective that accounts for rankings of users, based on their churn prob-
ability, would be better suited given the use ROC as our evaluation measure.
The second area of future work will explore the task of churn point prediction:
forecasting the day at which the user posts for the last time, our approach is
amenable to such a setting via changing predictive function’s codomain.
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A Appendix: Model Tuning Results

Table 3. Tuned hyperparameters for the various proposed models as λ, η pairs

SGD D-SGD
Platform Fidelity Single-N Dual-N Single-N Dual-N
Facebook 5 0.1, 0.01 0.1, 0.01 10−5, 0.1 0.1, 0.01

10 0.1, 0.01 10−5, 0.01 0.01, 0.1 10−5, 0.01
20 0.1, 0.01 0.001, 0.1 0.1, 0.1 0.01, 0.1

Sap 5 0.1, 0.001 10−5, 0.01 10−6, 0.01 0.01, 0.01
10 0.1, 0.01 0.1, 0.01 0.001, 0.1 0.01, 0.1
20 0.1, 0.01 0.1, 0.01 0.001, 0.1 0.001, 0.1

ServerFault 5 10−5, 0.01 0.1, 0.01 0.01, 0.1 0.1, 0.01
10 0.1, 0.1 0.01, 0.01 0.001, 0.1 0.01, 0.1
20 10−6, 0.1 0.01, 0.01 10−5, 0.1 0.01, 0.1

Boards.ie 5 10−6, 0.001 0.1, 0.001 0.001, 0.1 0.1, 0.001
10 0.1, 0.1 0.01, 0.001 0.001, 0.1 0.001, 0.001
20 0.1, 0.1 0.1, 0.01 0.1, 10−6 10−5, 0.1
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Abstract. Nowadays Open-Source Software is developed mostly by de-
centralized teams of developers cooperating on-line. GitHub portal is an
online social network that supports development of software by virtual
teams of programmers. Since there is no central mechanism that governs
the process of team formation, it is interesting to investigate if there are
any significant correlations between project quality and the character-
istics of the team members. However, for such analysis to be possible,
we need good metrics of a project quality. This paper develops two such
metrics, first one reflecting project’s popularity, and the second one - the
quality of support offered by team members to users. The first metric
is based on the number of ‘stars’ a project is given by other GitHub
members, the second is obtained using survival analysis techniques ap-
plied to issues reported on the project by its users. After developing the
metrics we have gathered characteristics of several GitHub projects and
analyzed their influence on the project quality using statistical regression
techniques.

Keywords: OSS, online collaboration, performance metrics, survival
analysis.

1 Introduction

Very often Open-Source Software (OSS ) is developed by decentralized teams of
programmers, who cooperate globally using web-based source code repositories.
There are several features typically associated with such Collaborative Innova-
tion Networks (COINs): (a) voluntary work; (b) low organizational costs; (c)
meritocracy. In recent years COINs have proved their ability to produce high
quality software. Leading example of such network is the GitHub website, an
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online social network that supports development of software by virtual teams of
programmers. Every GitHub user can create his/her own repository and work on
it with other registered users. They may also join projects created by somebody
else and make their own contributions there. GitHub has no recommendation
system for developers, which would support their decisions on how to contribute
effectively from a scratch. Every GitHub user makes his/her own decision on how
to manage their personal time and professional skills - that is the reason why the
process of team formation on GitHub is decentralized and might be considered
as self-organizing. In other words, there is no central mechanism governing the
formation of OSS teams.

It sheds light on the puzzling fact that even though open source software (OSS)
constitutes public good, it is being developed for free by highly qualified, young,
motivated individuals, and evolves at a rapid pace. We show that when OSS
development is understood as the private provision of public good, these features
emerge quite naturally. We adapt a dynamic private provision of public goods
model to reflect key aspects of the OSS phenomenon, such as play value or homo
ludens payoff, user-programmers’ and gift culture benefits. Such intrinsic motives
feature extensively in the wider OSS literature and contribute new insights to
the economic analysis

1.1 Problem Definition

Foregoing facts awaken our interest in investigating if there are any significant
correlations between project quality and characteristics of the team members.
We consider project quality as consisting of two aspects: one is the number of
stars that any project might receive from GitHub users, and the second one is
the response of project team to issues reported for a given repository. In case
of the first indicator, we believe that community reaction to the project is a
proper measure of its quality. Any GitHub user is able to gratitude a chosen
projects with a star – it shows his admiration and positive attitude towards
chosen repository.

It is very important for every kind of software to have a good support - that
is a team of people, who are able to respond, in case when the community of
users reports some bugs and feature requests. Considering any piece of software,
bugs constitutes an almost inevitable part of its lifetime – even alpha and beta
tests are not able to rule out all possible problems with the software. Moreover,
community of users is the best source of information about the performance
of solutions that have been implemented and about the lack of some features,
which might significantly improve usability of the created system. Open-Source
Software developed on GitHub by COINs is no exception here – it also needs
maintenance of issues reported by community of users.

Github platform has a distinct functionality for reporting issues on a project:
it allows GitHub users to report such things as bugs, feature requests or enhance-
ments to the team of developers. The categories of all possible issues might be
defined by the owner of the repository. For each repository from GitHub we have
a record of its issues survival - data about moment when a particular issue had
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been opened, and eventually when it was closed. The analysis of survival of those
issues gives us insights about typical life duration of issues in different kinds of
GitHub projects.

We believe that issue survival is one of the indicators of GitHub team quality.
Our assumption is, that well organized and motivated teams tend to maintain
and swiftly close issues associated with their repositories, and measuring the
time of issue closure, together with other predictor variables describing GitHub
repositories, is a good metric of quality for the team maintaining a given repos-
itory.

We have also gathered several characteristics of GitHub projects and analyzed
their influence on project popularity and the quality of support offered to users.
Several interesting conclusions were made, for example, it is better to attract
focused active developers to the project than to attract popular members.

2 Related Work

Questions concerning the problem of quality in Open-Source Software (OSS) and
COIN s has been investigated by several researchers. A generic review of the em-
pirical research on Free/Libre and Open-Source Software (FLOSS ) development
and assessment of the state of the literature might be found in ACM article by
Crowston et.al. (2008) “Free/Libre Open-source Software Development: What
We Know and What We Do Not Know”.[2]. In publication “Software Product
Quality Models” by Ferenc et.al. (2014) authors provide a brief overview about
the history of software product quality measurement, focusing on software main-
tainability, and the existing approaches and high-level models for characterizing
software product quality. Based on objective aspects, the implementations of the
most popular software maintainability models are compared and evaluated. This
paper also presents the result of comparing the features and stability of the tools
and the different models on a large number of open-source Java projects.[5] How-
ever, we have not found many papers that directly investigate relations between
projects issues survival and its quality.

A solid understanding of online collaboration is provided by research on
wikiteams. Wikipedia is a laboratory for open, virtual teamwork.[17] It is also a
community similar to GitHub, because collaboration manifests through a swarm
creativity which is a part of COIN model. Scholars Hupa et.al. (2010) enhance
expert matchmaking and recommender systems with multidimensional social
networks (MDSN).[8] According to them, dimensions of: trust, acquaintance and
knowledge store information about the social context of an individual, as well
as team’s social capital, intra-group trust and skill difference. Social network is
based on the entire Wikipedia edit history, and therefore is a summary of all
recorded author interactions.[18] Using information from these dimensions they
define a criteria that predict team performance.[8] A dimension of distrust is
added to model because of its beneficial behaviour to teams quality.[19]

Rahmani, Khazanchi (2010) published “A Study on Defect Density of Open
Source Software”, where they present an empirical study of the relationship be-
tween defect density and download number, software size and developer number
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as three popular repository metrics. Contrary to theoretical expectations, their
regression analysis discovered no significant relationship between defect density
and number of downloads in OSS projects. Yet, researcher find that the num-
ber of developers and software project size together present some promise in
explaining defect density of OSS projects. They plan to explore other potential
predictors for defect density in OSS projects, together with the use of non-linear
regression to explain the trends in defect density associated with OSS project.[16]

Michlmayr, Senyard (2006) in their paper “A Statistical Analysis of Defects in
Debian and Strategies for Improving Quality in Free Software Projects” analyse
7000 tickets from the Debian issue tracking system. This data accumulated dur-
ing over 2.5 years allowed them to make conclusions regarding a high-maturity
project through analysing their issues closure. Scholars found that the number of
issues is increasing together with the decrease in a defect removal rate. Scientist
found that frequent releases lead to shorter defect removal times and possibly
to more user feedback. Secondly, they argued that a close interaction with the
upstream authors of free software is beneficial, and upstream authors gain from
wide testing and more user feedback. Finally, working in groups increases the
reliability of volunteer maintainers and leads to shorter defect removal times.[13]

Related to our approach is work by Fischer et.al. (2003) “Analyzing and
relating bug report data for feature tracking””, where bug reports tracks were
used to investigate software evolution. Authors method has been validated us-
ing the large open source software project of Mozilla and its bug reporting
system Bugzilla. Their approach uncovers hidden relationships between features
via problem report analysis and presents them in easy to evaluate visual form.[6]

As one can observe, there is a lot of research concerning quality in Open-Source
Software, and their number happens to grow after the success of the SourceForge
andGitHub portal. Internet databanks, which aggregate data from different web-
based online source repositories, make for the analysis of Open-Source Software
easier and wider. Researchers Farah et.al. (2014) published work titled “Open-
Hub: A scalable architecture for the analysis of software quality attributes” where
they analyze 140, 000 Python repositories under quality attributes - performance,
testability, usability, maintainability. Scientists merged information on Python
repositories collected from GitHub with metrics generated by OpenHub (for-
merly Ohloh) - an internet aggregator for OSS repositories.[4]

Interesting analysis of activity fade-out in OSS projects are presented in “Is
it all lost? A study of inactive open source projects” by Khondhu et.al. (2013).
Researchers quote an informal rule, according to which “when developers lose
interest in their project, their last duty is to hand it off to a competent successor”.
However, mechanism of such hand-off is not widely known among OSS users.
Paper goal is to differentiate projects that had maintainability issues from those
that were inactive for other reasons.[11]

A discussion about central management vs. OSS is covered in book by O’Reilly
Media “Making Software: What Really Works, and Why We Believe It”.[15]
Mahony, Ferraro (2007) prove that successful communities structure their work
and that good communities and teams are self-governing.[14] There also have
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been attempts to support programmers work, by recommendation engines. In
paper from Zimmermann et.al. (2014) “Mining version histories to guide soft-
ware changes” data mining has been applied to version histories, in order to
guide programmers along the related changes. Their system prototype called
ROSE was able to correctly predict 26% of further files to be changed—and 15%
of the precise functions or variables.[20]

In work of Kalliamvakou et.al. (2014) researchers indicate that, although
GitHub is a rich source of data, there are also potential perils that should be
taken into consideration. Among other things they show that the majority of the
projects on GitHub are personal and inactive. According to their research two
thirds of projects (71.6% of repositories) are personal – the number of commit-
ters per project is very skewed: 67% of projects have only one committer, 87%
have two or less, and 93% three or less. This findings shows that most of the
users do not use GitHub for collaboration on projects. However, in our studies
we have been focused on most popular repositories, which eliminates one-person
projects[10].

Finally, different case studies of chosen GitHub repositories reveal even more
interesting conclusions. In paper “Social coding in GitHub: transparency and col-
laboration in an open software repository” by Dabbish et.al. (2012) a series of
in-depth interviews with central and peripheral GitHub users was performed.
Authors claim that people make a surprisingly rich set of social inferences from
the networked activity information in GitHub, such as inferring someone else’s
technical goals and vision when they edit code, or guessing which of several simi-
lar projects has the best chance of thriving in the long term. It is suggested that
users combine these inferences into effective strategies for coordinating work,
advancing technical skills and managing their reputation.[3] Another series of
interviews with GitHub developers reader might be found in “Performance and
participation in open source software on GitHub” McDonald et.al. (2013). Au-
thors conducted qualitative, research with lead and core developers on three
successful projects on GitHub. They aim was to understand how OSS commu-
nities on GitHub measure success. Two main findings were reported: first, lead
and core members of the projects display a nuanced understanding of community
participation in their assessment of success; second, they attribute increased par-
ticipation on their projects to the features and usability provided by GitHub.[12]

3 Dataset

3.1 Predictor Variables

We now describe the dataset containing representative GitHub projects used
in this paper. We used Google BigQuery online tool to create a list of GitHub
repositories (or ‘repos’ for short), sorted descending by their highest peak in
trend (received attention from Internet users) during a month. We define trend
by the biggest increase in popularity during a month. Popularity of a repository
is measured by its number of stars (number of ‘stargazers’). We analysed mature
repositories existing for at least two years. There are together 164418 GitHub
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repositories on the list. This list simply consists of repositories, but lacks infor-
mation on their team members (contributors and collaborators). From this big
set of repositories we selected 2000 of them with the highest increase in popu-
larity during a month. In this way we avoid taking into consideration projects
which are personal or inactive – inactive repositories were one of the main perils
of GitHub data described in Kalliamvakou et.al. (2014)[10].

Each record in our dataset has 12 columns, which are: ’repository owner’,
’repository url’, ’repository name’, ’biggest increase in popularity’, ’repository
description’, ’is a fork’, ’wiki enabled’, ’when pushed at’, ’master branch’, ’issues
enabled’, ’downloads enabled’, ’repository creation date’. Additionally, we also
have information on below values on any moment of time during the repository
existence: ’number of stars’, ’number of forks’, ’number of pushes’, ’how many
issues open/closed etc.

Next step is to receive information on developers in those entry
teams, which we call x-axis attributes for a repository. For this pur-
pose, we use GitHub API to parse missing information. For the mentioned
2000 repositories we downloaded through a script (available freely here:
https://github.com/wikiteams/supra-repos-x) below additional informa-
tion on a developer: ’developer username (login)’, ’developer name’, ’developer
followers count’, ’developer following count’, ’developer company’, ’number of re-
pos developer contributed to’, ’number of repos he owns’, ’date when developer
registered’, ’developer location’, ’is developer hireable’, ’is developer working
during business hours’, ’developer typical working period’, ’gists count’, ’pri-
vate repos count’. Also, more properties for a repository (y-axis) are down-
loaded: ’repository default branch’, ’opened issues count’, ’repository organiza-
tion’, ’repository language (main technology)’.

Good source of general developer activity on GitHub is a data source called
OSRC report card, from where we download aggregated data regarding the user
activity time. We calculate two additional attributes. Firstly, we want to check
whether the developer contributes mostly during working hours (between 9 and
17 o’clock) in his local time, or he is an active GitHub user but committing
beyond this period of time. Secondly, we calculate a working period (in hours)
for this developer. We define a working period as a sum of hours in the biggest
rectangle drawn on the daily activity histogram.

3.2 Repositories Issues

Any change in an Issue is recorded in a databank called GitHub Archive (in
short - ’GHA’). It is a third party project to record the public GitHub timeline
and make it easily accessible for further analysis. In GHA, every time when
some issue is opened, closed or reopened, ’IssuesEvent’ is stored to a database.
Firstly, we downloaded all data collected in year 2013 from the GitHub Archive.
Secondly, we selected IssuesEvents to create a history of issue creation on all
GitHub repositories during that year. IssuesEvent is triggered whenever an issue
is created, closed or reopened, and the GHA collects those events.

https://github.com/wikiteams/supra-repos-x
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Data was merged into full information record on each single issue. It contained
opening and closing date of the issue and a calculated difference: the time span.
Once created, the issue in a GitHub repository cannot be deleted, it can be only
closed. Finally, we used the GitHub API to query for issue labels, which GHA
didn’t provide.

We managed to create a dataset of issues with following attributes: repository
owner (a person or organization who manages the code repository as a privileged
user), repository url (an 1-1 identifying repository key, a web address which
allows to view the repository in a browser), repository name, issue number,
issue status (opened or closed), ’opened at’ (when was the issue created), ’closed
at’ (when was the issue last time resolved), difference in minutes (also hours and
days, difference between fields ’opened at’ and ’closed at’).

3.3 Data Preprocessing

Since we are drawing conclusions on the whole projects, not individual devel-
opers, characteristics of project members had to be aggregated into single at-
tributes. Here we simply computed means of each attribute over all project
members. Such attributes are prefixed by ‘average.’ (alias ‘avg.’).

Many attributes exhibited highly skewed, power-law like distributions, which
are difficult to model with statistical methods. Logarithmic transformation x′ =
log10(x + 10) has been applied to the following attributes to decrease the skew:

’forks count’, ’network count’, ’average.developer followers’,
’average.developer following’, ’average.developer contributions’,
’average.developer total public repos’, ’average.developers works period’,
’average.public gists’, ’commits count’, ’branches count’, ’releases count’,
’contributors count’.

4 Measures of Project’s Quality

In order to discover factors influencing project quality we need to be able to
precisely measure project quality. Unfortunately, the task is not easy, as there
are many possible criteria, which are not always easy neither to measure nor to
evaluate. In this chapter, we are going to introduce and describe two GitHub
project quality metrics, based on project popularity and the quality of user
support offered by team members.

4.1 Attractiveness and Popularity – Stargazers

The first metric we analyze is the number of stars the project has, i.e. how
many times it has been endorsed by members of the GitHub community. For
each project, we gathered the number of stargazers - users who starred a given
project.

Since the stargazers count follows a power-law distribution (it means there
are lots of projects with few stars and a few projects with a very large number
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of stars), it is not suitable for e.g. regression analysis. We applied logarithmic
transformation x′ = log10(x + 10) before using it as a metric of project quality.
The resulting quantity has a well behaved distribution as can be seen on its
histogram shown in Figure no. 1. The offset 10 is provided to avoid taking
logarithms of zero and to reduce skew for small values.
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Fig. 1. Left - histogram of the number of stargazers for different project. Right -
dependence of the number of stargazers on the number of contributors to a project.

The metric may than be used to analyze the factors influencing project quality.
As an example of the type of analysis for which it can be used we show the
dependence of the metric on the logarithm of the number of contributors to the
project, see the right part of Figure no. 1.

The red line shows the linear regression fit and the blue line a nonlinear LOESS
regression fit [1]. Clearly, the larger the number of contributors is, the larger the
number of stars. This by itself is not surprising; however, what is interesting is
that the number of stars grows exponentially with the number of contributors.
Indeed, the nonlinear fit is almost identical to the linear one (recall that we use
a double logarithm of the number of stars). It is not yet clear to us whether
it is the project’s popularity that attracts contributors or, vice-versa, the large
number of contributors results in good and, consequently, popular projects.

4.2 Quality of Support – Survival of Issues

We now describe the second metric of a project quality introduced in this paper.
It is based on the time it takes the project team members to close issues related
to the project. From now on, we will use the tools of survival analysis.
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Survival analysis focuses typically on times to a given event – it might be loss
of some user, customer migration, or death in case of biological research. One
of the typical questions, which survival analysis attempts to answer, is: what
is the proportion of a population which survived a certain amount of time? Of
course in case of GitHub issues our question is - what proportion of issues was
not closed before some particular point in time.

A key aspect of survival analysis [9] is censoring - if an issue was opened just
a month ago, at the current time point we do not know, whether it will be closed
within a year or not. In order to handle censoring in a statistically proper way
we use the Kaplan-Meier estimates of survival time for issues of a given project.
The left part of Figure no. 2 shows the survival curve for issues of an example
project. It can be seen that a certain percentage of issues is closed very rapidly,
indicating active support of users by the project’s team. However, older issues
are often not closed at all. In total, about 50% of issues is not being addressed,
suggesting that there is a high chance, that user problems will not be resolved.
The ‘+’ marks on the curve indicate the age of issues opened recently, which
have not yet been closed and have not reached the maximum time displayed on
the x axis. The right part of the figure shows the combined survival curve for
issues of all analyzed GitHub projects. It can be seen that the response times
are usually fast, but many issues have not been addressed at all.
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Fig. 2. Survival curves for issues of the GateOne project and for all projects combined

In order to facilitate the assessment of project quality, we devised summary
metric for survival curves. To this end, we computed survival probabilities for
issues after 1, 2, 3, 7, 30, 100, and 365 days. Performing the PCA (Principal
Components Analysis on those probabilities revealed that just two components
are enough to explain 96% of the variance of the seven probabilities. Further,
the first component describes (roughly) the average of the percentages of bugs
closed after different amounts of time, and the second one differentiates the
probabilities of issues being closed rapidly, in a matter of days.
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Consequently, we decided to summarize the survival curve for each project
with just two numbers: the percentage of issues closed after 3 and 365 days. It
turned out that those two numbers explain about 94% of the total variability of
the seven issue survival probabilities—almost the same as the first two principal
components—while being much easier to understand.

To summarize, we have provided the concise metric of GitHub project quality
based on the time needed to respond to the issues. The metric is based on two
numbers measuring how quickly the user may expect a response and what are
the chances that his or her issue will be eventually resolved.

5 What Makes a Good GitHub Project?

In this section we are going to analyze how different characteristics of a project
and its developers influence the two aspects of its project quality.

5.1 What Affects the Project Popularity?

We have conducted a regression analysis to discover factors influencing project
popularity. Since the programming language specified for the project is a cat-
egorical attribute with many (55) values, we decided to exclude it from the
initial analysis and analyze it separately in the next chapter (no. 5.2). Only the
information whether the project’s language was specified is included.

Application of linear regression resulted in a model with a very high multiple
R2 coefficient of 0.779. In other words, almost 80% of the variability of projects
popularity (after the logarithmic transform) is explained by project features.
The most significant variable in the model was forks count - the number of
times the fork of this project was created. The number of forks reflects general
amount of activity in the project, so it is a logical conclusion, that active projects
are more popular. Few other attributes turned out to be highly correlated with
the number of forks and they also reflect general amount of project activity
and a project size. Those attributes are commit count, contributor count, re-
leases count, branches count and network count. Another pair of mutually cor-
related attributes, repo.updated at and repo.pushed at, also reflects the amount
of activity in the project.

Unfortunately, those correlations are of little practical use, since project ac-
tivity is likely an effect of its popularity (developers are more likely to fork a
project, if it is well known and attractive), not necessarily its cause, at least
not the primary one. Those attributes have thus been removed from the dataset
before further analysis.

A new regression model was built on the reduced dataset. Variables with sta-
tistically significance (p-value below 0.05) coefficients are shown in Table no. 1.
The first column gives us the attribute’s name, the second its coefficient in the
regression model, and the third one is the p-value indicating statistical signifi-
cance of the coefficient. Higher values of coefficients mean that a given quantity
has a positive influence on project’s popularity. Since the number of stars has
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been logarithmized, the coefficients should be interpreted multiplicatively. For
example, the coefficient for repository creation time, −0.144 means that an in-
crease in creation time by one year corresponds to the number of stars increasing
10−0.144 = 0.72 times (in fact decreasing).

It can be seen, that the most significant attribute is project creation time.
The coefficient is negative, so projects created later have, in general, less stars.
This is obvious since, the stars accumulate over time giving older projects a
natural advantage. A similar attribute is the average time at which developer
accounts were created. Surprisingly this time the relation is opposite, having
newer developers in the project is positively correlated with its popularity. This
phenomenon can probably be explained by the fact that programmers may join
Github in order to contribute to attractive projects.

Another observation is, that forks of other projects are in general much less
popular. This is plausible since forks can be created very easily on Github and
are often used as a part of the development process, not necessarily constituting
separate projects. The language of the project being specified is correlated with
popularity (see a dedicated section below for a discussion).

Another significant attribute is whether the project is owned by an organiza-
tion. Projects owned by companies and other organizations are in general more
popular.

Another two significant attributes: the average number of followers of devel-
opers in the project and the average number of developers/projects followed by
them can be seen as an approximation of social relations of project members.
Actually, it turns out that project whose developers follow many others are in
general more popular. Surprisingly the effect for developers being followed by
many others (i.e. having popular developers in the project) is much weaker. This
discovery results in a practical advice for projects: finding developers engaged
in the community is good for the project popularity and can be measured by a
simple proxy quantity.

Another two related attributes are the average number of repositories owned
by project members and the total amount of their contributions (including other
projects). The coefficients here are negative offering another practical advice to
project managers: try getting people who will be able to concentrate on your
project without spreading attention on too many other projects.

5.2 Programming Language

We will now analyse how the project’s programming language is related to its
popularity. To discover this, we have built a regression model based on just one
attribute, repository language. As previously mentioned, there are 54 program-
ming languages used in the analyzed projects, plus an extra value for no language
specified.

It turns out that the programming language has little effect on the projects
popularity, with a few exceptions - significant influence was observed for only
4 cases. The most significant effect was that projects written in Common Lisp are
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Table 1. Regression model

attribute coefficient p-value

repo.created at −0.144 p < 2.0 · 10−16

is fork −0.272 p = 2.2 · 10−6

language.specified 0.290 p = 8.8 · 10−7

organization.specified 0.163 p = 5.0 · 10−12

average.developer followers 0.057 p = 0.029
average.developer following 0.174 p = 0.002
average.developer contributions −0.094 p = 0.009
average.developer created at 0.120 p = 2.8 · 10−11

average.developer total public repos −0.163 p = 0.042
average.developers works period 0.108 p = 5.3 · 10−6

Observations 1755
R2 0.203

less popular. The coefficient was −0.702, significant with p-value of 2.3 · 10−3.
After taking into account the log-transformation of the number of stars, this
roughly translates to those projects having 5 times less stars than similar projects
written in other languages. The probable explanation is that Common Lisp is
an old technology, nowadays used only by a small fraction of developers for very
specialized purposes.

Another significant fact was that projects that did not specify the program-
ming language were also significantly less popular. An inspection revealed that
many of those projects include color themes, documentation etc. which may not
be very popular among users. Moreover, GitHub assigns project language auto-
matically, based on file contents, so projects with no particular files are assigned
to this category.

On the contrary, projects based on CSS styles were more likely to be popular,
probably due to the growing popularity of web-based technologies.

5.3 What Affects the Quality of a Support?

We now move on to the analysis of the quality of projects from a short and long
term support. Since the survival probabilities are not normally distributed, we
have used binomial regression (a variant of logistic regression) to model it. Each
data record has a number of trials n and a number of successes n1 assigned.
A generalized linear model is then built, which predicts the probability of suc-
cess p, assuming that n1 follows, in each record, the binomial distribution with
parameters n and p (for more details, see Hosmer, Lemeshow book [7]). In our
case n corresponds to the total number of project’s issues, p to the estimated
probability of bug survival. We set the n1 to

n1 = n · pt, t ∈ {3, 365}



92 O. Jarczyk et al.

where pt is the Kaplan-Meier estimate of the fraction of surviving issues defined
in the previous section. Hence, that n1 needs to have non-integer values - how-
ever, this is not a problem for the implementation of logistic regression available
in the R statistical package.

We begin by analyzing the influence of attributes related to project size and
general activity. For both - short term (3 days bug survival) and long term (365
days bug survival) support - the most important attribute is the number of
branches, which is negatively correlated with bug survival. This means that a
large number of branches has a positive influence on the project. Since a typical
git workflow for fixing a bug involves creating a branch, making the changes and
merging the branch back, this correlation is logical.

Unfortunately, the number of branches is correlated with general project ac-
tivity and thus, as was the case with project popularity, we removed this and
correlated attributes before further analysis. Those attributes are commit count,
contributor count, releases count, branches count and network count. Another
pair of mutually correlated attributes, repo.updated at and repo.pushed at.

The model was then rebuilt. Table no. 2 shows the significant regression coef-
ficients for both short and long term bug survival. Note that negative values of
the coefficients are desired here as they translate to lower numbers of surviving
bugs.

Table 2. Regression coefficients for short and long term bug survival

3 day bug survival
attribute coefficient p-value

repo.created at −0.014 p = 0.049
is fork −0.926 p = 0.017
has downloads −0.055 p = 0.021
average.developer following 2.158 p = 0.002
average.developer contributions 1.787 p < 2.0 · 10−16

average.developer hireable −1.598 p = 5.7 · 10−7

average.developer total public repos 0.235 p = 0.009
average.developers works period 0.314 p = 0.004

365 day bug survival
attribute coefficient p-value

organization.specified 0.079 p = 0.005
average.dev name given −0.182 p = 0.031
average.developer following −1.194 p = 0.001
average.developer contributions 1.337 p < 2.0 · 10−16

average.developer hireable 2.317 p = 0.002
average.developer works during bd 0.329 p = 0.029
average.public gists 0.391 p = 0.022

Let us now comment on the significant attributes. First of all, it can be seen
that having developers making many contributions (including other projects)
and owning many repositories negatively influences the number of bugs fixed.
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The same advice can be offered as in the case of project popularity - try getting
into the project focused developers who will concentrate all their efforts on it.

The number of projects/developers followed by team members is again an
important factor. However, surprisingly, it has a positive effect only on fixing
bugs in long term, not on ‘rapid response’ to user issues. This issue needs to be
investigated further.

The effect of projects being run by employed developers (attributes ‘organiza-
tion.specified’ and ‘average.developer works during bd’) is significantly negative
towards addressing longstanding bugs. The probable reason is that organizations
are unwilling to commit resources to fixing user issues and prefer to concentrate
on aspects of the project which are important to them.

6 Conclusions and Future Research

Our paper presented two measures of quality for GitHub Open-Source Software
projects. One is based on a project popularity, the other one is based on how
fast the project’s team solves issues reported by users. We have also collected
several attributes describing projects and their developers and analyzed their
influence on those quality measures. Together, it resulted in making several in-
teresting discoveries. For example, it is better for a software project to have
focused developers involved in the community rather than having in the team
popular, often followed developers. Future work will focus on detailed studies of
what aspects of a team collaboration affect a project quality.
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Abstract. Building taxonomies for Web content manually is costly and time-
consuming. An alternative is to allow users to create folksonomies: collective 
social classifications. However, folksonomies have inconsistent structures and 
their use for searching and browsing is limited. Approaches have been proposed 
for acquiring implicit hierarchical structures from folksonomies, but these ap-
proaches suffer from the “generality-popularity” problem, in that they assume 
that popularity is a proxy for generality (that high level taxonomic terms will 
occur more often than low level ones). In this paper we test this assumption, 
and propose an improved approach (based on the Heymann-Benz algorithm) for 
tackling this problem by direction checking relations against a corpus of text. 
Our results show that popularity works as a proxy for generality in at most 77% 
of cases, but that this can be improved to 81% using our approach. This im-
provement will translate to higher quality tag hierarchy structures. 

Keywords: Folksonomies, Taxonomies, Collective Intelligence, Social Infor-
mation Processing, Social Metadata, Tag similarities. 

1 Introduction 

The transition from the Document Web, where content is produced mainly by the 
owners of websites, to the Social Web where users are not only information consum-
ers but also content contributors, means that web content today is huge and constantly 
growing. Building and maintaining taxonomies for organizing such content manually 
by experts is costly and time-consuming. Consequently, an alternative approach is to 
allow users to contribute by tagging, this is a process that allows individuals to freely 
assign tags, descriptive metadata, to a web object or resource, producing a folksono-
my (a set of user, tag, resource triples) as a result of that process [1]. 
Collaborative tagging is one of the most successful examples of the power of Collec-
tive Intelligence (CI) [2] for constructing and organizing knowledge in the Web. It 
has become a key part on most online portals, such as Delicious, Blogger, Flickr, 
Twitter and Facebook. 

In recent years, folksonomies have emerged as an alternative to traditional classifi-
cations of organizing information [3,4]. They benefit from the power of collective 
intelligence to offer an easier (in terms of time, effort and cognitive costs) approach to 
organizing web resources [5]. However, they share the inconsistent structure problem 
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that is inherited from uncontrolled vocabularies, which causes many problems such as 
ambiguity, homonymy, synonymy, and basic level variation [6,7]. Consequently, 
many researchers have been working on approaches for acquiring latent hierarchical 
structures from folksonomies and constructing tag hierarchies [8,9,10]. Constructing 
tag hierarchies from folksonomies can be useful in different tasks, for example: 

• Improving Content Retrieval: Although folksonomies have become a very popu-
lar method to describe web contents due to their simplicity of use [5], the lack of 
structure in folksonomies makes content retrieval tasks, like searching, subscrip-
tion and exploration, limited [11,12]; they tend to have low recall performance and 
do not support efficient query refinement [13]. Tag hierarchies, therefore, can im-
prove content retrieval tasks by making the relations between tags explicit [14,15]. 
In addition, Morrison found that searches conducted with tag hierarchies achieved 
better results than those conducted with search engines [16]. 

• Building Lightweight Ontologies: Ontology is the backbone of the semantic web 
[17], and an important knowledge structure for improving the organization, retriev-
al and management of heterogeneous content and widespread understanding of a 
specific domain. However, building and maintaining ontologies is so costly and 
time-consuming that it obstructs the progress of the Semantic Web development 
[18]. The large number of folksonomies offers a promising way to build tag hierar-
chies and then to construct lightweight ontologies. For instance, Mika provides a 
model of semantic and social networks for building lightweight ontologies from 
Delicious [19]. Also, Schmitz proposes subsumption-based model for constructing 
ontology from Flickr [13]. 

• Enriching Knowledge Bases: Since users constantly and freely tag new web con-
tents, the tag hierarchies are up-to-date and hence can be used to update existing 
knowledge bases or enlarge their scope. For example, Kiu and Tsui present Tax-
oFolk, an algorithm that uses tag hierarchies for enriching existing taxonomies by 
unsupervised data mining techniques and augmented heuristics [20]. Furthermore, 
Zheng et al. propose an approach for enriching WordNet with tag hierarchies that 
extracted from Delicious [21]. Also, Van Damme et al. offer a comprehensive me-
thod for building and maintaining ontologies from tag hierarchies alongside some 
online resources [22]. 

However, current approaches to automatic tag hierarchy construction come with 
limitations [12] and [23], one of the most significant of which is the “generality-
popularity” problem. This arises from the tendency of hierarchy construction algo-
rithms to use popularity as a proxy for generality (this is explained further in Section 
2.4). For example, if users tend to tag a picture of London attractions with “London” 
much more than “UK”, then “London” will have higher popularity and thus be placed 
in a more general position than “UK” despite the fact that the relation makes more 
sense semantically if “UK” is the more general term. In this research, we present an 
experiment to quantify the extent of the “generality-popularity” problem, and com-
bine and extend prior research in tag hierarchy building and lexico-syntactic patterns 
to propose an improved approach to building tag hierarchy that tackles this problem. 
Our approach works by correcting the taxonomic direction between popular and more 
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general tags by using Hearst’s lexico-syntactic patterns [24] that are commonly used 
for acquiring taxonomic relations from large text corpora [25].  

2 Related Work 

2.1 Learning Concept Hierarchy from Text 

The origins of automatic acquisition of latent hierarchical structures from unstruc-
tured content can be found in approaches to learning lexical relations from free text. 
These approaches can be seen in two directions: approaches that exploit clustering 
techniques based on Harris’ distributional hypothesis [26], e.g. [25] and [27]; or ap-
proaches that use lexico-syntactic patterns to acquire a certain semantic relation in 
texts, e.g. “is-a” or “such-as” relationship, e.g. [24] and [28]. Many of the latter direc-
tion of the approaches have focused on a key insight first expressed by Hearst in [24], 
that certain lexico-syntactic patterns (Table 1) can acquire a particular semantic rela-
tionship (hyponym/hypernym relationship) between terms in large text corpora [29]. 

Table 1. Hearst’s lexico-syntactic patterns for detecting hyponym/hypernym relations 

No Pattern Example 

1 P such as {C1, C2 ... , (and | or)} Cn European countries such as Eng-
land and Spain. 

2 Such P as {C1 ,} * {(or | and)} Cn … works by such authors as Her-
rick, Goldsmith, and Shakespeare. 

3 C1 {, Cn} * {,} {(or | and)} other P 
 

… apple, orange, banana or other 
fruits. 

4 P {,} including {C1,} * {or | and} Cn … all common-law countries, 
including Canada and England. 

5 P {,} especially {C1,} * {or | and} Cn … most European countries, es-
pecially England, Spain, and 
France. 

 
Lexico-syntactic patterns can capture different semantic relations, though hy-

ponym/hypernym relationship seems to produce the most accurate results, even with 
no pre-encoded knowledge. Additionally, they occur frequently in texts and across 
their genre boundaries [24] and [30]. 

2.2 Learning Tag Hierarchy from Folksonomies 

Recently there have been several promising approaches proposed for learning tag 
hierarchies from folksonomies. These approaches can be seen in three directions 
based on using: clustering techniques, relevant knowledge resources or a hybrid of 
both to infer semantics from folksonomies. 
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Clustering Techniques Based Approaches. Clustering techniques are mostly based 
on agglomerative, bottom-up, approaches. First pair-wise tag similarities are com-
puted and then divided into groups based on these similarities. After that, pair-wise 
group similarities are computed and then merged as one until all tags are in the same 
group [31]. 

Heymann and Garcia-Molinay [8] introduce an extensible greedy algorithm that 
automatically constructs tag hierarchies from folksonomies, extracted from Delicious 
and CiteULike. They use graph centrality [32] in the tag-tag co-occurrence network to 
identify the generality order of the tags. Their algorithm hypothesis is that the tag with 
the highest centrality is the most general tag thus it should be added to the tag hie-
rarchy before others. Benz et al. [10] present an extension of Heymann's algorithm by 
applying tag co-occurrence as the similarity measure and the degree centrality as the 
generality measure. They tested their algorithm with the dataset gathered from Deli-
cious and succeed to produce clearer and more balanced tag hierarchies compared to 
the original algorithm. 

C. Schmitz et al.[33] and P. Schmitz [13] used statistical models of tag subsump-
tion for constructing tag hierarchies. C. Schmitz et al used the theory of association 
rule mining to analyze and structure folksonomies from Delicious. P. Schmitz adapted 
the work of [34] to introduce a subsumption-based model for building tag hierarchy 
from Flickr. Schwarzkopf et al. [35] extend the two algorithms in [8] and [33] by 
taking into account the tag context. 

Mika[19] presents a graph-based model for constructing two tag hierarchies from 
folksonomies, extracted from Delicious, using statistical techniques. The first tag 
hierarchy is based on the overlapping set of user-tag networks, whereas the second is 
based on the overlapping set of object-tag networks. Hamasaki et al. [36] extended the 
work of Mika while considering the user-user relationship. In particular, the first tag 
hierarchy is modified by considering tagging information of the user’s neighbors. 

Solskinnsbakk and Gulla [9] constructed tag hierarchies from folksonomies ex-
tracted from Delicious by using morpho-syntactic and semantic similarity measures. 
Morpho-syntactic similarities are found by the Levenshtein distance, whereas the 
Cosine similarity has been used to find the semantic similarity between tags. Plangpra-
sopchok et al. [37] adapted affinity propagation proposed by Frey & Dueck [38] to 
build deeper and denser tag hierarchies from folksonomies. However, Strohmaier et al. 
[4] have proved that generality-based approaches to learning tag hierarchy, with degree 
centrality as generality measure and co-occurrence as similarity measure, e.g. [10] 
have a superior performance compared to probabilistic models, e.g. [37]. 

Knowledge Resources Based Approaches. Several existing knowledge resources, 
such as Wikipedia, WordNet and online ontologies, can be used to discover the mean-
ing of tags and their relationships. 

Laniado et al. [15] use WordNet to disambiguate and structure tags from Delicious. 
Angeletou et al. [39] present FLOR, an automatic approach for enriching folksono-
mies, extracted from Flickr, by linking them with related concepts in WordNet and 
online ontologies, using the Watson semantic search engine. Cantador et al. [40] in-
troduce an approach that automatically maps tags, extracted from Delicious and 
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Flickr, with Wikipedia concepts, and then associates those tags with domain ontolo-
gies. Similarly, Tesconi et al. [41] use Wikipedia as an intermediate representation 
between tags, extracted from Delicious, and some semantic resources, namely: 
YAGO and WordNet. Garcia et al. [42] propose an approach to automatically disam-
biguate polysemous, multiple related meanings, tags through linking them to DBpedia 
entries. 

Hybrid Approaches. Some approaches to learning tag hierarchies are based on the 
combination of both previous directions, clustering techniques and knowledge re-
sources.  

Specia and Motta [43] present a semi-automatic approach rely on clustering tech-
niques and using WordNet and Google to structure tags, extracted from Delicious and 
Flickr. Giannakidou et al. [44] introduce a co-clustering approach for identifying the tag 
semantics by clustering tags, from Flickr, and relevant concepts from a semantic re-
source, WordNet. Lin et al. [45] propose an approach based on data mining techniques 
and WordNet concepts to discover the semantics in the tags and build tag hierarchies. 

2.3 Limitations of Current Approaches 

Although the approaches that based on lexico-syntactic patterns provide reasona-
ble precision, their recall is low [46]. In addition, they are not appropriate to use them 
for acquiring semantic relations in tag collections since these collections tend to be 
much more inconsistent than text collections [47]. Moreover, Strohmaier et al., in 
their study of tag hierarchy building algorithms, show that the approaches tailored 
towards collaborative tagging systems outperform the approaches based on traditional 
hierarchical clustering techniques [4]. 

While several approaches based on clustering techniques have been offered so-
lutions to structure folksonomies, they come with limitations [12] and [23]. These 
include the suffering from the “generality-popularity” problem. In practice a tag could 
be used more frequently not because it is more general, but because it is more popular 
among users. For instance, Plangprasopchok and Lerman [48] found, on Flickr, that 
the number of photos tagged with “car” are ten times as many as that tagged with 
“automobile”. By applying clustering techniques, the tag “car” is likely to have higher 
centrality, and thus it will be perceived as more general than “automobile”. 

Knowledge resources based approaches are developed to partially solve the limita-
tions of clustering techniques approaches. However, such resources are limited and they 
can only deal with standard terms [12]. This limitation is due to the tags nature in which 
they may contain spelling errors, abbreviations, idiosyncratic terms etc. Furthermore, 
tags can be multi-lingual, which make these sources even harder to handle [23]. 

In this paper, we combine these approaches in order to benefit from the accuracy of 
lexico-syntactic patterns, while maintaining the flexibility and scalability of clustering 
techniques. We do this by using hyponym/hypernym patterns to check and correct the 
direction of taxonomic tag pairs in a tag hierarchy generated via clustering, thus ad-
dressing the “generality-popularity” problem. 
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3 Our Approach to Building High-Quality Tag Hierarchies 

In previous work [49], we have shown that applying generality-based approaches to 
folksonomies constructed of user provided tag pairs results in a better quality hierar-
chy than those constructed of user provided tags. However, asking users to provide 
tag pairs rather than tags results in a poorer set of terms, and a less expressive hierar-
chy. This leads us to the insight of our new approach that if we could improve the 
accuracy of directions in relations constructed between tags by a generality-based 
approach, we would be able to improve the quality of the resulting tag hierarchy 
structure and semantics without sacrificing richness. 

It has been shown that generality-based approaches of tag hierarchy construction show 
a superior performance compared to other approaches [4]. However, they suffer from  
the “generality-popularity” problem. To tackle this problem, our proposed approach  
 

 

Table 2. Pseudo-code for the proposed algorithm 

Input: user-generated terms (tags) 
Output: tag hierarchy 

1. Filter the tags by an occurrence threshold occ. 
2. Order the tags in descending order by generality (measured by degree cen-

trality in the tag–tag co-occurrence network). 
3. Starting from the most general tag, as the root node, add all tags ti  subse-

quently to an evolving tag hierarchy: 
(a) Calculate the similarities (using the co-occurrence weights as similarity 

measure) between the current tag ti and each tag currently present in the hi-
erarchy, and append the current tag ti underneath its most similar tag 
tag_sim. 

(b) If ti is very general (determined by a generality threshold min_gen) or 
no sufficiently similar tag exists (determined by a similarity threshold 
min_sim), append ti underneath the root node of the hierarchy. 

(c) Check the taxonomic direction (ti  its suggested hypernym; i.e. 
tag_sim or the root) by using the proposed lexico-syntactic patterns, and 
calculate p_occ1; i.e. in total, how many (ti  its suggested hypernym), 
with using the proposed patterns, found in Wikipedia. 

(d) Check the taxonomic direction (ti  its suggested hypernym; i.e. 
tag_sim or the root) by using the proposed lexico-syntactic patterns, and 
calculate p_occ2; i.e. in total, how many (ti  its suggested hypernym), 
with using the proposed patterns, found in Wikipedia. 

(e) Correct the taxonomic direction if needed based on p_occ1 and p_occ2. 
4. Apply a post-processing to the resulting hierarchy by re-inserting orphaned 

tags underneath the root node in order to create a balanced representation. 
The re-insertion is done based on step 3. 
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extended a promising generality-based algorithm, based on [4], by using lexico-syntactic 
patterns applied to a large text corpus specifically the text of English Wikipedia. The 
patterns that our approach used are a combination of the well-known Hearst’s lexico-
syntactic patterns (Table 1) and other two other direct patterns: 

• “ C is a P ” 
• “ C is an P ” 

While lexico-syntactic patterns suffer from low recall [46], our approach leverages 
their reasonable precision to correct the taxonomic direction between popular and 
more general tags before using them to build the tag hierarchy. The algorithm we 
have used in our approach is an extension of Benz’s algorithm [10], which itself is an 
extension of Heymann's algorithm [8]. Table 2 demonstrates the pseudo-code for the 
proposed algorithm. 

The algorithm is affected by several parameters, including: occurrence threshold 
occ (the number of tag occurrences); similarity threshold min_sim (the number of tag 
co-occurrences with another tag); generality threshold min_gen (the number of tag co-
occurrences with other tags); and patterns matching occurrences p_occ1 and p_occ2. 
Empirical experiments were performed to optimize these parameters.  

4 Experimental Setup 

To test the performance of our approach, we applied the original algorithm and our 
proposed algorithm, using five common tag similarity measures and with different 
similarity thresholds, to a large-scale folksonomy dataset collected from Delicious 
(see Section 4.2), yielding 20 different tag hierarchies. The five common similarity 
measures between Tag 1 and Tag 2 can be mathematically defined as follows:                    |   |                                 (1)                           |    ||  |  |  |                                 (2)                        |    ||    |                                 (3)             |    | |  | ,|  |                                  (4)                      |    |√|  |  |  |                                 (5) 

Where “A” is the set of the folksonomies that contains Tag 1, and “B” is the set of the 
folksonomies that contains Tag 2.  

In this paper, we are focusing on checking and correcting the taxonomic tag pairs 
that we get from our proposed algorithm. Therefore, we evaluate all the taxonomic tag 
pairs from all the resulting 20 tag hierarchies against a gold-standard dataset, namely: 
WordNet. The detailed experimental setup is presented next. 
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4.1 Experimental Design 

Fig. 1 Summarized the process of the experimental design that we have used for per-
forming our experiments detailed in this paper.  
 

 

Fig. 1. The Process diagram of our experimental design 

The above process consists of four main components, as follows: 

• Tags Normalising: Before running the Tag Hierarchy Generation component, the 
tags are passed to the normalisation process that applies two steps: 1) Tags Clean-
ing, including: Letters lower-case, symbol deleting and non-English letters delet-
ing. 2) Tags stemming, by using the will-known Porter Stemmer [50]. 

• Tag Hierarchy Generation: This component uses our proposed algorithm, except 
the steps (3.c – 3.e), to construct tag hierarchies from the tags. 

• Tag Pairs Direction Checking: This is the most important component of our ap-
proach. It uses the steps (3.c – 3.e) of our proposed algorithm to check, and to cor-
rect if needed, the direction of the tag pairs that generated from the previous com-
ponent. Note that since the produced tag pairs are stemmed, the Wikipedia and 
WordNet datasets are stemmed as well. 

• Tag Hierarchy Re-Generation: It uses the Tag Hierarchy Generation to re-
generate the tag hierarchy after correcting the direction of the taxonomic tag pairs. 

4.2 Datasets 

In our experiments, we have used two large datasets, as detailed follows: 

• Delicious Dataset: To compare the performance of our proposed algorithms of 
building tag hierarchy compared to the original algorithm, we have used a large-scale 
folksonomy dataset from the PINTS experimental dataset1 containing a systematic 

                                                           
1  http://www.uni-koblenz-landau.de/koblenz/fb4/AGStaab/ 

Research/DataSets/PINTSExperimentsDataSets/index_html 
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crawl of Delicious during 2006 and 2007. Table 3 summarized the statistics of  
the dataset. 

Table 3. Statistics of  the Delicious dataset 

Dataset Users Tags Resources Tag assignments 
Delicious 532,924 2,481,698 17,262,480 140,126,586 

• Wikipedia Dataset: To solve the “generality-popularity” tags problem by using 
the proposed lexico-syntactic patterns, we have chosen Wikipedia dataset. We se-
lected to use Wikipedia since it is currently the largest knowledge repository avail-
able on the Web. The dataset that we have used contains 4,487,682 English Wiki-
pedia articles2. 

4.3 Evaluation Methodology 

To evaluate our proposed approach to building tag hierarchy against the original ap-
proach, we have chosen WordNet [51] dataset for two reasons: 
─ It is considered to be a gold-standard dataset for testing hyponym/hypernym re-

lations building algorithms [29].  
─ And we avoided any dataset that was constructed automatically or based on Wi-

kipedia since we have used it in our approach. 
WordNet is a structured lexical database of the English language that build ma-
nually by experts. It contains 206,941 terms grouped into 117,659 synsets3. The 
synsets are connected by several lexical relations. The most important and fre-
quently of these relations is the hyponym/hypernym relation. For our purpose we 
have extracted the taxonomic terms among synsets in WordNet.  

5 Results and Analysis 

In the first round of our experiment, we have applied our proposed algorithm and the 
original algorithm, using the five selected tag similarity measures, to the Delicious 
dataset, yielding 10 tag hierarchies. Then, we have rerun the experiment again but 
with a tag similarity threshold equal 0 to examine the effectiveness of using similarity 
threshold that suggested by the original algorithm. Finally, we have evaluated the 
direction correctness of all the taxonomic tag pairs from all the produced 20 tag hie-
rarchies against WordNet. To give an impression of the results, Table 4 shows a few 
examples of the produced taxonomic tag pairs, using the five similarity measures 
under study. 

                                                           
2  As collected in March 2014. 
3  http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html,  

as visited on June 2014. 
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Table 4. Examples of produced tag pairs for each of the selected similarity measures 

Measure Rank Tag A Tag B  Rank Tag A Tag B 
Matching 

1 

bl
og

 

design  

1000 

di
sp

la
y 

technology 
 Dice design  lcd 
Jaccard design  lcd 
Overlap blogger-

beast 
 

tft 

Cosine daily  lcd 
Matching 

100 

da
ily

 
blog  

5000 

m
ap

le
 

php 
Dice news  willow 
Jaccard news  willow 
Overlap blog  willow 
Cosine news  willow 
Matching 

500 

w
ea

th
er

 

news  

10000 

br
id

es
m

ai
d dress 

Dice forecast  bridal 
Jaccard forecast  bridal 
Overlap noaa  dress 
Cosine forecast  bridal 

 
And to get an overall view of how different each of the selected similarity meas-

ures is to others in terms of generating taxonomic tag pairs, Table 5 displays the over-
lap between the produced tag hierarchies based on these similarity measures. 

Table 5. Overlap between tag hierarchies generated using selected similarity measures 

 Matching Cosine Overlap Jaccard 
Dice 0.15 0.71 0.16 0.57 
Jaccard 0.09 0.40 0.10   
Overlap 0.71 0.24    
Cosine 0.22       

To give a comprehensive view of the evaluation against WordNet, we investigated 
the WordNet coverage of the investigated delicious dataset. Table 6 shows the Word-
Net coverage of the top delicious tags, whereas Table 7 illustrates the WordNet cov-
erage of all the tags appeared in the produced tag hierarchies. 

Table 6. WordNet coverage of tags in delicious dataset 

 Top 10 Top 100 Top 500 Top 1000 
WordNet 
coverage 

80.00% 77.00% 74.20% 71.10% 
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Table 7. WordNet coverage of tags in produced hierarchies 

 With using similarity threshold 
Matching Dice Jaccard Overlap Cosine 

WordNet 
coverage 

39.50% 41.18% 41.91% 37.85% 40.61% 

      
 Without using similarity threshold 

Matching Dice Jaccard Overlap Cosine 
WordNet 
coverage 

38.89% 39.93% 31.30% 37.52% 39.90% 

 
A number of factors limit the WordNet coverage of the tags and the taxonomic tag 
pairs. First, WordNet is a static knowledge resource, while the delicious dataset is an 
open-ended collection. Also, WordNet only covers the English language, whereas the 
delicious dataset contains multi-language tags. However, WordNet can be a reasona-
ble reference for our purpose, i.e. tackling the “generality-popularity” problem, since 
a significant fraction of the popular tags in delicious is covered by WordNet; as 
shown in Table 6. Having established this the next step is to compare the tag pair 
directions produced by the original algorithm and our variation of the algorithm 
against the directions as defined in WordNet. This will give us a measure of how 
many times generality was a successful proxy for popularity in the original algorithm, 
and also the extent to which our approach improves on this.  

Table 8 shows the results. For further improvement, we added a min_p_occ thre-
shold in our proposed algorithm; to correct the generated taxonomic tag pairs, the 
occurrences number found in Wikipedia, by using the proposed lexico-syntactic pat-
terns, need to be more than the min_p_occ threshold. The last column of Table 8 
shows the improvement of using the min_p_occ threshold, which was more effective 
with the Matching, Dice and Jaccard similarity measures. 

The first observation that can be drawn is that the original algorithm is moderately 
successful (as much as 76.96%), even though it blindly accepts popularity as a meas-
ure of generality. So while “generality-popularity” has been identified as a weakness 
of clustering approaches, using this assumption over three quarters of the generated 
relationships are in the right direction.  

Table 8. Taxonomic tag pairs evaluation, using selected similarity measures and a similarity 
threshold for each measure, agains WordNet 

 No of Tag 
Pairs found in 

WordNet 

% Agreement with WordNet 
Original 

Algorithm 
Our 

Algorithm 
Our strict 
Algorithm 

Matching 305 75.74% 77.38% 79.34% 
Dice 130 47.22% 55.56% 61.11% 
Jaccard 114 47.37% 64.91% 64.04% 
Overlap 217 76.96% 81.11% 81.11% 
Cosine 161 54.90% 64.71% 64.71% 
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The second observation that can be drawn is that there is a modest improvement 
achieved by our proposed algorithm compared to the original algorithm among all the 
selected tag similarity measures. This means, regardless of the similarity measure, our 
approach has succeeded in correcting the direction of taxonomic tag pairs that were 
generated in the wrong direction by the original algorithm. In the best case (Overlap) 
this leads to an accuracy of over 81%.  

Table 9. Examples of wrong direction taxonomic tag pairs generated by original algorithm 

Similarity 
Measure 

Tag A Tag B  Similarity 
Measure 

Tag A Tag B 

Matching 

Faith christian  

Dice 

Meat Beef 
Footwear shoes  primates Monkey 
Society culture  Road Highway 
Wealth money  Search Google 
Poultry chicken  Sweet Candy 

 

Similarity 
Measure 

Tag A Tag B  Similarity 
Measure 

Tag A Tag B 

Jaccard 

Coffee espresso  

Overlap 

broadcast Video 
Drink alcohol  Canine Dog 
Ireland dublin  Footwear shoes 
Pastry tart  Poultry chicken 
Puzzle sudoku  Ride Bike 

 

Similarity 
Measure 

Tag A Tag B 

Cosine 

bag purses 
sweet candy 
meat beef 

search google 
broadcast radio 

 
Table 9 shows examples of these taxonomic tag pairs, which the original algorithm 

has generated them in the form of (Tag A is-a Tag B), where they have been found in 
WordNet as (Tag B is-a Tag A).  

Given the large numbers of pairs generated by the algorithm and the moderate inter-
section of tags with WordNet (around 40%, as shown in Table 7) the low number of 
matched pairs is surprising. It may reflect the relatively small size of WordNet as com-
pared to the delicious dataset, but it also may reflect the fact that our algorithm looks 
for direct matches in WordNet. One approach to increase the number of matches 
would be to use the transitivity of the generality relationship, this would match (and 
possibly correct the direction of) a tag pair, even if those tags were not directly linked 
in WordNet, but instead were part of a chain of generality relationships.  
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Another observation from Table 8 is that, among all the selected tag similarity 
measures, the Overlap measure yields the best performance of generating taxonomic 
tag pairs against WordNet, whereas Matching measure yields the biggest amount of 
generated tag pairs that found in WordNet regardless of the taxonomic direction.  

Table 10. Taxonomic tag pairs evaluation, using selected similarity measures and without 
using a similarity threshold, agains WordNet 

 No of 
matched 
tag pairs 

Original 
Algorithm 

Our 
Algorithm 

Our strict 
Algorithm 

Matching 329 76.90% 77.81% 80.55% 
Dice 150 51.33% 66.00% 66.67% 
Jaccard 246 47.56% 66.26% 62.60% 
Overlap 230 77.39% 80.00% 81.30% 
Cosine 178 59.55% 67.42% 67.98% 

 
Table 10 shows the results of rerunning the experiment but with a tag similarity 

threshold = 0. In addition to the previous observations on Table 8, Table 10 demon-
strates that without using a similarity threshold, as suggested by the original algo-
rithm, both the original algorithm and our variations can generate more taxonomic tag 
pairs that can be found in WordNet. Also, by using all selected tag similarity meas-
ures, both algorithms yield better taxonomic tag pairs structure and semantics.    

6 Conclusion 

Building and maintaining taxonomies for organizing Web content manually by ex-
perts is costly and time-consuming. Therefore, folksonomy has emerged as an alterna-
tive approach for organizing online resources. Yet, folksonomies are beset by many 
problems, due to the lack of consistent structure, such as ambiguity, homonyms, and 
synonymy. Thus many approaches have been proposed to resolve these problems by 
proposing mechanisms for acquiring latent hierarchical structures from folksonomies 
and constructing tag hierarchies. Among these approaches, it has been revealed that 
generality-based approaches show a superior performance compared to other ap-
proaches. However, it has been argued that generality-based automatic tag hierarchy 
algorithms suffer from a “generality-popularity” problem, where they (sometimes 
inaccurately) assume that because a tag occurs more frequently it must be more gen-
eral and thus appear higher in the hierarchy. Therefore, we have presented an experi-
ment to measure this effect, and proposed an approach to reduce its impact. Our pro-
posed approach extends a promising generality-based algorithm by using lexico-
syntactic patterns for discovering hyponym/hypernym relations in order to distinguish 
between popular and general tags. For this purpose we have used Wikipedia as the 
text corpus, and for evaluation we have used WordNet as a gold-standard reference. 
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Our experiment reveals that generality acts as a successful proxy for popularity in 
47% to 76% of cases (depending on the similarity measure used), and that the perfor-
mance of our proposed algorithm outperforms the original algorithm, among all the 
selected tag similarity measures (correct in between 56% and 81% of cases). This 
means, regardless of the similarity measure, our approach has succeeded in correcting 
the direction of taxonomic tag pairs that were wrongly generated by the original algo-
rithm. This improvement will result in building higher quality tag hierarchy structure 
and semantics.  

In term of the comparison between the selected tag similarity measures, the Over-
lap measure yields the best performance of generating taxonomic tag pairs against 
WordNet. Finally, we have shown that removing the similarity threshold (in both the 
original algorithm and our variations) results in better taxonomic tag pairs, in terms of 
quantity and quality, irrespective of tag similarity measures. 

For future work, we plan to investigate which lexico-syntactic patterns are most 
successful in correcting errors, and whether any introduce significant errors. This 
should give us a clear explanation of which patterns are more reliable in correcting 
the wrong direction of taxonomic tag pairs. Secondly, based on the results we 
achieved, we are planning to use a dynamic knowledge repository, such as a search 
engine, instead of a static knowledge resource, like Wikipedia. This should increase 
the coverage and occurrences of the tags in any tag collection. Finally, we intend to 
evaluate the tag hierarchies produced using our approach against more than one large 
reference taxonomies, this should give a measure of how the improvements in tag pair 
directions presented here translate into improved tag hierarchies.  

Tagging has become an established method of crowd-sourcing structure on the 
Web, but folksonomies based on tags have serious weaknesses for both search and 
browsing, which is a primary use of structure on websites. Our hope is that our work 
will contribute towards the growing understanding of how more sophisticated hierar-
chical structure can be successfully derived from folksonomies, and that this will 
ultimately improve our interaction with the Social Web.  

References 

1. Vander Wal, T.: Folksonomy Coinage and Definition (2007),  
http://vanderwal.net/folksonomy.html 

2. O’Reilly, T.: What is web 2.0: design patterns and business models for the next generation 
of software (2005), http://oreilly.com/web2/archive/what-is-web-
20.html (June 20, 2013) 

3. Gupta, M., Li, R., Yin, Z., Han, J.: An Overview of Social Tagging and Applications. In: 
Aggarwal, C. (ed.) Social Network Data Analytics, pp. 447–497. Springer, New York 
(2011) 

4. Strohmaier, M., Helic, D., Benz, D., Körner, C., Kern, R.: Evaluation of Folksonomy  
Induction Algorithms. ACM Transactions on Intelligent Systems and Technology 3(4),  
Article 74 (2012) 

5. Mathes, A.: Folksonomies-cooperative classification and communication through shared 
metadata. Computer Mediated Communication 47(10) (2004),  
http://adammathes.com/academic/ 
computer-mediated-communication/folksonomies.pdf 



 Improving on Popularity as a Proxy for Generality When Building Tag Hierarchies 109 

 

6. Golder, S., Huberman, B.: Usage patterns of collaborative tagging systems. Journal of  
Information Science 32(2), 198–208 (2006) 

7. Guy, M., Tonkin, E.: Tidying up tags. D-Lib Magazine 12(1) (January 2006),  
ISSN 1082-9873 

8. Heymann, P., Garcia-Molinay, H.: Collaborative Creation of Communal Hierarchical  
Taxonomies in Social Tagging Systems. InfoLab Technical Report, Stanford (2006) 

9. Solskinnsbakk, G., Gulla, J.: A Hybrid Approach to Constructing Tag Hierarchies. In:  
International conference on: On the move to meaningful internet systems: Part II,  
Hersonissos, Crete, Greece, pp. 975–982 (2010) 

10. Benz, D., Hotho, A., Stutzer, S.: Semantics made by you and me: Self-emerging ontologies can-
capture the diversity of shared knowledge. In: 2nd Web Science Conference (WebSci 2010), 
Raleigh, NC, USA (2010) 

11. Begelman, G., Keller, P., Smadja, F.: Automated tag clustering: Improving search and  
exploration in the tag space. In: Collaborative Web Tagging Workshop at WWW 2006, 
Edinburgh, Scotland, pp.15-33 (2006) 

12. Lin, H., Davis, J.: Computational and crowdsourcing methods for extracting ontological 
structure from folksonomy. In: 7th Extended Semantic Web Conference (ESWC 2010), 
Heraklion, Greece, pp.472-477 (2010) 

13. Schmitz, P.: Inducing ontology from flickr tags. In: Collaborative Web Tagging Workshop 
at WWW 2006, Edinburgh, Scotland (2006) 

14. Angeletou, S., Sabou, M., Specia, L., Motta, E.: Bridging the gap between folksonomies 
and the semantic web: An experience report. In : 4th European Semantic Web Conference 
(ESWC 2007), Innsbruck, Austria, pp.30-43 (2007)  

15. Laniado, D., Eynard, D., Colombetti, M.: Using WordNet to turn a folksonomy into a  
hierarchy of concepts. In: 4th italian semantic web workshop: Semantic web application 
and perspectives, Bari, Italy, pp. 192–201 (2007) 

16. Morrison, P.: Tagging and searching: Search retrieval effectiveness of folksonomies on the 
world wide web. Information Processing and Management 44(4), 1562–1579 (2008) 

17. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web. Scientific American 284(5), 
28–37 (2001) 

18. Park, Y., Byrd, R., Boguraev, B.: Towards Ontologies On Demand. In: Workshop on  
Semantic Web Technologies for Searching and Retrieving Scientific Data (ISWC-03), 
Florida, USA (2003) 

19. Mika, P.: Ontologies are us: A unified model of social networks and semantics. Web  
Semantics: Science, Services and Agents on the World Wide Web 5(1), 5–15 (2007) 

20. Kiu, C.-C., Tsui, E.: TaxoFolk: a hybrid taxonomy–folksonomy classification for  
enhanced knowledge navigation. Knowledge Management Research & Practice 8(1),  
24–32 (2010) 

21. Zheng, H., Wu, X., Yu, Y.: Enriching WordNet with Folksonomies. In: Washio, T.,  
Suzuki, E., Ting, K.M., Inokuchi, A. (eds.) PAKDD 2008. LNCS (LNAI), vol. 5012,  
pp. 1075–1080. Springer, Heidelberg (2008) 

22. Van Damme, C., Hepp, M., Siorpaes, K.: Folksontology: An integrated approach for  
turning folksonomies into ontologies. In: ESWC Workshop Bridging the Gap between 
Semantic Web and Web 2, pp. 57–70. Innsbruck, Austria (2007) 

23. Solskinnsbakk, G., Gulla, J.: Mining tag similarity in folksonomies. In: 3rd international 
workshop on Search and mining user-generated contents (SMUC 2011), Glasgow,  
Scotland, pp. 53–60 (2011) 

24. Hearst, M.: Automatic acquisition of hyponyms from large text corpora. In: 14th  
Conference on Computational Linguistics, Morristown, NJ, USA, pp. 539–545 (1992) 



110 F. Almoqhim, D.E. Millard, and N. Shadbolt 

 

25. Cimiano, P., Hotho, A., Staab, S.: Learning concept hierarchies from text corpora using 
formal concept analysis. Journal of Artificial Intelligence Research 24(1), 305–339 (2005) 

26. Harris, Z.: Mathematical structures of language. John Wiley and Son (1968) 
27. Faure, D., Nedellec, C.: A corpus-based conceptual clustering method for verb frames and 

ontology. In: The LREC Workshop on Adapting Lexical and Corpus Resources to Sublan-
guages and Applications, pp. 5–12 (1998) 

28. Berland, M., Charniak, E.: Finding parts in very large corpora. In: the 37th Annual  
Meeting of the Association for Computational Linguistics (ACL), Stroudsburg, PA, USA, 
pp. 57–64 (1999) 

29. Snow, R., Jurafsky, D., Ng., A.: Learning syntactic patterns for automatic hypernym  
discovery. In: The Eighteenth Annual Conference on Neural Information Processing  
Systems (NIPS 2004), Vancouver, Canada, vol. 17 (2004) 

30. Hearst, M.: Automated discovery of wordnet relations. In: Fellbaum, C. (ed.) WordNet: 
An Electronic Lexical Database, MIT Press, Cambridge (1998) 

31. Wu, H., Zubair, M., Maly, K.: Harvesting social knowledge from folksonomies. In: 17th 
Conference on Hypertext and Hypermedia, Odense, Denmark, pp. 111–114 (2006) 

32. Hoser, B., Hotho, A., Jäschke, R., Schmitz, C., Stumme, G.: Semantic network analysis of 
ontologies. In: Sure, Y., Domingue, J. (eds.) ESWC 2006. LNCS, vol. 4011, pp. 514–529. 
Springer, Heidelberg (2006) 

33. Schmitz, C., Hotho, A., Jäschke, R., Stumme, G.: Mining association rules in folksono-
mies. In: 10th IFCS Conference: Studies in Classification, Data Analysis and Knowledge 
Organization, Ljubljana, Slovenia, pp. 261–270 (2006) 

34. Sanderson, M., Croft, B.: Deriving concept hierarchies from text. In: 22nd ACM Confe-
rence of the Special Interest Group in Information Retrieval, Berkeley, California, USA, 
pp. 206–213 (1999) 

35. Schwarzkopf, E., Heckmann, D., Dengler, D., Kröner, A.: Mining the structure of tag 
spaces for user modeling. In: Workshop on Data Mining for User Modeling at the 11th In-
ternational Conference on User Modeling, Corfu, Griechenland, pp. 63–75 (2007) 

36. Hamasaki, M., Matsuo, Y., Nishimura, T., Takeda, H.: Ontology extraction using social 
network. In: International Workshop on the Semantic Web for Collaborative Knowledge 
Acquisition, Hyderabad, India (2007) 

37. Plangprasopchok, A., Lerman, K., Getoor, L.: From saplings to a tree: Integrating struc-
tured metadata via relational affinity propagation. In: Proceedings of the AAAI Workshop 
on Statistical Relational AI, Menlo Park, CA, USA (2010) 

38. Frey, B., Dueck, D.: Clustering by passing messages between data points. 
Science 315(5814), 972–976 (2007) 

39. Angeletou, S., Sabou, M., Motta, E.: Semantically Enriching Folksonomies with  
FLOR. In: 1st International Workshop on Collective Semantics: Collective Intelligence & 
the Semantic Web (CISWeb 2008), Tenerife, Spain (2008) 

40. Cantador, I., Szomszor, M., Alani, H., Fernández, M., Castells, P.: Enriching ontological 
user profiles with tagging history for multi-domain recommendations. In: 1st International 
Workshop on Collective Semantics: Collective Intelligence & the Semantic Web (CISWeb 
2008), Tenerife, Spain (2008) 

41. Tesconi, M., Ronzano, F., Marchetti, A., Minutoli, S.: Semantify del.icio.us: Automatical-
ly Turn your Tags into Senses. In: Social Data on the Web Workshop at the 7th Interna-
tional Semantic Web Conference, Karlsruhe, Germany (2008) 

42. Garcia, A., Szomszor, M., Alani, H., Corcho, O.: Preliminary results in tag disambiguation 
using dbpedia. In: 1st International Workshop in Collective Knowledge Capturing and Re-
presentation, California, USA (2009) 



 Improving on Popularity as a Proxy for Generality When Building Tag Hierarchies 111 

 

43. Specia, L., Motta, E.: Integrating Folksonomies with the Semantic Web. In: 4th European 
Conference on The Semantic Web: Research and Applications, Innsbruck, Austria, pp. 
624–639 (2007) 

44. Giannakidou, E., Koutsonikola, V., Vakali, A., Kompatsiaris, Y.: Co-clustering tags and 
social data sources. In: 9th International Conference on Web-Age Information Manage-
ment, Zhangjiajie, China, pp. 317–324 (2008) 

45. Lin, H., Davis, J., Zhou, Y.: An integrated approach to extracting ontological structures 
from folksonomies. In: 6th European Semantic Web Conference, Heraklion, Greece, pp. 
654–668 (2009) 

46. Cimiano, P.: Ontology Learning and Population from Text: Algorithms, Evaluation and 
Applications, vol. 27. Springer (2006) 

47. Plangprasopchok, A., Lerman, K., Getoor, L.: Growing a Tree in the Forest: Constructing 
Folksonomies by Integrating Structured Metadata. In: 16th ACM SIGKDD International 
Conference on Knowledge Discovery and Data Mining, Washington, DC, USA, pp. 949–958 
(2010) 

48. Plangprasopchok, A., Lerman, K.: Constructing Folksonomies from User-Specified  
Relations on Flickr. In: 18th International World Wide Web Conference, Madrid, Spain, 
pp. 781–790 (2009) 

49. Almoqhim, F., Millard, D.E., Shadbolt, N.: An approach to building high-quality tag  
hierarchies from crowdsourced taxonomic tag pairs. In: Jatowt, A., Lim, E.-P., Ding, Y., 
Miura, A., Tezuka, T., Dias, G., Tanaka, K., Flanagin, A., Dai, B.T. (eds.) SocInfo 2013. 
LNCS, vol. 8238, pp. 129–138. Springer, Heidelberg (2013) 

50. Porter, M.: An algorithm for suffix stripping. Program 14(3), 130–137 (1980) 
51. Miller, G.: WordNet: a lexical database for English. Communications of the ACM 38(11), 

39–41 (1995) 
 



Evolution of Cooperation in SNS-norms Game
on Complex Networks and Real Social Networks

Yuki Hirahara1, Fujio Toriumi2, and Toshiharu Sugawara1

1 Department of Computer Science and Engineering,
Waseda University, Tokyo 169-8555, Japan

y.hirahara@toki.waseda.jp, sugawara@waseda.jp
2 Department of Systems Innovation,

The University of Tokyo, Tokyo 113-8656, Japan
tori@sys.t.u-tokyo.ac.jp

Abstract. Social networking services (SNSs) such as Facebook and Google+ are
indispensable social media for a variety of social communications, but we do not
yet fully understand whether these currently popular social media will remain in
the future. A number of studies have attempted to understand the mechanisms that
keep social media thriving by using a meta-rewards game that is the dual form of a
public goods game. However, the meta-rewards game does not take into account
the unique characteristics of current SNSs. Hence, in this work we propose an
SNS-norms game that is an extension of Axelrod’s metanorms game, similar to
meta-rewards games, but that considers the cost of commenting on an article
and who is most likely to respond to it. We then experimentally investigated the
conditions for a cooperation-dominant situation in which many users continuing
to post articles. Our results indicate that relatively large rewards compared to
the cost of posting articles and comments are required, but optional responses
with lower cost, such as “Like!” buttons, play an important role in cooperation
dominance. This phenomenon is of interest because it is quite different from those
shown in previous studies using meta-rewards games.

Keywords: SNS, Agent-based simulation, Facebook, Metanorms game.

1 Introduction

Social media are now an almost indispensable infrastructure for a variety of social ac-
tivities such as personal information and opinion exchange, advertising, marketing, and
political participation/campaigns [9]. Providers of social media merely set up the plat-
forms for information exchange on the Internet and the actual content is mostly created
and published by individual users. Because users expend personal effort and time in
writing articles and comments, incentives or psychological rewards for doing so should
be provided for users to keep social media active. These incentives can be achieved, for
example, by providing comments on posted articles and responses to these comments;
such interactions can provide users with feelings of connection to other people. Thus,
the incentives themselves are also provided by SNS users, which means that users incur
some cost for giving the incentives. Obviously, there is a trade-off between cost and
incentive, but the conditions between them that enable networks to thrive are poorly
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understood. Clarifying the conditions or mechanisms that keep SNSs thriving is a key
challenge in the design of social media, which are clearly already essential tools in
human society.

A number of studies aimed at analyzing social media. For example, Myers et al. [7]
investigated the dynamics of information diffusion in Twitter networks while Gonzalez
et al. [4] analyzed the growth of Google+ in its first year. Ghanem et al. [3] studied the
different patterns of interaction in social media. Toriumi et al. [10] proposed a meta-
rewards game, which was a part of a general metanorms game, to identify evolved be-
haviors of users in social media. They analyzed the conditions under which cooperation
is dominant — that is, in which many users continue to post articles and comments —
and found that meta-rewards corresponding to responses to comments on articles, such
as “comments on comments” and “Like!” buttons for comments, play an important role
in social media. Because [10] assumed that the agent networks are complete graphs, Hi-
rahara et al. [5] conducted the same analysis using WS and BA model networks [2,12],
which are more similar to real-world social networks than complete graphs. However,
the meta-rewards game does not take into account a number of the key characteristics of
current SNSs. For example, a user that responds to comments on a certain article tends
to be the user who posted the original article. The structure of this type of interaction on
SNSs may restrict who receives rewards and thus may lead to different behaviors and
consequently different conditions for cooperation-dominant situations.

Therefore, we propose an SNS-norms game in which we have modified the basic
meta-rewards game to reflect the interaction structures in current SNSs and investigate
the conditions for cooperation dominance. Our proposed SNS-norms game is based on
a generalized Axelrod’s metanorms game [10], but the interaction between agents that
correspond to SNS users on the social networks is restricted by considering (1) who
is likely to respond to articles and comments and (2) the cost and rewards associated
with various response methods, such as posting a comment, clicking a “Like!” button,
and showing a “read” mark automatically. The instance of social networks we use in
our experiments is that observed on Facebook [8]. We experimentally demonstrate that
relatively high rewards compared to the cost values are required for cooperation domi-
nance. This is a quite strict condition in actual SNSs. We also show that introducing an
optional response that is a low-cost but low-reward feedback mechanism is significant
in terms of promoting thriving. We believe our results can provide helpful guidelines
for designing social media that will continue to flourish.

2 SNS-norms Game

2.1 SNS as Public Goods Game

We can observe the following three characteristics of social media:

1. Social media only become meaningful if many participants post articles and mutu-
ally comment on the posted articles.

2. Some cost in terms of personal time and effort is incurred to post/comment, but par-
ticipants can receive responses that can be considered rewards (i.e., psychological
rewards as incentives).

3. There are free riders who only read content and do not produce anything.
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From the above, we conclude that social media and thus SNSs have the properties of
being public goods that are produced cooperatively and shared by a community [10].

The mechanism driving the contribution to public goods has been analyzed using
a public goods game whose basic structure is the n-person prisoners’ dilemma (PD)
game. For example, Axelrod proposed norms and metanorms games that were evolu-
tionary games based on the PD game in order to analyze public goods problems [1].
The metanorms games were based on punishments imposed by promoters on non-
cooperative people. However, because social media have no mechanisms to deliver pun-
ishments, Toriumi et al. [10] proposed a meta-rewards game that is a dual part of the
metanorms game. In this game, rewards are delivered to cooperative participants as dual
structures of punishments, which makes the game suitable for modeling SNSs.

2.2 SNS and SNS-norms Game

We propose an SNS-norms game to express behaviors in SNSs as a public goods game.
This game is designed to model only SNSs, although many types of social media ex-
ist. An overview picture of the proposed SNS-norms game is provided in Fig. 1. It
is a modified version of the meta-reward game and features two key improvements.
First, the SNS-norms game considers the tendency that a comment on a comment on
an article is posted by the person who posted the original article. Thus, from now, a
comment on a comment is called a response to a comment. Second, it takes into ac-
count a number of reaction types and reward delivery types with different costs. For
example, conventional comments or responses by posting sentences/words can give rel-
atively higher rewards to receivers with high cost, while simplified responses such as
clicking the “Like!” button on Facebook and showing “read” marks automatically (re-
sponse by marking mechanism is called read mark delivery, after this)1 provides low
rewards to receivers but with low or zero cost. Note that these simplified responses are
usually implemented as an optional response method in actual SNS systems and agents
can thus make optional responses regardless of commenting on an article or not.

An agent network is denoted by graph G = (A,E), where A is the set of n agents
representing users and E is the set of edges representing the friend relationship be-
tween agents. Let Ni be the set of i’s neighbors, i.e., the set of i’s friends. Agents in
an SNS-norms game select a strategy of either cooperation or defeat. Cooperation cor-
responds to posting articles/comments and defeat corresponds to doing nothing (just
reading them; free-riding). Agent i has two learning parameters: the probability of co-
operation (i.e., posting a new article) Bi and the probability of giving rewards (e.g.,
posting a comment on the article) Li. Assuming the gene expression in the genetic al-
gorithm described below, these learning parameters are expressed with three bits, mean-
ing that they have discrete values 0/7, 1/7, · · · , 7/7, the same as the metanorms game
in [1]. Parameter S (0 ≤ S ≤ 1), which is defined randomly each time an article is
posted, expresses “awareness”, i.e., the probability of discovering the posted article and
the comments on it. The meanings of the other parameters in Fig. 1 are listed in Table
1. We assume that the parameters in this table have the same value in all agents.

1 This type of read mark delivery is implemented in a number of SNS systems and includes the
“Who’s Viewed Your Updates?” function in LinkedIn, “read label” in LINE [6]. The access
counter in a blog system can also be considered an example of this type of optional response.
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Fig. 1. Models of SNS-norms game with optional responses

Table 1. Parameters in SNS-norms game

Description Parameter
Cost of article post F

Reward by post M
Cost of comment C

Reward by comment R
Cost of comment return C′′

Description Parameter
Reward by comment return R′′

Cost of Like! button CLike

Reward by Like! button RLike

Cost of “read” mark Crm

Reward by “read” mark Rrm

2.3 Chain in SNS-norms Game

The overall chain in the SNS-norms game is as follows (see also Fig. 1). First, the value
of parameter S is randomly selected. Agent i decides whether to post an article or not
according to parameter Bi: if S < 1 − Bi, i does not post the article (i.e., defeat), and
the game chain ends, and if S ≥ 1 − Bi, i posts the article (i.e., cooperation) with
cost F . Another agent j ∈ Ni, a friend of i, gains reward M by reading the posted
article. If j does not comment on i’s article with probability 1−Lj , the game for j ends
here. Otherwise, j posts a comment on the article with probability Lj and pays cost C.
Then, i gains reward R through j’s comment. The game chain so far is a rewards step,
and this part of the SNS-norms game is referred to as the SNS-reward game. After the
SNS-rewards game, i (that is, the agent who posted the original article) reads j’s com-
ment and posts a response to the comment with probability Li. If i posts it, i pays cost
C′′ and j gains benefit R′′. This subsequent step is different from that in the original
meta-rewards game. The game explained so far is the basic part of the SNS-norms game
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(so this part is often referred as the basic SNS-norms game) and corresponds to the
chain diagram excluding the regions boxed by green and blue dashed lines in Fig. 1.

A low-cost optional response such as a “Like!” button or “read” mark is added to the
SNS-norms game. We assume that after i posts an article, the responses from j ∈ Ni

using the “Like!” button will occur with probability Lj , which is also the probability
of comments by j. The probability of optional response is identical for a comment on
a comment by i. This means that, for example, after agent i posts the article, j ∈ Ni

will comment on i’s article with probability Lj and j will also give a response using
the “Like!” button with probability Lj . Thus, j both gives a comment and clicks the
“Like!” button with probability (Lj)

2. Then, after j clicks the “Like!” button, it pays
cost CLike and i receives gain RLike . The SNS-norms game with the “Like!” button is
represented by the regions unboxed and boxed with blue dashed lines in Fig. 1.

The SNS-norms game with the read mark delivery mechanism corresponds to the
regions unboxed and boxed with green dashed lines in Fig. 1. The responses by the
“read” mark are done automatically when a friend j reads the article posted by i. Note
that no “read” mark is delivered to j when i reads j’s comment on i’s article. Then, i,
who received the “read” mark, gains Rrm , and j, who read it, provides the “read” mark
and pays cost Crm . However, in both optional responses, we can assume that their costs
CLike and Crm are almost zero. Note that the value of S used in determining whether
or not agents post an article is also used in determining whether agents read the posted
articles, as in the metanorms game. Thus, if S is low, it is difficult for other agents to
read/notice the posted article and its comments, and only agents having relatively high
Bi post articles.

2.4 Evolution by Genetic Algorithm

SNS-norms and SNS-rewards games are evolutionary games, as is Axelrod’s metanorms
game. One generation of the game is defined as the term in which each agent has four
chances to post articles. The agent selects two agents as parents from the set of itself
and its neighboring agents using roulette wheel selection based on fitness values and
generates a child agent for the same node of the network in the next generation. The
fitness values are defined as the cumulative rewards received minus cumulative costs
incurred during the current generation. This process is continued up to the 10,000th
generation. As stated in Section 2.2, i has two learning parameters, Bi and Li. Each of
these parameters is represented in three bits, so agents have six-bit genes. This encoding
is also based on that in Axelrod [1]. The initial values of the six bits are set randomly
at the beginning of each experimental trial. Child agent for the next generation is then
created as follows.

Selection of Parents: Agent i selects two parents from its adjacent agents and itself
according to the probability distribution {Πh}h∈N+

i
, where

Πh =
(vh − vh,min)

2∑
k∈N+

h
(vk − vh,min)2

, (1)
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for ∀i ∈ A, N+
i (= Ni∪{i}) is the set of i and its adjacent agents, vi is i’s fitness value,

and vi,min = minh∈N+
i
vh. If all agents in N+

i have the same fitness value, we define

Πi = 1/|N+
i |.

Crossover: Two new genes are generated using uniform crossover from the genes in
the selected parent agents. Then, one agent is created as a child by randomly selecting
one of the two genes.

Mutation: Each bit of the gene of the child agent is inverted with a probability of 0.01.
This means that if there are 20 agents in the network, 1.2 bits will mutate on average.

3 Experiments

3.1 Experimental Settings

We conducted two experiments; the first one is to investigate the conditions for co-
operation dominance using basic SNS-norms games. The agent network used in our
experiments is a network extracted from a real social network on Facebook. We then
examine the effect of optional response methods in SNSs in the second experiment. We
also conducted the same experiments using CNN networks [11]. However, we omit the
results due to the page-length limit, although we have obtained the results that are quite
similar to those on Facebook network.

We set the values of the parameters in Table 1 to F = 3.0, M = 1.0, C = C′′ = 2.0,
and R = R′′ = 9 and also varied the values of R = R′′ to examine the effect of the re-
wards on evolved agent behaviors. The values of the parameters for optional responses
were set as CLike = Crm = 0.0 and RLike = Rrm = 1.0 so RLike and Rrm are
considerably smaller than R and R′′. These parameter values, except the parameters for
optional responses, were determined by referring to those that were used in previous
norms and metanorms games [1]. The initial values for Bi and Li were defined ran-
domly, as stated in Section 2.4. All results in our experiments were the average values
of 100 independent trials with different random seeds.

3.2 Evolved Behaviors in SNS-norms Games

We explored the effect of cost-to-reward ratios, that is, how rewards R and R′′ affected
the evolved behaviors of agents if costs C and C′′ were fixed in SNS-norms games
(with no optional response). We show the average values of B =

∑
i∈A Bi/|A| and

L =
∑

i∈A Li/|A| when rewards by comments, R and R′′, were changed in Fig. 2.
This graph plotted their average values according to data obtained between the 1,001st
and 10,000th generations.

Figure 2 indicates realistic curves: with increasing R and R′′ rewards, the value of B
gradually increased ahead of the value of L. However, this suggests strict requirements
for cooperation dominance: specifically, a considerably high reward is necessary for all
users to continue posting articles and comments. This means that it is quite difficult to
keep SNSs thriving merely by posting articles, making comments, and commenting on
comments.
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Fig. 2. Convergent values of B and L in SNS-norms game with optional responses (Facebook
network)

3.3 Effect of Optional Responses on Evolved States

Next, we investigated how optional responses affect the evolved behaviors in the second
experiment. Figure 2 plots the values of B and L when the rewards R = R′′ are varied
in the SNS-norms games with “Like!” buttons or with the read mark delivery. We denote
the average probability of posting articles in an SNS-norms game with “Like!” buttons
(with the read mark delivery) as BLike (Brm ). Similarly, the average probabilities of
posting comments with one of the optional responses are denoted by LLike and Lrm .

We first focus on the results in an SNS-norms game with the read mark delivery. As
shown in Fig. 2, Brm converged around 0.9, meaning that agents in Facebook network
always continue to post articles actively even if the reward is quite small. However,
the average probability of posting comments was almost identical to that in the basic
SNS-norms game. This is because (1) the read marks are automatically delivered when
articles are read, and (2) the read marks were not delivered only when agents read
comments, therefore posting a comment is not so important. However, this result shows
that the SNS converges to a cooperation-dominant situation and that the read mark
delivery is an effective mechanism to keep SNS thriving because the marks are delivered
even when free-riders read the posted articles. Problematically, this mechanism often
results in privacy invasion, an actual example of which we discuss in Section 3.4.

Figure 2 indicates that the optional response of clicking “Like!” buttons was also
effective, as the probability of posting articles BLike gradually increased according to
the increase of rewards and was always larger than B in the basic SNS-norms game. The
value of LLike also increased with rewards smaller than those in the basic SNS-norms
game and the SNS-norms game with the read mark delivery. This means that even with
small rewards, a certain ratio of users continue to post articles and thus a certain degree
of flourishing on the part of SNSs can be assured on the basis of the value of the reward.
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3.4 Remarks

Our experimental results indicate that optional responses are important for keeping
SNSs thriving. However, there are potential privacy issues with some of the optional
responses, especially read mark delivery. Although the read mark delivery and other
low-cost response methods are quite powerful functions, some users are nervous about
automatic notification of SNS activities to other users, which highlights the major differ-
ence between the read mark delivery and “Like!” button mechanisms. Note that, aside
from rewards (comments) from friends, we can consider a number of other important
factors that may affect the attitudes to SNSs, such as user’s characters and motivations.
These factors are external to the SNSs, and thus are not included in SNS-norms games.
We believe that rewards from friends are the most important factor for contributing in
SNS.

4 Conclusion

We proposed an SNS-norms game to model SNSs and investigated the conditions re-
quired for cooperation-dominant situations using it on a social network extracted from
Facebook. To keep SNSs flourishing, many articles and comments on articles must be
posted continuously, a situation that corresponds to that where cooperation is dominant
in an SNS-norms game. Our experimental results indicate that very large psychologi-
cal rewards compared with the cost of writing and posting comments are necessary for
cooperation dominance in the SNS-norms game, which corresponds to bare SNSs that
have only article posting and comment functions. The results also show that optional re-
sponses that could provide a small reward with nearly zero cost were the most effective
means of keeping SNSs thriving.
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Abstract. Article 1 of the United Nations Charter claims “human rights”
and “fundamental freedoms” “without distinction as to [...] sex”. Yet in
1995 the Human Development Report came to the sobering conclusion
that “in no society do women enjoy the same opportunities as men”1.
Today, gender disparities remain a global issue and addressing them is
a top priority for organizations such as the United Nations Population
Fund. To track progress in this matter and to observe the effect of new
policies, the World Economic Forum annually publishes its Global Gen-
der Gap Report. This report is based on a number of offline variables
such as the ratio of female-to-male earned income or the percentage of
women in executive office over the last 50 years.

In this paper, we use large amounts of network data from Google+ to
study gender differences in 73 countries and to link online indicators of
inequality to established offline indicators. We observe consistent global
gender differences such as women having a higher fraction of recipro-
cated social links. Concerning the link to offline variables, we find that
online inequality is strongly correlated to offline inequality, but that the
directionality can be counter-intuitive. In particular, we observe women
to have a higher online status, as defined by a variety of measures, com-
pared to men in countries such as Pakistan or Egypt, which have one
of the highest measured gender inequalities. Also surprisingly we find
that countries with a larger fraction of within-gender social links, rather
than across-gender, are countries with less gender inequality offline, go-
ing against an expectation of online gender segregation. On the other
hand, looking at “differential assortativity”, we find that in countries
with more offline gender inequality women have a stronger tendency for
withing-gender linkage than men.

We believe our findings contribute to ongoing research on using on-
line data for development and prove the feasibility of developing an au-
tomated system to keep track of changing gender inequality around the
globe. Having access to the social network information also opens up pos-
sibilities of studying the connection between online gender segregration
and quantified offline gender inequality.

� This work was done while the first author was at Qatar Computing Research
Institute.

1 http://hdr.undp.org/en/content/human-development-report-1995
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1 Introduction

Gender equality and full empowerment of women remains elusive in most coun-
tries around the world. Women are often at a significant disadvantage in fields
such as economic opportunities, educational attainment, political empowerment
and in terms of health. Reducing and ultimately erasing the “Gender Gap” in
these fields is both an intrinsic, moral obligation but also a crucial ingredient for
economic development. By limiting women’s access to education and economic
opportunities an immeasurable amount of human resource is lost and huge parts
of the population are not able to develop their full potential.

To quantify gender inequality around the globe and to track changes over
time, for example in response to policies put in place, the World Economic Fo-
rum annually publishes “The Global Gender Gap Report” in collaboration with
the Center for International Development at Harvard University and the Haas
School of Business at the University of California, Berkeley. This report ranks
countries according to a numerical gender gap score. These scores can be inter-
preted as the percentage of the inequality between women and men that has
been closed and so a large gap score is desirable. In 2013 the leading country
Iceland had an aggregate score of 0.87, whereas Yemen scored lowest with 0.51.
Scores are based on publicly available “hard data”, rather than cultural per-
ceptions, and variables contributing include the ratio of female-to-male earned
income and the ratio of women to men in terms of years in executive office (prime
minister or president) for the last 50 years. The emphasis of the report is on the
relative gender difference for the variables considered rather than the absolute
level achieved by women.

This paper contributes to this line of work by quantifying gender differences
around the globe using existing methodology and applying it to online data,
concretely data derived from Google+ for tens of millions of users. We start
our analysis by describing the absolute differences along dimensions such as the
number of male vs. female users or their virtual, social ranking in terms of num-
ber of followers. Our main emphasis is on studying correlations between online
indicators of inequality and existing offline indicators. We do this both for the
purpose of validation, to be sure that what we measure is linked to phenom-
ena in “the real world”, and for the purpose of devising new indicators, where
a seemingly important online measure does not seem to be in good agreement
with existing indicators.

Our current study is deliberately done without doing analysis of the content
shared by men and women in different countries, and we are only relying on
network structure data. One reason for this choice was one of global coverage:
doing any type of content analysis for languages spanning all continents and
having results comparable across languages and countries remains a fundamen-
tal challenge. Doing something only for English would have beaten the purpose of
measuring gender inequality online in virtually all developing countries. A second
reason for our choice was the fact that current indices are based on “hard data”.
Whereas the number of followers is well-defined, things such as the sentiment or
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mood of a user are hard to measure in an objective manner and are difficult to
compare across cultures.

Analyzing gender differences for 73 countries we find both expected and sur-
prising trends. Our main findings are:

– Countries with more men than women online are countries with more pro-
nounced gender inequality.

– Women are more tightly cliqued and their links are more reciprocated.
– In countries with higher offline inequality women are, suprisingly, followed

more than men. This result holds both using the mean and the median, and
it holds for other “status” metrics such as PageRank.

– Countries with a larger fraction of within-gender social links, rather than
across-gender, are countries with smaller offline gender inequalities.

– Countries with larger offline gender inequalities have a larger “differential
assortativity” where women have a stronger preference for within-gender
links than men.

– Applying existing gap-based methodology to online data yields a strong neg-
ative correlation, up to r = −0.76, with existing offline measures.

Generally our analysis is more quantitative and descriptive rather than qual-
itative and diagnostic. Though we describe the gender differences we find and
comment on whether they agree with (at least our) expectations, we do not
attempt to give explanations. We hope that experts in domains such as gender
studies or social psychology will find our analysis useful and that it can save as
a starting point for more in-depth studies focused at the root causes of what we
observe.

As more and more economic activity becomes digital and moves online, as
more and more education happens online through MOOCs and other initiatives,
and as more and more of political engagement happens online we are convinced
that, ultimately, quantifying gender inequality also has to crucially take into
account online activity.

2 Related Work

As far as we are aware, this is the first study that links online gender differ-
ences in dozens of countries to existing quantitative offline indicators. However,
lots of valuable research has been done looking at gender differences and gender
inequality offline and online separately and such work has considered various psy-
chological, sociological and economical differences. It is not within this paper’s
scope to serve as a complete review of literature in gender studies but, rather, it
should give the reader a good overview of aspects than have been investigated.

2.1 Offline

Feingold conducted a meta-analysis to investigate differences in personal traits
between genders as reported in literature [13]. For some traits such as extrover-
sion, anxiety and tender-mindedness, women were higher, while for others such
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as assertiveness and self-esteem, men had higher scores. And, as one might hope,
there are also traits with no observed gender differences such as social anxiety
and impulsiveness.

Pratto et al. studied gender differences in political attitudes [30]. By analyzing
a sample of US college students, they found that men tend to support more
conservative ideology, military programs, and punitive policies, while women
tend to support more equal rights and social programmes. They also show that
males were in general more social dominance oriented than females.

Costa et al. [10] aggregated results of psychological tests from different coun-
tries for the so-called “Big Five” basic factors of personality: Neuroticism, Ex-
troversion, Openness to Experience, Agreeableness, and Conscientiousness [29].
They observed that, contrary to predictions from the social role model, gender
differences concerning personality were most pronounced in western cultures, in
which traditional sex roles are comparatively weak compared to more traditional
cultures. In a similar line of work, Schmitt et al. [34] conceived the General Sex
Difference Index and observed that sex differences appear to diminish as one
moves from Western to non-Western cultures.

Hyde performed a meta-analysis on psychological gender differences to show
that, according to the gender similarities hypothesis, males and females are alike
on most psychological variables, contrasting the differences model that states
that men and women are vastly different psychologically [19].

2.2 Online

Gender Gap. Bimber analyzed data from surveys in the United States, in which
people were asked about Internet access and frequency of utilization [4]. His
analysis showed that there is a gap in access regarding the gender, but that this
gap is not related to the gender itself, but rather to socioeconomic factors, such
as education and income. Collier and Bear investigated the low participation of
women in terms of contributions to Wikipedia [9]. They found strong support
that the gender gap is due to the high levels of conflict in discussions, and also due
to a lack of self-confidence in editing others’ work. Iosub et al. investigated the
communication between editors in Wikipedia and observed that female editors
communicate in a way that develop social affiliation [20]. In terms of online social
network usage in the US in 2013, women had higher rates of users for Facebook,
Pinterest or Instagram, whereas usage was similar for both genders for Twitter
and Tumblr [8]. In our data for the US, we have more male users. A possible
explanation for this is an increased concern for privacy with a corresponding
choice to reveal less information about themselves. See related work further
down on this subject.

Privacy and Interests. Researchers investigated whether there is a difference
between genders regarding the kind and amount of information shared online.
Thelwall conducted a demographic study of MySpace members, and observed
that male users are more interested in dating, while female users are more in-
terested in friendship, and also tend to have more friends [36]. When analyzing
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the privacy behavior, women were found to be more likely to have a private pro-
file. Joinson analyzed reports on motivation to utilize Facebook [21]. He found
that female users are more likely to use Facebook for social connections, status
updates and photographs than male users. Also, female users are more prone to
make an effort to make their profile private. Bond conducted a survey among un-
dergraduate students regarding their utilization in OSNs and found that female
participants disclose more images and information on OSN profiles than male
participants [7]. They also observed that the kind of content shared between gen-
ders are different. For instance, female users tend to share more content about
friends, family, significant others, and holidays, while male users are more likely
to post content related to sports. Other works also investigated the vocabulary
used by users in OSNs, and found that there is differences regarding the semantic
category of words between women and men [28,12]. Quercia et al. studied the
relationship between information disclosure and personality by using informa-
tion from personality tests done by Facebook users, and found out that women
are less likely than men to publicly share privacy-sensitive fields [32].

Network. Szell and Thurner analyzed the interactions between players of a mas-
sive multiplayer online game [35]. They constructed the interactions graphs and
observed that there are differences between male players and female players for all
kinds of connections. For instance, females have higher degrees, clustering coef-
ficient and reciprocity values, while males tend to connect to players with higher
degree values. Ottoni et al. also investigated the friendship connections of the users
in Pinterest and observed that females are more reciprocal than males [28]. In our
analysis, we also found women to have a higher clustering coefficient and a larger
fraction of reciprocated friendship links on Google+. Heil et al. analyzed Twit-
ter data from 300 thousand users, and found that males have 15% more followers
than women. When looking at homophily, they found that on average men are al-
most twice as likely to follow other men than women, and, surprisingly, women are
also more likely to follow men [18,26]. In our analysis, we observed homophily for
both genders in Google+, i.e. females tend to follow more females and males to
follow more males. Recent work has also looked at generalizing concepts from the
“Bechdel Test”2 to Twitter [14]. The authors look at tweets from the US for users
sharing movie trailers, which are then linked to Bechdel Test scores, and they find
larger gender independence for urban users in comparison to rural ones, as well as
other relations with socio-economic indicators.

Socio-Economic Indicators from Online Data. Putting aside the concrete issue
of gender inequality, we are essentially interested in using online data as a socio-
economic indicator. This idea in itself is not new and previous research has at-
tempted to estimate things such as unemployment rates [1], consumer confidence
[27], migration rates [37,17], values of stock market and asset values [6,5,38] and
measures of social deprivation [33]. Work in [31] is also related as it looked at
search behavior, in this case “forward looking searches” and links such queries
to estimates of economic productivity around the globe.

2 http://en.wikipedia.org/wiki/Bechdel_test

http://en.wikipedia.org/wiki/Bechdel_test
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3 Data Set

Our dataset was created by collecting public information available in user profiles
in the Google+ network. We inspected the robots.txt file and followed the sitemap
to retrieve the URLs of Google+ profiles. Since we retrieved the complete list
of profiles provided by Google+, we believe our data set covers almost all users
with public profiles in Google+ by the time of the data collection. The data
collection ran from March 23rd of 2012 until June 1st of 2012. When inspecting
the sitemap we found 193,661,503 user IDs. In total we were able to retrieve
information from 160,304,954 profiles. Some IDs were deleted or we were not
able to parse their information. With the social links of the users, we have
constructed a directed graph that has 61,165,224 user nodes and 1,074,088,940
directed friendship edges.

Country Identification. To identify a user’s country in Google+, we extracted
the geographic coordinates of the last location present on the Places lived field
and identified the corresponding country. We were able to identify the country
of 22,578,898 users.

Gender. Google+ provides a self-declared gender field where the user can choose
between three categories: female, male and other. As any other profile field in
Google+ (except for the name), it is possible to put this information as private,
so we do not have this information for all users. Of the 160 millions users, 78.9%
provided the gender field publicly, from which 34.4% are female, 63.8% are male
and 1.8% selected “other”.

Details of the Google+ platform and a data characterization of an early version
of the dataset are discussed in a previous work [25]. A summary of the number
of users for each country can be found in Table A.1 (appendix). We only selected
countries with at least 5,000 users for each gender.

3.1 Online Variables

As doing any type of content analysis for dozens of languages and cultures is
extremely challenging, we decided to study how network metrics could be indi-
cators for gender gaps. At the country-level, we looked at the following metric
which we hypothesized could be an indication of online gender segregation.

– The assortativity3 is the fraction of links to the same gender rather than
across genders. A large value can be indicative of either strong same-gender
linkage preference, or simply a highly imbalanced gender distribution of the
users, which trivially makes cross-gender links less likely.

We also computed the following metrics for each user from one of the 73
countries in our data set.

3 We use “assortativity” rather than “homophily” to emphasize the correlation rather
than necessary a causal link.
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– The in-degree, also referred to as the number of followers, counts the number
of “circles” a user is in. A large in-degree can be seen as an indicator of
popularity or status.

– The out-degree, also referred to as the number of followees or friends, counts
the number of users a user has in their circles.

– The reciprocity is the fraction of reciprocal links in relation to the out-degree,
i.e. the fraction of times where the act of following is reciprocated by the
receiving user.

– The clustering coefficient for a particular node is the probability of any two
of its neighbors being neighbors themselves. It is calculated by the fraction
of the number of triangles that contain the node divided by the maximum
number of triangles possible (when all the neighbors are connected), which
for a directed graph is equal to n(n− 1), where n is the number of neighbors
that reciprocate the connection. A large value typically indicates a large
degree of “cliqueness” and more tightly connected social groups.

– The PageRank measures the relative importance of a user in the network
and, unlike the mere in-degree, is influenced by the “global” social graph
structure. A damping factor d = 0.85 was used for the iterations of the
algorithm. A large PageRank value is often thought of as an indicator of
“centrality” or “importance” in the social graph.

– The differential assortativity is the “lift” of the fraction of users of the same
gender followed by a particular user. It is calculated by dividing the fraction
of links to the same gender by the share of that gender for the country of the
user. A large value means that users are more likely than by random chance
to follow other users of their same gender. The comparison against random
chance corrects for the fact that in an online population of, say, 80% males
are trivially more likely to follow other males even without any same-gender
homophily.

These per-user metrics are then aggregated into a per-country score as de-
scribed in the next paragraph. Though we group the results by country, connec-
tions across countries are included in our analysis. So a reciprocal link between
two users in Brazil and Qatar would contribute to the statistics of both countries.

Gender Gap. One of the goals of our study was to devise an “Online Gender
Gap” score and to see how this relates to the existing offline Gender Gap scores.
We therefore followed the same methodology of computing a “gap” score: First,
we group the users by country and gender, and calculate the average of the
variable for each country-gender group. After having the aggregated value for
each country-gender group, we calculate the gender ratio by dividing the female
value by the male value, for each country. Differently from the Global Gender
Gap score methodology, we do not truncate the ratio at 1, since we want to
analyze the trend even when the value is higher for female users, especially as
some of our variables, such as the number of followers, exhibited a counter-
intuitive trend. Furthermore, for some of our variables such as the Differential
Assortativity, it is also not intuitively obvious if a high or a low gender-specific
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value is desirable and, correspondingly, it is unclear if high or low values should
be truncated.

Note that, in line with the Global Gender Gap report, a large “gap value”
is actually desirable in the sense that it typically indicates gender equality or
female dominance for the variable considered, whereas a very low gap value is
undesirable as it indicates that the variable considered is lower for women than
for men.

3.2 Offline Variables

The Global Gender Gap Index 4 is a benchmark score that captures the gen-
der disparities in each country. It takes into account social variables from four
categories (economy, politics, education and health), such as life expectancy, es-
timated income, literacy rate and number of seats in political roles. The index is
built by (1) calculating the female by male ratio of the variables, (2) truncating
the ratios at a certain level (1.0 for most variables), (3) calculating subindexes
for each one of the four categories (weighted average in relation to the standard
deviation) and (4) calculating the un-weighted average of the four subindexes to
create the overall index. The scores range from 0 (total inequality) to 1.0 (total
equality). For this study we use the 2013 Global Gender Gap report [16].

We also use additional economic variables and demographic information to
see if these are linked to online gender gaps. For population and internet pene-
tration information we use information from the Internet World Stats website5

on internet usage for 2012. The GDP per capita information was collected from
the World Bank website6 and is for 2011. Information for more recent years was
missing for some countries which is why we selected data from 2011.

4 Gender Differences Online

Before we link online variables to offline indicators of gender gaps, we first de-
scribe how men and women in 73 countries differ in their usage of Google+.
Figure 1 shows the gender ratio of the variables for each country. We observe
that for some variables there is a female predominance (such as for “Reciprocity”
and “Clustering Coefficient”), while for others there’s a male predominance (such
as “Number of followees”). In most cases, the gender predominance is the same
across countries, but for some variables (“Number of followers”) there are diver-
gences.

5 Online and Offline Gender Gaps

To test the significance of the difference between female and male values of
the variables we conducted a permutation test that does not make assumptions

4 http://www.weforum.org/issues/global-gender-gap
5 http://www.internetworldstats.com
6 http://www.worldbank.org

http://www.weforum.org/issues/global-gender-gap
http://www.internetworldstats.com
http://www.worldbank.org
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Fig. 1. A color plot of the logarithm, base 2, of the (female value)/(male value) gender
ratio (GR), i.e. log2(GR), for the variables in each country. The scale is truncated at
-1.0 and 1.0. A value higher than 0 (blue) indicates male predominance, and lower than
0 (red) means female predominance.

about the distribution of the variables.7 First, for each country we compute
the average of a variable across all female users and compare the value with
the one obtained for the male users. Let δ be the observed difference. Then
we use the same set of users, but now randomly permute the gender label.
The basic idea is to see if the observed difference could have arisen due to
random variance or whether it is more systematically linked to the gender of
the users. We now calculate the average of the two groups derived from the
permutation, and calculate the difference δp. We repeat this process 1,000 times
to estimate the level of variability of δp. Finally, we mark the δ as significant if
it was in the bottom/top 0.5% (or 2.5%) of the percentiles of the δp. In Table 1
we present the significance test result for some variables for a fraction of the
countries. In Table B.2 (appendix) we present the values for all the countries.
For most countries and most variables the difference between female and male
is significant.

6 Linking Online and Offline Gender Gaps

Whereas the previous section looked exclusively at online gender differences,
here we focus on linking online and offline gender gaps across 73 countries.

Figure 2 shows the linear regression between online variables and the Global
Gender Gap scores. GR stands for Gender Ratio (female divided by male value).
We observe that the gap score for the number of users is positively correlated
with the gender gap score. Countries with a roughly equal number of male and
female users online tend to score better (= higher) for the offline gap scores.
Surprisingly, at least to us, we also find that the number of followers and other
measures of “status” are negatively correlated for both networks. For example,
Pakistan has an offline Gender Gap score of 0.546 (with 1.0 indicating equality)
but, at the same time, women who are online in Pakistan have on average (and
in median) more followers than their male counterparts. . We discuss potential
reasons later in the paper.

The two plots in the right column of Figure 2 show the linear regression
plots of the assortativity variables in Google+. When we analyze the Differential

7 See http://en.wikipedia.org/wiki/Resampling %28statistics%29#

Permutation tests for background information on permutation tests in statistics.

http://en.wikipedia.org/wiki/Resampling_%28statistics%29#Permutation_tests
http://en.wikipedia.org/wiki/Resampling_%28statistics%29#Permutation_tests
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Table 1. Significance test results for variables in Google+ for a subset of our 73
countries, ranked in descending order of the number of users. The value on the left is
the average female value and the value on the right is the average male value, followed
by the significance result (‘*’ is 95% significant, ‘**‘ is 99% significant). The full list of
results can be found in Table B.2 (appendix).

Country In-degree Out-degree Recipr. Clust. Coeff. PageRank♀/♂ ♀/♂ ♀/♂ ♀/♂ ♀/♂
United States 34.8/47.1** 20.6/30.3** 0.49/0.50** 0.31/0.28** 2.0e-08/2.6e-08**
Russian Federation 17.7/20.8** 31.0/36.1** 0.45/0.41** 0.38/0.32** 1.5e-08/1.8e-08**
Italy 34.7/22.0 22.7/33.3** 0.51/0.48** 0.33/0.29** 1.8e-08/2.0e-08**
Viet Nam 36.9/57.4** 41.7/78.3** 0.41/0.34** 0.29/0.29 1.8e-08/2.0e-08**
Philippines 11.6/16.6** 28.8/38.5** 0.42/0.41 0.40/0.36** 1.4e-08/1.6e-08**
Pakistan 25.4/15.8** 35.3/49.1** 0.40/0.31** 0.32/0.29** 1.6e-08/1.3e-08**
Saudi Arabia 39.3/24.6** 30.2/47.4** 0.37/0.33** 0.29/0.26** 1.7e-08/1.6e-08
Bangladesh 17.4/15.2 30.4/54.1** 0.41/0.30** 0.32/0.30** 1.4e-08/1.3e-08
United Arab Emirates 19.6/18.4 21.4/33.6** 0.46/0.42** 0.28/0.22** 1.7e-08/1.7e-08
Greece 19.0/22.1 26.5/40.3** 0.47/0.44** 0.34/0.30** 1.5e-08/1.8e-08**
Norway 16.8/40.3** 17.6/30.8** 0.57/0.56** 0.35/0.31** 1.7e-08/2.5e-08**
Sri Lanka 20.9/21.1 23.7/50.7** 0.47/0.36** 0.31/0.30* 1.6e-08/1.6e-08
El Salvador 12.8/11.5 31.7/28.7 0.38/0.39 0.21/0.24** 1.4e-08/1.5e-08*
Guatemala 10.1/12.1 21.2/26.2** 0.46/0.40** 0.27/0.29* 1.5e-08/1.5e-08
Slovenia 10.0/18.2** 16.8/30.2** 0.56/0.53** 0.27/0.28 1.6e-08/2.1e-08**

assortativity we observe that most countries, clustered together on the dashed
line, have similar values for female and male, meaning that the level of gender as-
sortativity is the same for women and men. On the other hand, in countries with
a low Gender Gap score there’s a female predominance, meaning that women in
these countries connect much more among themselves than expected when com-
pared to men. This could be seen as an indication of women “shying away” from
cross-gender linkage in such countries. When we analyze not the gap but the
actual assortativity of a country we observe a positive correlation with the gap
score, meaning that in countries with higher Gender Gap score (= little inequal-
ity), there is higher assortativity (= more within-gender linkage). We discuss
potential hypotheses explaining this arguably surprising finding in Section 7.

Figure 3 presents the matrix of correlation between the online and offline
variables, essentially summarizing the linear regression fits from Figure 2 and
adding more variables. As in Figure 2, the Gender Gap Score is positively corre-
lated with the gender gap of the number of users in Google+, and, surprisingly,
negatively correlated with the gap of the number of followers, reciprocity and
PageRank. In terms of assortativity, there is a negative correlation for differen-
tial assortativity, meaning that female users connect more among themselves in
countries with a low Gap score, while the actual assortativity of the network is
positively correlated, implying more segregation in countries with high Gender
Gap score.
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Fig. 2. Linear regression and correlation between online social network metrics and
the Global Gender Gap score. GR stands for Gender Ratio (female by male value).
See Table A.1 (appendix) for a list of 2-letter country codes. The p-values for the
correlation were all lower than 0.01.

7 Discussion

One of our main motivation for this work was to see if online data could be used
to derive global indicators of gender inequality and whether these indicators
were in some sense “grounded” in that they are linked to existing indicators.
Our findings indicate that this indeed the case.

Surprisingly, the directionality of important indicators was opposite from what
we had expected. Concretely, we found that all indicators of gaps in online social
status such as the average number of followers, or the Pagerank on Google+
all had noticeable negative correlations (.65 and -.76 correspondingly) with the
aggregated offline gender gap score. For example in Pakistan, with a gender
gap score of 0.55, indicating a large inequality, we found that women have on
average 50% more followers on Google+ than men. Note that the number of
followers is typically heavy-tailed [22] and for such distributions it is known that
the observed average will increase as the sample size increases8. As we have
fewer women and men for countries where we observe these effects, the actual
effect might hence be even stronger. We also mention that we observed the same
effect by looking at medians, rather than averages, indicating a robust result not
caused by outliers.

8 See, e.g., http://en.wikipedia.org/wiki/Pareto_distribution which has an in-
finite mean when α ≤ 1.

http://en.wikipedia.org/wiki/Pareto_distribution
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Fig. 3. Correlation between offline variables and the ratio of online variables of the
countries. GR stands for Gender Ratio (female by male value). The relation is marked
with an X when the p-value of the correlation is lowen than 0.05.

Our current hypothesis is that this unexpected result might be due to the
so-called “Jackie Robinson Effect”9. Jackie Robinson was a baseball player who
who became the first African-American to play in Major League Baseball in
the modern era. If he had been only good, rather than great, it is unlikely that
he would have been given a chance to play rather than a slightly less talented
white alternative. Similarly, one might imagine that women that are online in
countries where women have more limited online access compared to men must
be extraordinary to begin with. In a similar vein it was found that female politi-
cians perform better than their male counter-parts as doing just as well would
not suffice to “make it” [2].

The effect above might also be linked to our observation of more within-
gender linkage for countries such as Finnland or Norway, compared to Egypt
or Pakistan. Other potential explanations for this observation could be acts
of online “stalking” or “staring” where women attract follow links from men,
causing more cross-gender linkage. This latter hypothesis is also consistent with

9 http://en.wikipedia.org/wiki/Jackie_Robinson

http://en.wikipedia.org/wiki/Jackie_Robinson
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our observation that in countries with more offline gender inequality women have
a stronger tendency for withing-gender linkage than men, potentially indicative
of shying away from cross-gender linkage.

Of course, our current data set and methodology are by no means perfect.
Clearly, our user set is by no means representative of the overall population.
Generally, we expect people over a higher social status to be overrepresented in
our data. But even the fact that for Pakistan we find about 8 times as many
male Google+ users as female ones is in itself a signal. Also note that for certain
applications the selection bias might be irrelevant. If, for example, the main
purpose of using online data is to have a low-cost and real-time alternative
to compute the offline gender gap index then as long as it works, despite the
selection bias, the selection bias itself becomes irrelevant. As a comparison, if it is
possible to accurately predict current levels of flu activity from social media data
then there is no reason to question this approach, assuming that the prediction
remains valid as the online population continues to change [3,23,11].

The example of monitoring flu activity also points to another limitation of
our study: the use of only one data source. For flu monitoring using online data,
Google Flu Trends [15] is the de-facto standard and baseline to beat. Recently,
its use as a figurehead has however been questioned [24]. Still, it seems promising
to look at, say, the relative search volume of topics associated with gender roles
to see if their search volume could be indicative of gender gaps. Additionally,
gender differences on comments on national, political sites could be indicators
for political engagement.

Another big limitation is our decision to ignore the content/topics that are
discussed. The main reasons for this are (i) technical difficulties when dealing
with content analysis for dozens of different languages and character sets, in
particular if the results need to be comparable across countries, and (ii) the
emphasis of existing offline indices on “hard data” rather than sentiments or
more qualitative analysis. Still, it seems valuable to look at the topics discussed
by, say, men and women in Mali to get better insights into their lived online
experiences. In future work we plan to focus on a limited set of countries and
languages and study topical differences in depth. Integrating content could also
lead to an improvement of the already decent fit between a combination of online
indicators and the offline gender gap scores. Finally, it could provide hypotheses
for the root causes of the differences we observe.

Our current analysis is based on a static snapshot of time. However, our
declared goal is to design a system that frequently calculates the latest on-
line indicators of gender gaps and makes these publicly available. This is done
with initiatives such as the United Nations Global Pulse in mind. “The Global
Pulse initiative is exploring how new, digital data sources and real-time analytics
technologies can help policymakers understand human well-being and emerging
vulnerabilities in real-time.”10 Similarly, the United Nations Population Fund
supports use of Data for Development and “women’s roles and status, spa-
tial mobility of populations and differentials in morbidity and mortality within

10 http://www.unglobalpulse.org/

http://www.unglobalpulse.org/
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population subgroups were singled out as pressing concerns”11. At a broader
level, more and more non-profit organizations are advocating the use of data
mining “for good” and, as an example, the US Center for Disease Control and
Prevention is organizing a competition to encourage the use of social media to
predict flu activity12.

Ultimately, of course, the goal is not just to describe and quantify gender gaps
but to close these gaps. Here, a large amount of responsibility undoubtedly lies
with politicians and people in positions of power. As good policy making needs to
be linked to quantifying the progress made, and there is a necessity to observe
the impact of new policies, measurement efforts are a valid objective in their
own right. However, it is well worthwhile thinking about how social media and
online social networks could in itself be used as a tool to facilitate the process
of closing the gap, rather than as a mere data source. It might for example be
possible to automatically strengthen the social capital of underprivileged women
or, if nothing else, it could be used as communication channel to support the
cause of gender equality.

8 Conclusion

We presented a large-scale study of gender differences and gender gaps around
the world in Google+. Our analysis is based on 17,831,006 users from 73 countries
with an identified gender and, to the best of our knowledge, is the first study
that links online indicators of gender inequality to existing offline indicators.

Our main contribution is two-fold. First, we describe gender differences along
a number of dimensions. Such insights are valuable both as a starting point
for in-depth studies on identifying the root causes of these differences, but also
when it comes to designing gender-aware systems. Second, we show how applying
existing offline methodology for quantifying gender gaps can be applied to online
data and that there is a respectable match in form of a 0.8 correlation across
73 countries.

Looking at individual variables we also find surprising patterns such as a
tendency for women in less developed countries with larger gender differences to
have a higher social status online as measured in terms of number of followers
or Pagerank. We hypothesize the existence of an underlying “Jackie Robinson
Effect” where women who decided to go online in a country such a Pakistan are
likely to be more self-confident and tech-savvy than random male counterparts.
Such an effect might also be linked to the fact that we observe a higher within-
gender link assortativity for countries with less offline gender inequality, though
alternative explanations include men “stalking” women online.

As more and more economic activity, education, and political engagement
happens online we are convinced that, ultimately, quantifying gender inequality
has to crucially take into account online activity.

11 http://www.unfpa.org/public/datafordevelopment
12 http://www.cdc.gov/flu/news/predict-flu-challenge.htm

http://www.unfpa.org/public/datafordevelopment
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Appendix

A List of Countries

Table A.1. List of countries with their respective 2-letter country codes and the total
number of female and male users. We select only countries with at least 5,000 females
and males.

Country # users Country # users

Code Name Female Male Total Code Name Female Male Total

US United States 2,186,509 2,910,470 5,096,979 KR South Korea 16,570 60,696 77,266
IN India 363,956 1,964,070 2,328,026 SE Sweden 22,342 54,815 77,157
BR Brazil 563,173 716,455 1,279,628 BE Belgium 21,755 55,223 76,978
GB United Kingdom 210,801 445,343 656,144 AE United Arab Emirates 12,250 57,399 69,649
ID Indonesia 136,013 396,028 532,041 DK Denmark 20,219 47,470 67,689
RU Russian Federation 140,024 326,464 466,488 CZ Czech Republic 19,409 46,548 65,957
CA Canada 147,247 255,750 402,997 SG Singapore 20,798 43,515 64,313
MX Mexico 129,566 261,958 391,524 FI Finland 21,831 41,072 62,903
DE Germany 98,500 275,813 374,313 GR Greece 17,578 41,393 58,971
ES Spain 116,997 221,343 338,340 IE Ireland 21,277 35,959 57,236
IT Italy 87,028 226,777 313,805 RS Serbia 16,458 40,241 56,699
FR France 98,628 211,602 310,230 CH Switzerland 14,255 42,085 56,340
JP Japan 57,234 221,049 278,283 AT Austria 15,487 37,185 52,672
CN China 45,551 199,300 244,851 NO Norway 15,246 35,795 51,041
AU Australia 87,605 156,493 244,098 IL Israel 15,101 33,752 48,853
VN Viet Nam 64,539 152,459 216,998 EC Ecuador 15,611 31,654 47,265
TH Thailand 80,655 117,904 198,559 NZ New Zealand 17,462 29,547 47,009
AR Argentina 68,877 116,617 185,494 SK Slovakia 16,061 27,749 43,810
TR Turkey 25,974 147,023 172,997 LK Sri Lanka 7,186 35,540 42,726
CO Colombia 62,590 110,004 172,594 BG Bulgaria 13,136 25,260 38,396
PH Philippines 78,760 81,601 160,361 HR Croatia 13,612 23,944 37,556
MY Malaysia 60,607 95,842 156,449 MA Morocco 7,170 29,434 36,604
UA Ukraine 46,132 105,582 151,714 DO Dominican Republic 10,750 23,303 34,053
PL Poland 48,381 102,802 151,183 SV El Salvador 11,891 19,049 30,940
NL Netherlands 40,074 104,336 144,410 DZ Algeria 5,176 24,887 30,063
PK Pakistan 15,420 128,150 143,570 CR Costa Rica 9,632 20,186 29,818
IR Iran 27,153 112,444 139,597 KE Kenya 6,868 22,522 29,390
CL Chile 53,286 81,165 134,451 NG Nigeria 5,050 23,523 28,573
EG Egypt 19,414 113,495 132,909 GT Guatemala 7,342 20,189 27,531
ZA South Africa 34,153 66,871 101,024 UY Uruguay 9,966 14,552 24,518
SA Saudi Arabia 15,173 85,416 100,589 LT Lithuania 10,416 13,801 24,217
PE Peru 32,296 66,141 98,437 KZ Kazakhstan 5,727 12,555 18,282
RO Romania 28,907 63,982 92,889 PY Paraguay 6,273 10,730 17,003
PT Portugal 32,218 59,238 91,456 SI Slovenia 5,644 11,269 16,913
VE Venezuela 32,623 56,556 89,179 LV Latvia 5,722 9,979 15,701
BD Bangladesh 7,029 74,221 81,250 EE Estonia 5,337 8,337 13,674
HU Hungary 30,525 48,858 79,383
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B Significance Test Results

Table B.2. Significance test results for variables in Google+ for our 73 countries,
ranked in descending order of the number of users. The value on the left is the average
female value and the value on the right is the average male value, followed by the
significance result (‘*’ is 95% significant, ‘**‘ is 99% significant).

Country In-degree Out-degree Recipr. Clust. Coeff. PageRank
♀/♂ ♀/♂ ♀/♂ ♀/♂ ♀/♂

United States 34.8/47.1** 20.6/30.3** 0.49/0.50** 0.31/0.28** 2.0e-08/2.6e-08**
India 25.5/23.2 20.3/38.2** 0.52/0.41** 0.25/0.23** 2.0e-08/2.0e-08
Brazil 20.4/28.7** 38.0/48.0** 0.37/0.39** 0.16/0.17** 1.7e-08/2.2e-08**
United Kingdom 30.9/26.8 20.5/28.9** 0.47/0.46** 0.33/0.29** 1.8e-08/2.1e-08**
Indonesia 25.0/17.7** 39.5/53.4** 0.43/0.33** 0.36/0.34** 1.9e-08/1.6e-08**
Russian Federation 17.7/20.8** 31.0/36.1** 0.45/0.41** 0.38/0.32** 1.5e-08/1.8e-08**
Canada 33.9/38.9 19.6/29.1** 0.48/0.48 0.31/0.28** 1.8e-08/2.2e-08**
Mexico 10.5/12.6** 22.8/28.0** 0.45/0.41** 0.28/0.27* 1.5e-08/1.6e-08**
Germany 21.5/42.2** 21.9/31.6** 0.49/0.47** 0.35/0.31** 1.6e-08/2.1e-08**
Spain 13.7/29.2** 20.4/29.1** 0.50/0.47** 0.32/0.29** 1.6e-08/2.2e-08**
Italy 34.7/22.0 22.7/33.3** 0.51/0.48** 0.33/0.29** 1.8e-08/2.0e-08**
France 15.6/24.7** 19.8/30.5** 0.49/0.46** 0.33/0.29** 1.6e-08/2.1e-08**
Japan 32.0/35.0 30.8/49.1** 0.44/0.37** 0.34/0.32** 1.9e-08/1.9e-08
China 45.1/46.3 48.0/76.5** 0.41/0.31** 0.27/0.25** 1.9e-08/1.8e-08
Australia 14.8/21.5** 18.5/27.2** 0.48/0.48 0.33/0.29** 1.5e-08/2.0e-08**
Viet Nam 36.9/57.4** 41.7/78.3** 0.41/0.34** 0.29/0.29 1.8e-08/2.0e-08**
Thailand 19.4/29.1** 34.0/48.2** 0.41/0.39** 0.34/0.31** 1.6e-08/2.2e-08**
Argentina 13.4/17.8** 22.7/29.7** 0.43/0.43* 0.29/0.27** 1.6e-08/1.9e-08**
Turkey 18.8/15.1** 29.0/45.7** 0.46/0.36** 0.32/0.28** 1.5e-08/1.4e-08
Colombia 9.6/10.9** 24.8/31.0** 0.44/0.40** 0.28/0.27** 1.4e-08/1.6e-08**
Philippines 11.6/16.6** 28.8/38.5** 0.42/0.41 0.40/0.36** 1.4e-08/1.6e-08**
Malaysia 11.8/32.7** 26.5/38.1** 0.45/0.40** 0.33/0.30** 1.4e-08/1.8e-08**
Ukraine 20.1/37.9** 31.8/43.0** 0.48/0.45** 0.37/0.31** 1.6e-08/1.9e-08**
Poland 8.1/13.6** 17.0/23.9** 0.53/0.50** 0.37/0.32** 1.5e-08/1.8e-08**
Netherlands 15.7/22.3** 18.6/27.5** 0.51/0.50** 0.33/0.28** 1.6e-08/2.1e-08**
Pakistan 25.4/15.8** 35.3/49.1** 0.40/0.31** 0.32/0.29** 1.6e-08/1.3e-08**
Iran 50.2/35.6 34.9/49.0** 0.46/0.39** 0.30/0.29** 1.9e-08/1.7e-08
Chile 9.7/13.5** 17.7/23.4** 0.50/0.50* 0.27/0.26** 1.6e-08/2.0e-08**
Egypt 34.2/18.9** 30.3/62.4** 0.38/0.25** 0.31/0.28** 1.7e-08/1.3e-08**
South Africa 10.5/17.9** 19.4/31.0** 0.45/0.42** 0.29/0.26** 1.4e-08/1.8e-08**
Saudi Arabia 39.3/24.6** 30.2/47.4** 0.37/0.33** 0.29/0.26** 1.7e-08/1.6e-08
Peru 12.2/11.3 27.7/34.9** 0.41/0.36** 0.28/0.28 1.5e-08/1.5e-08
Romania 22.8/24.0 34.4/52.7** 0.43/0.38** 0.35/0.31** 1.5e-08/1.7e-08**
Portugal 13.3/20.4** 22.6/35.9** 0.47/0.46** 0.27/0.26** 1.5e-08/1.9e-08**
Venezuela 13.5/14.4 28.6/34.9** 0.42/0.39** 0.28/0.26** 1.5e-08/1.7e-08**
Bangladesh 17.4/15.2 30.4/54.1** 0.41/0.30** 0.32/0.30** 1.4e-08/1.3e-08
Hungary 10.0/12.4** 17.9/22.5** 0.55/0.53** 0.34/0.31** 1.5e-08/1.8e-08**
South Korea 17.7/26.8** 26.8/42.1** 0.48/0.42** 0.33/0.31** 1.6e-08/2.0e-08**
Sweden 16.8/23.6** 17.6/28.2** 0.58/0.57* 0.37/0.31** 1.7e-08/2.3e-08**
Belgium 13.8/17.6* 17.9/26.4** 0.50/0.49** 0.34/0.29** 1.6e-08/1.9e-08**
United Arab Emirates 19.6/18.4 21.4/33.6** 0.46/0.42** 0.28/0.22** 1.7e-08/1.7e-08
Denmark 12.7/18.4** 14.8/23.5** 0.57/0.57 0.34/0.29** 1.7e-08/2.2e-08**
Czech Republic 12.2/20.2** 17.0/27.1** 0.56/0.52** 0.38/0.31** 1.6e-08/2.1e-08**
Singapore 14.8/20.6** 19.5/30.0** 0.51/0.49** 0.27/0.24** 1.7e-08/2.1e-08**
Finland 13.4/47.0** 13.7/23.5** 0.60/0.59* 0.37/0.35** 1.6e-08/2.5e-08**
Greece 19.0/22.1 26.5/40.3** 0.47/0.44** 0.34/0.30** 1.5e-08/1.8e-08**
Ireland 13.9/22.2** 17.3/27.4** 0.49/0.48 0.35/0.31** 1.6e-08/2.1e-08**
Serbia 13.9/46.9* 19.8/31.8** 0.53/0.47** 0.31/0.30 1.5e-08/2.0e-08**
Switzerland 22.4/29.2 20.6/33.3** 0.50/0.48** 0.31/0.28** 1.7e-08/2.2e-08**
Austria 14.2/27.9** 17.9/31.4** 0.52/0.49** 0.37/0.33** 1.5e-08/1.9e-08**
Norway 16.8/40.3** 17.6/30.8** 0.57/0.56** 0.35/0.31** 1.7e-08/2.5e-08**
Israel 23.2/61.5 24.5/37.4** 0.50/0.49 0.26/0.23** 1.8e-08/2.5e-08**
Ecuador 8.5/8.5 27.6/31.4** 0.40/0.36** 0.32/0.31** 1.4e-08/1.3e-08
New Zealand 14.3/22.4** 16.7/27.8** 0.51/0.50** 0.33/0.29** 1.6e-08/2.0e-08**
Slovakia 6.4/12.8** 13.1/21.1** 0.61/0.58** 0.32/0.30** 1.6e-08/2.0e-08**
Sri Lanka 20.9/21.1 23.7/50.7** 0.47/0.36** 0.31/0.30* 1.6e-08/1.6e-08
Bulgaria 14.9/19.1** 25.2/36.2** 0.48/0.46** 0.34/0.31** 1.5e-08/1.8e-08**
Croatia 8.9/14.5** 15.0/26.4** 0.54/0.50** 0.32/0.30** 1.4e-08/1.7e-08**
Morocco 20.7/18.3 27.1/57.9** 0.44/0.30** 0.25/0.26 1.7e-08/1.4e-08**
Dominican Republic 16.7/16.0 27.5/39.3** 0.43/0.38** 0.27/0.27 1.6e-08/1.7e-08
El Salvador 12.8/11.5 31.7/28.7 0.38/0.39 0.21/0.24** 1.4e-08/1.5e-08*
Algeria 20.7/10.6** 27.6/51.4** 0.34/0.22** 0.25/0.27 1.3e-08/1.0e-08**
Costa Rica 14.6/15.1 20.3/27.6** 0.50/0.46** 0.27/0.27 1.7e-08/1.8e-08
Kenya 13.1/14.8 28.6/42.0** 0.42/0.34** 0.27/0.26 1.6e-08/1.5e-08
Nigeria 8.7/8.4 31.9/47.7** 0.31/0.21** 0.26/0.27 1.2e-08/1.1e-08*
Guatemala 10.1/12.1 21.2/26.2** 0.46/0.40** 0.27/0.29* 1.5e-08/1.5e-08
Uruguay 13.2/13.9 23.9/28.6* 0.46/0.46 0.27/0.27 1.5e-08/1.7e-08**
Lithuania 7.9/19.3** 19.3/34.5** 0.51/0.49** 0.30/0.28** 1.5e-08/2.0e-08**
Kazakhstan 16.5/16.8 33.6/35.6 0.38/0.37 0.33/0.32 1.4e-08/1.5e-08
Paraguay 16.8/18.2 28.1/34.0** 0.45/0.42** 0.23/0.23 1.8e-08/1.8e-08
Slovenia 10.0/18.2** 16.8/30.2** 0.56/0.53** 0.27/0.28 1.6e-08/2.1e-08**
Latvia 11.8/19.7** 26.2/35.3* 0.51/0.48** 0.34/0.31** 1.5e-08/2.3e-08**
Estonia 8.9/15.0** 15.0/25.7** 0.54/0.51** 0.26/0.25 1.6e-08/1.9e-08**
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Abstract. Gender differences in human social and communication be-
havior have long been observed in various contexts. This study investi-
gates such differences in the case of online social networking. We find a
general tendency towards gender homophily, more marked for women,
however users having a large circle of friends tend to have more connec-
tions with users of the opposite gender. We also inspect the temporal
sequences of adding new friends and find that females are much more
likely to connect with other females as their initial friends. Through
studying triangle motifs broken down by gender we detect a marked ten-
dency of users to gender segregation, i.e. to form single gender groups;
this phenomenon is more accentuated for male users.
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1 Introduction

It is a common believe that men are more frequently early adopters of new
technologies. However, in the case of many social media websites and services
women are in the vanguard. Thus, women outnumbered men by a considerable
amount for most social networking sites [6,16] with Pinterest having the largest
gender inequality [22] and LinkedIn being the only exception [15]. With tech-
nology entering the mass market, women lean in and overtake males not only
in spending time on social networking platforms, but also in owning gadgets or
playing casual social games [3].

Differences in styles of social interactions for males and females have been
documented for centuries [4]. A seminal work [20] on quantitative analysis of
gender differences introduces a network terminology to describe social relations
between children and evolution of these relations over time. Many of the succes-
sive studies rely on questionnaires, surveys or direct observations by adults. We
refer to [18,26,30] for further reading on this subject.

The technological advances led to the emergence of new ways to investigate
human behavioral patterns. Examples of such new tools can be the analysis of
data obtained from wearable sensors (see again [26] and references therein) or
the exploration of mobile [23] and online social traces. Among the first works fo-
cused on gender differences in online friendship preferences were Lewis et al. [14]
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for Facebook and Thelwall [28] for MySpace. A recent study [27] analyzed online
social interactions in the setting of a massive multi-player online game. Gender
homophily, the tendency of individuals to bond with similar others, was also
reported for interactions in Wikipedia, a community with strong female minor-
ity; a higher presence of women was found in discussions with a more positive
tone [13]. Finally, in [10,12,25] authors studied how gender influences linguistic
style of messages in Twitter, Facebook and Wikipedia.

Nevertheless there is still a lack of understanding of gender roles in online so-
cial communications. As most of the studies rely on analysis of US-based users [1]
some of these findings can be less relevant in non-US contexts. Gender influence
on access to information and communication technologies often varies according
to local and cultural practices [5,17]. In this work we use a complete dump of a
large Spanish social networking service to present an extensive analysis of online
gender homophily, i.e. gender preferences emerging online. Spain is among the
most “social media addicted” countries in the European Union [7] with almost
75% of the Spaniards using Internet as an instrument for communication and
interaction with others.

In this study we explore dissimilarities between men and women in the way
they sign up to a social network platform and they make friends online. We
further discuss how gender homophily observed in the offline world is translated
into the case of online social communications.

2 Paper Roadmap and Main Results

To detect the fundamental differences between male and female usage of the SNS
(social networking service) under analysis, we first compare the process of build-
ing their ego networks, i.e. online personal networks. Of particular interest is to
inspect the gender of the first friend of each user to estimate the influence of
gender on the adoption of a new technology. So, our first research question is:

(RQ1). How does gender homophily affect SNS-adoption? Do men show a pref-
erence to accept invitations from men and women from women? Do online ego-
networks grow in a gender-biased way?

In our invitation-only Spanish SNS, we find that female users in most cases
join the new social platform by following invitation by another female, and they
add women as their initial friends, while for male users we don’t observe any
strong preference.

Next, we study gender homophily in more detail by answering the the follow-
ing questions:

(RQ2). Do females and males have similar friendship networks, both in size and
composition? Is there a preference for connection among same gender users? We
find that males and females are almost indistinguishable with respect to their net-
work size.We observe a relation between user popularity and the gender of a user’s
friends: users having an aroundaverage number of friends exhibit gender homophily
(more marked for females), while users with few friends tend to have more female
friends, and userswith a large number of friends havemore opposite gender friends.
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Finally, we inspect the effect of gender on the network structure with our
third research question:

(RQ3). How does gender affect the network structure and the formation of tran-
sitive relationships (triangles)?

We find evidence for gender segregation, as we observe a much larger propor-
tion of single gender triangles than expected. This result is particularly marked
for male only triangles. So, while we find in general a higher homophily for
women, men exhibit a higher tendency to form gender homogeneous groups.

3 Dataset Description

In contrast to many recent studies on gender difference based on large-scale
online data, our dataset is complete in the sense that it contains the entire
friendship network. Another advantage is that the SNS under analysis is gender-
balanced, i.e. the number of male and female subscribers is practically the same.
This is different from many other online platforms. Finally, it is also worth
mentioning that we focus on a non US-located community, a category that is
underrepresented in the literature.

The dataset (see detailed descriptions in [11,31]) is a fully anonymized snap-
shot of friendship connections from the invitation-only (at the time this dataset
was collected) Spanish social networking service Tuenti (www.tuenti.com). Sim-
ilar to many other popular social networking platforms Tuenti allows users to set
up their profiles, connect with friends and share links and media items. Users
can interact by writing messages on each other’s walls. The dataset includes
about 9.8 million registered users (25% of Spain’s population), their bidirec-
tional friendship links (with the temporal order of link formation), and the di-
rected interactions (an interaction is an exchange of a wall message) generated
by the users during a three months period. There are small differences between
the numbers of male and female participants (see Appendix A for the exact
numbers) similar to those reported in surveys [9].

4 Building Social Environment

Gender has been observed to play a crucial role in defining people’s decisions
about adopting and using new technologies. Thus, men are more driven by in-
strumental factors (i.e. perceived usefulness) while women are more motivated
by process and social factors [29]. We examine differences in how males and
females start their online social experience, i.e. how they organize their online
social environment, by comparing the order in which they are making friends.

The dataset under analysis comes from an invitation-only online platform,
therefore we assume that the first friend of a user is the one who invited her
or him. Although some data limitations (we only have successful, i.e. accepted,
invitations, and no information about unfriending) we believe in the importance
of this analysis for better understanding of social media involvement mechanisms.

www.tuenti.com
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The First Friend: We schematically draw the difference in gender for the first
and second friends. In Figure 1 (left) we look at the gender of the users who
successfully invited a male user to join the SNS. We observe that males sign up
through the invitation sent by another male in 55% of the cases and only in 45%
of the cases after the invitation by a female. The gender bias however is much
more significant for female users (Figure 1 (right)): in 72% of the cases women
accept an invitation to join the online platform from another woman, and just in
28% of the cases from a man. We observe a similar trend for the second friend of
a female user in the case that the first friend was already a female. However if,
on the contrary, the first friend of a female was a male, the probability of being
the second friend as well a male rises to 42%. For male users the dependency
of the genders of the first two friends is even stronger: the second friend has in
almost 6 of 10 cases the same gender as the first friend.

Friendship Order: We go beyond the first two friends and look at the average
number of same gender friends added by users given their gender and degree. In
Figure 2 we plot the average fraction of same gender friends for the kth friend of
male and female users form k = 1 to 1 000 (the Tuenti friendship limit). In the
same plot we also show the average fraction of female friends for all users. We
find than most women, as they join the new social platform, connect primarily to
their female friends, creating female dominated ego networks. Women prefer to
add other female users until their degrees grow larger than 150. When they have
over 150 friends they tend to connect more with males. In Section 5.1 we confirm
that females with many friends have a smaller fraction of same gender friends.
For men we do not observe pronounced preferences. The only observation is
that at the very beginning of their online social experience, and also when they
have between 50 and 200 friends approximately, males have a slight tendency to
connect preferentially with other males.

To sum up, women do organize their online social environment different from
men especially in the initial steps, which suggests that they are more likely to
add other women as their initial friends and to try a new service or enter a new
social environment following an invitation by another woman. As there are many

Fig. 1. Gender differences in making the first friends for males (left) and females (right)
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Fig. 2. Gender of the kth friend: fraction of same gender friends for male (blue squares)
and female (red circles) users, and fraction of female friends of all users (black crosses)
given friendship order

different ways for users to find new friends (e.g. by using search or recommenda-
tion tools provided by SNS, through direct invitations, or by exploring friends
of users’ friends) further investigation is needed to explore this result.

5 Gender Homophily

Exploring online friendship homophily we first find that users have just a small
preference to make friends of the same gender (see detailed statistics in Ap-
pendix A). This preference is larger for females: on average male users have 82
male and 78 female friends, while females have 85 females and 76 males. The
corresponding percentages are smaller in comparison to the offline world, where
men are reported to have 65% and women 70% of same gender friends [24].

5.1 Gender Homophily by Degree

Previous work on Facebook [14] reported that males and females are almost
indistinguishable with respect to their network size. In our case we also do not
find any differences for degree distributions for male and female users (data not
shown). However, by looking at gender ratios of users having a given degree we
find that users with low (< 100) or high (> 300) numbers of friends are slightly
more often females (Figure 3(a)).

In Figure 3(b) we plot the ratio of female friends given the degree of a user.
That is, for all users with exactly k friends, the figure shows what fraction of
their friends are females, on average. We find that users with few friends tend to
have more female friends; their proportion decreases with increasing degree, and
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Fig. 3. Gender differences given the number of friends (degree) of a user

falls below 50% for users with more than 350 friends: users having many friends
have more male friends.

To understand more deeply gender preference in friendship relationships, we
also consider the fraction of same gender friends, given the degree, for male
and female users separately (see Figure 3(c)). The figure shows, for women with
few friends, a marked preference for connection with other females: around 60%
for women having less than 50 friends. This preference tends to decrease with
increasing degree, until women with more than 450 friends, who tend to have
more male friends. For male users we observe a more balanced pattern, while
we still find that users with many friends prefer to friend opposite gender users.
Interestingly, males with a low number of friends also have a higher proportion
of female friends. This finding is in contrast with the slight tendency of men to
add other men as their initial friends, observed in Figure 2, suggesting that a
preference for female friends applies only to male users having a small circle of
friends (less than 25) in the SNS.

5.2 Triangle Motifs

To investigate the interplay between gender and the structure of the network
we next inspect gender composition of friendship triangles, i.e. triples of nodes
in which each node is connected to the other two. A high presence of triangles
(or a high clustering coefficient) is one of the key elements that distinguish
social networks from other kinds of networks, such as biological or technological
networks [21]. In other words, the presence of transitive relationships can be
seen as a sign of a community structure, which is typical of social networks.
Therefore it is particularly relevant to assess how gender affects the formation
of this distinguishing pattern.

For this analysis, beyond the friendship network we consider the interaction
network : the friendship network filtered by reciprocal interactions (i.e. keeping
only connections between users who have exchanged messages on each other
walls). More details about the methodology used for this analysis can be found
in Appendix B.
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Table 1. Proportion of triangle motifs with different gender composition (blue=male,
red=female) in the friendship and interaction networks. The differences between ob-
served (obser.) and expected proportions (shuff., calculated via reshuffling the gender
of users having the same degree) are highly significant (stdv. of reshuffling < 0.03%).

Type of triangle friendship interaction
obser. shuff. obser. shuff.

males only 16.0% 11.6% 9.9% 6.2%

1 female, 2 males 32.5% 36.6% 24.4% 28.4%

2 females, 1 male 34.5% 38.4% 37.3% 43.3%

females only 17.0% 13.4% 28.4% 22.1%

total 3.64× 1010 1.24× 108

Explicit Friendship Triangles: In total we find more than 3.64× 1010 trian-
gles in the friendship network. The second and third column of Table 1 list the
proportion of triangles of different composition together with the expected val-
ues based on the networks with randomly reshuffled genders. We clearly observe
a much larger proportion of single gender friendship triangles than expected. In
particular, although the number of female only triangles is higher, if we compare
the results with the ones obtained in the reshuffled networks we find a stronger
deviation for male only triangles (+38%, versus +27% for female only trian-
gles). This indicates that the trend to form gender homogeneous groups is more
accentuated for males.

Interaction Triangles: When analyzing only the connections which mutually
exchange messages, i.e. the interaction network, we find a striking difference be-
tween males and females, as can be observed in the two rightmost columns in
Table 1. The number of female only triangles is about 3 times larger than the
number of male only triangles. This difference seems high, however reshuffling
shows that again we would actually have to expect an even larger disproportion-
ality between male- and female only triangles, given that females are much more
active in sending (and receiving) messages. So the tendency to form gender ho-
mogeneous groups is more marked for male users also in the interaction network.
In this case the proportion of male only triangles exceeds by 60% the expected
value, while the proportion of female only triangles is only 28.5% higher than
expected. This indicates that male users are in general less active in the SNS,
but when they interact they tend to do it in gender homogeneous groups in a
much more marked measure than females.

The above results show that users do not only tend to connect preferentially
with others of the same gender, but they also tend to group more by gender,
and to create gender-homogeneous groups of friends. As demonstrated in [19],
gender segregation is a widespread characteristic of offline social behavior. Our
findings show that, in this sense, online social behavior reproduces this offline
phenomenon, and that this happens more markedly for male users.
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6 Conclusions

Recent studies on digital inequalities treat gender in very different ways. Some
only concentrate on the influence of gender on human behavior [5], others such
as Zillien [32] consider gender only as one of many variables in the emergence
of digital inequalities, and yet others like boyd [2] completely ignore the gender
dimension. This lack of consensus in considering gender and its influence on
digital experience indicates that there are still many open questions that need
to be addressed. This study is one of the first intents to shed light on emerging
gender patterns in the growth of users’ online personal networks.

There is growing evidence that men and women use online social platforms
differently [8,16,27]. These differences are generally neglected when all users are
treated de-gendered and equally. The analysis we present here reveals funda-
mental differences in how male and female users organize their online friendship
networks. One of our most important findings is that females show in general
a higher homophily than male users, and that this phenomenon is particularly
prominent in the first steps they take in the new social environment. Women
join the SNS following significantly more often an invitation from a female, and
they add much more frequently other females as their initial friends.

Our findings also suggest a popularity effect, with heterophily characterizing
users having many connections. At the same time, users having smaller circles
of friends exhibit a preference for female friends irrespectively of their gender.
For males, in the case when their personal network is still growing, this does not
correspond to the general behavior: men tend to add slightly more frequently
other men as their initial friends. For females instead we find clear evidence for
homophily among women having a small or average sized personal network, as
well as for women in general at their early stages in the social network (until
having about 150 friends). Further research could explain whether also women
who get to have large personal circles of friends (and have more male friends)
still tended to exhibit homophily in their first stages.

Finally, we found evidence of homophily also in the formation of groups: the
proportion of single-gender triangles is much higher than expected, reproducing
the offline phenomenon of gender segregation in social behavior [19]. In contrast
with the results about homophily in one-to-one friendship connections and inter-
actions, this tendency to gender segregation is stronger for male users. Further
research would be needed to investigate the gender composition of richer motifs,
such as cliques and dense clusters.

Our findings show how gender affects the growth of a user’s personal network
and the composition and structure of friendship circles. They also unveil the
importance of gender when entering a new digital social environment, and can
help to understand the gender gap observed in some online communities: when
females are a minority, it is less likely that other females will join, as the perceived
presence of other females appears to be fundamental in the first stages.
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A Detailed Statistics for Gender Homophily

Table A1 reports the number of male and female users in the Tuenti SNS. Quanti-
ties are shown for both the whole dataset and the filtered dataset (i.e. considering
only users having more than 10 friends).

Table A2 shows the average number of friends for male and female users,
broken down by gender. In Figure A1 we plot the complete distribution of the
percentage of same gender friends for users with more than 10 friends. We observe
that the red bars are more shifted to the right, indicating greater homophily for
females.

Table A1. Number of users in the dataset broken down by gender. The second column
shows these numbers for users with more than 10 friends.

# users total > 10 friends

male 4 899 659 3 269 611
female 4 784 975 3 350 189

Table A2. Basic friendship statistics by gender (all averages are taken over users with
more than 10 friends) together with 25% and 75% quantiles.

friends avg # male avg # female avg % same gender

male 82[20, 116] 78[19, 106] 51.48%
female 76[15, 104] 85[23, 122] 56.46%

0 10 20 30 40 50 60 70 80 90 100
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

percentage of same gender friends

fr
a
c
ti
o

n
 o

f 
u

s
e

rs

distribution of the percentage of same gender friends

male friends of male users

female friends of female users

Fig.A1. Distribution of the percentage of the number of same gender friends for users
with more than 10 friends



150 Y. Volkovich et al.

B Methodology for Assessing Gender Homophily in
Transitive Relationships (Triangle Motifs)

To explore the gender composition of friendship triangles we first focus on the
entire friendship network and then restrict our analysis only to friends for which
we observe reciprocal interactions. In the latter case we only consider a connec-
tion between two friends if they have sent to each other at least one wall message.
We call this filtered network the interaction network. To construct it we use the
information of all wall message exchanges over a period of 3 months. The re-
sulting network is composed of 2 247 992 male and 2 521 200 female users. The
number of connections for both networks, broken down by gender, is reported
in Table B1. Note that for this analysis we did not filter out users having less
than 10 connections. The higher number of connections involving females in the
interaction network indicates that women are much more active than men in
sending (and receiving) wall messages in the SNS.

Table B1. Number of connections in the friendship network and in the network of
reciprocal interactions, broken down by gender.

# connections male-male female-female mixed

# friendship 135 064 946 143 740 462 256 894 050
# interactions 12 236 165 22 698 114 27 346 769

There are four possibilities for the gender composition of the triangles: 3 fe-
males, 3 males, 1 male and 2 females, or 2 males and 1 female. In case of a
perfectly gender balanced network, one could expect, using the binomial distri-
bution, to have exactly 12.5% male-only triangles, 12.5% female-only triangles,
and 37.5% of the triangles in each of the two mixed triangle possibilities. How-
ever, the numbers of males and females in the networks are not equal, and more
importantly, the degree distributions are not equal. Females have more connec-
tions, especially in the interaction network, and this leads to a higher number
of triangles involving females.

To compensate for the bias we assess how the results we observe differ from the
results one should expect given the user composition of the networks. We produce
randomized equivalents of our networks by re-shuffling user genders. To maintain
the same gender proportions, and the same degree distribution for each gender,
we randomly re-shuffle the gender of all users having the same degree. The
resulting networks have the same structure and the same number of connections
involving males and females as the original network. Comparing the proportion
of triangles observed in the real networks with the average proportion obtained
in 10 of these reshuffled networks, we are able to assess how gender influences
the formation of transitive relationships. The results presented in Section 5.2 are
highly significant: the standard deviation of the values observed for the reshuffled
networks is smaller than 0.03%.
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Abstract. The boom of online social platforms of all kinds has trig-
gered tremendous research interest in using social network data for user
profiling, which refers to deriving labels for users that characterize their
various aspects. Among different kinds of user profiling approaches, one
line of work has taken advantage of the high level of label similarity
that is often observed among users in one’s friendship network. In this
work, we identify one critical point that has been so far neglected —
different users in one’s friendship network play different roles in user pro-
filing. In particular, we categorize all users in one’s friendship network
into (I) close friends whom the user knows in real life and (II) online
friends with whom the user forms connection through online interaction.
We propose an algorithm that is affinity-aware in inferring users’ labels
through network propagation. Our divide-and-conquer framework makes
the proposed method scalable to large social network data. The exper-
iment results in three real-world datasets demonstrate the superiority
of our algorithm over baselines and support our argument for affinity-
awareness in label profiling.

1 Introduction

The recent blossom of social network services has provided everyone with an un-
precedented level of ease and fun in sharing information of all sorts. These public
social data therefore reveal a surprisingly large amount of information about an
individual which is otherwise unavailable. A central task in leveraging this big
social data for business, consumer and social insights is user profiling, which is
to derive labels (also called attributes) that characterize various aspects of a
user. These labels range from simple demographic ones such as gender, age and
education, to more sophisticated ones including income levels, personal interests
and expenditure propensities. Accurate user profiling is a crucial foundation to
support a wide range of business intelligence tasks including targeted marketing
and customer relation management.

The most straightforward way of user profiling is to derive labels based solely
on a user’s own information [13,2]. Such methods, however, suffer from the data
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Fig. 1. Consistency on education background for close friends vs online friends in
Renren

sparsity problem, i.e., labels might not be obtainable for some users, which could
result from a number of reasons including privacy concern and missing informa-
tion. Fortunately, researchers have identified the phenomenon that, for many
labels, a user would share the same value with a group of other users in his
online social network, as a result of the context in which they become socially
connected in the first place, e.g., education background, work place, location,
etc. Algorithms such as [11,7] have therefore been proposed to propagate labels
across users’ online social network to recover the missing labels.

However, a critical point neglected so far in this line of research is that, dif-
ferent users in one’s online social network play different roles in terms of label
propagation. Indeed, on platforms like Twitter, users do connect with a variety
of different users apart from those in their real-life social circles. In particu-
lar, here we classify nodes in a user’s online social network into two kinds —
(I) those friends whom the user knows in offline real life, which we call “close
friends”, and (II) those whom the user connects with through online interaction
only, which we call “online friends”. It is obvious that, to derive labels such as
education background (e.g., alumni from the same alma mater), close friends are
more likely to contribute, as the underlying assumption that these labels come
from the shared context does not hold for online friends such as celebrities in
the user’s online network. We use an example to further illustrate this point. In
Figure 1, we show the fraction of close friends and online friends whose college is
consistent with the target user, based on a result computed on our real Renren
dataset (details of the dataset are given in Section 4.1). As shown in Figure 1,
on average nearly 65% of a user’s close friends share the same college label with
the target user while only less than 35% of the online friends do. This drives
home the importance of differentiating nodes in a user’s online social network
for label propagation, which is a key contribution of this work.

We propose in this paper an optimization-based label profiling algorithm to
assign labels for all the label-missing nodes in a given partially-labeled social
network. To handle large social networks in real-life applications, we adopt a
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Table 1. Average value of AFP and AFN

Dataset Avg. AFP Avg. AFN

Sina 34.66% 4.48%

Renren 37.24% 0.19%

Pokec 43.19% 0.65%

divide-and-conquer framework to deal with the scalability issue. Our main con-
tribution can be summarized as follows.

First, to the best of our knowledge, this is the first work to consider the
difference between a user’s close and online friends in the task of user profiling.

Second, we observe the homophily among users in social network that only
a∗-labeled users connect to many a∗-labeled friends (see Section 2), based on
which we propose an optimization-based label profiling algorithm (see Section
3).

Third, we give a divide-and-conquer framework to scale up to large social
networks (see Section 3). The experiments show that, we can accurately profile
the labels for around 83% of the label-unknown users even if we only know the
labels of 20% of all the users (see Section 4).

2 Problem Analysis and Formulation

2.1 General Homophily

Homophily [10] is a well-known principle in social network describing the phe-
nomenon that friends tend to be similar. In other words, a user would share the
same labels with many of her friends. For example, consider the user label of
“location”: a user is likely to have many friends in online social network who
live in the same city, simply due to their offline interaction in their daily life.
Indeed, both Li et al. [8] and Backstrom et al. [1] have found that the likelihood
of friendship is inversely proportional to the distance in online social network.
Take “education” as another example. Being alumni of the same institution, a
user would have many friends with the same label of their alma mater. In the
work of profiling user’s interest, Yang et al. [16] discovered that people with
similar interests tend to connect to one another. In general, for a large class
of labels including “location” and “education”, comparing between users with
any given label value a∗ and users with label values other than a∗, the fraction
of their respective friends with the same label value a∗ is much higher for the
former than the latter.

The observation has also been verified by our real-world datasets. For each
label value ai, we calculate the average fraction of friends with label ai of a
user whose label is ai, which is named as AFP , and the average fraction of
friends with label ai of a user whose label is not ai, which is named as AFN .
Table 1 shows the average value of AFP and AFN for all different label values
that appear in our three datasets. In all datasets the average value of AFP is
notably higher than the average value of AFN .
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2.2 Affinity-Aware Homophily

Even though homophily has been observed for both labels of user location and
user interest, the underlying reasons could be very different. For “location”,
homophily arises mostly as a result of offline social interaction of geographical
proximity — those friends sharing the same label value largely know the target
user in offline world. For “interest”, however, it follows from the nature of social
network platforms that users would often seek information and interaction from
others with the same interest online — those friends sharing the same label
value might not know the target user in offline world. The message is that, when
inferring different types of labels based on homophily, one should distinguish
different types of friends. In particular, here we classify nodes in a user’s online
social network into (I) those whom the user knows in offline real life, which we
call “close friends”, and (II) those whom the user forms connection with through
purely online interaction, which we call “online friends”. It is evident that, to
derive labels such as education background and geographic location, the close
friends would be more reliable sources, while for labels such as user interest, the
online friends could give more informative clues.

Yet, it is a technical challenge how to distinguish a user’s close friends and
online friends from online social network. We have adopted Xie’s method [15]
which achieves great performance in identifyng users’ close friends based on the
friendship network structure.

2.3 Problem Formulation

Given a network G(V,E), where V is the set of users, E ⊆ V × V is the set of
edges each representing an undirected friendship among the users. Let Ec ⊆ E
be the set of all undirected close friendships, and Eo = E \ Ec be the set of all
undirected online friendships. We also define dci as the number of close friends
of user vi ∈ V and doi as the number of online friends of user vi ∈ V .

As we mentioned in Section 2.2, close friendship and online friendship should
be treated differently when profiling users for a specific label. On the other
hand, it is imprudent to completely disregard one or the other. We therefore
give different weights to close friendship and online friendship when profiling
users. Specifically, the weight of close friendship is always 1, the weight of online
friendship is a parameter w. We define the propagating importance PIi←j from
user vj to user vi as follows, which is the normalized value of the friendship’s
weight with respect to user vi.

PIi←j =

⎧⎪⎨
⎪⎩

1
dci+w×doi

, if ei,j ∈ Ec

w
dci+w×doi

, if ei,j ∈ Eo

0 , otherwise

(1)

One thing to note is that PIi←j does not equal PIj←i in general. Given a specific
label value a∗, let Va∗ ⊆ V denote the set of users whose label is a∗. We define
f(Va∗) in (2).
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Fig. 2. An example of label profiling. Each solid edge represents a close friendship, and
each dashed edge represents an online friendship. The red nodes represent the users
whose label is known as a∗, the green nodes represent the users whose label is known
as not a∗, and the white nodes represent the users whom we want to profile.

f(Va∗) =

∑
vi∈Va∗

∑
vj∈Va∗ PIi←j

|Va∗ | −
∑

vi �∈Va∗
∑

vj∈Va∗ PIi←j

|V \ Va∗ | (2)

Equation (2) is actually the difference between average total propagating im-
portance from a∗-labeled friends of a a∗-labeled user and average propagating
importance from a∗-labeled friends of a user whose label is not a∗. To capture
the affinity-awareness in user profiling, our goal is to maximize the value of
f(Va∗) as in Equation (2). We take Figure 2 as an example to illustrate (2).
Let parameter w equal 0.5. If all label-unknown users (i.e., the white nodes) are
assigned a∗, then Va∗ = {1, 2, 3, 4, 5, 6, 7} and V \ Va∗ = {8, 9, 10}. The aver-
age total propagating importance from a∗-labeled friends of a user whose label
is a∗ is (1 + 1 + 1 + 1 + 6

7 + 3
7 + 1

3 )/7 ≈ 0.80, and the average total prop-
agating importance from a∗-labeled friends of a user whose label is not a∗ is
(37 +

1
2 +

1
3 )/3 ≈ 0.42. So f(Va∗) ≈ 0.38 for this assignment. If a∗ is only assigned

to user 4 and 5, then Va∗ = {1, 2, 3, 4, 5} and V \Va∗ = {6, 7, 8, 9, 10}. The average
total propagating importance from a∗-labeled friends of a user whose label is a∗

is (1+1+1+ 8
9+

6
7 )/5 ≈ 0.95, and the average total propagating importance from

a∗-labeled friends of a user whose label is not a∗ is (17+0+ 1
7+0+0)/5 = 0.06. So

f(Va∗) ≈ 0.89 for this assignment, which is the optimal solution for the example
shown in Figure 2. We now give our label profiling problem statement.

Definition 1. [Label Profiling] Given a network G(V,E) and a label value a∗,
let Ka∗ ⊆ V be the set of users whose label is already known as a∗, K¬a∗ ⊆ V be
the set of users whose label is already known as not a∗, and U = V \(Ka∗

⋃
K¬a∗)

be the set of users whose label is unknown. The problem of Label Profiling is to
find a subset Ua∗ ⊆ U to assign the label value of a∗ such that f(Ka∗

⋃
Ua∗) as

defined in (2) is maximized.

3 User Profiling Algorithm

3.1 Label Profiling Algorithm

Given a network G(V,E), a specific label value a∗ and a set Va∗ which is the
set of a∗-labeled users in V . Define h(Va∗) in (3) as the fraction of the number
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of a∗-labeled users over the number of users whose label is not a∗ under the
assignment Va∗ . We define g(Va∗) in (4).

h(Va∗) =
|Va∗ |

|V \ Va∗ | (3)

g(Va∗) =

∑
vi∈Va∗ ,vj �∈Va∗ PIi←j

|Va∗ | +

∑
vi �∈Va∗ ,vj∈Va∗ PIi←j

|V \ Va∗ |

=

∑
vi∈Va∗ ,vj �∈Va∗ (PIi←j + h(Va∗)× PIj←i)

|Va∗ |

(4)

It is easy to prove (5).

f(Va∗) = 1− g(Va∗) (5)

According to (5), the Va∗ that minimizes g(Va∗) in (4) would maximize f(Va∗) in
(2). However, the term h(Va∗) in (4) makes it difficult to solve the optimization

problem. Therefore, we estimate h(Va∗) by an estimator ĥa∗ as defined in (6).

ĥa∗ =
|Ka∗ |
|K¬a∗ | (6)

where Ka∗ is the set of users whose label is already known as a∗ and K¬a∗ is
the set of users whose label is already known as not a∗.

Replacing h(Va∗) in (4) with ĥa∗ , one gets ĝ(Va∗) as shown in (7), which is
an approximation to g(Va∗). Accordingly, the Ua∗ that minimizes ĝ(Ka∗

⋃
Ua∗)

is an approximate solution to our label profiling problem defined in Section 2.3.

ĝ(Va∗) =

∑
vi∈Va∗ ,vj �∈Va∗ (PIi←j + ĥa∗ × PIj←i)

|Va∗ | (7)

Finding the optimal Ua∗ that minimizes ĝ(Ka∗
⋃
Ua∗) is a fractional program-

ming problem. Dinkelbach et al. [4] proposed an approach to solve one such kind
of fractional programming problem by transforming it to a parametric program-
ming problem.

Let N(x) and D(x) be two continuous functions of x ∈ S where S ⊆ Rn is the
domain of x, and D(x) is non-negative when x ∈ S. Considering two equations:

F (x) = N(x)/D(x) (8)

G(q) = min{N(x)− qD(x)|x ∈ S} (9)

Three lemmas can be derived according to [4].

Lemma 1. [Monotonicity] G(q) is strictly monotonic decreasing, i.e., if q1 <
q2, G(q1) > G(q2).
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Lemma 2. [Dinkelbach Property] Let q∗ be the minimal value of F (x) de-
fined in (8). Then, ⎧⎪⎨

⎪⎩
G(q) = 0 ⇔ q = q∗

G(q) < 0 ⇔ q > q∗

G(q) > 0 ⇔ q < q∗

Lemma 3. [Optimality] Let q∗ be the minimal value of F (x). x∗ that mini-
mizes N(x)− q∗D(x) also minimizes F (x).

Let Va∗ = Ka∗
⋃
Ua∗ be the final a∗-labeled user set. In our problem setting,

N(x) =
∑

vi∈Va∗ ,vj �∈Va∗ (PIi←j + ĥa∗ ×PIj←i) and D(x) = |Va∗ |. Define lq(Va∗)
for a constant q as follows.

lq(Va∗) =
∑

vi∈Va∗ ,vj �∈Va∗

(PIi←j + ĥa∗ × PIj←i)− q|Va∗ | (10)

Accordingly, G(q) = min{lq(Va∗)|Ka∗ ⊆ Va∗ ⊆ V }. Our key problem therefore
is to calculate G(q) for a given q and find corresponding Va∗ that satisfies Ka∗ ⊆
Va∗ ⊆ V and minimizes lq(Va∗). To solve this problem, a flow-network-based
algorithm can be applied, which is omitted due to space limit.

To summarize, our label profiling algorithm is straightforward. Based on
Lemma 1 and Lemma 2, we use a binary search method to find the q∗ that
satisfies G(q∗) = 0. Based on Lemma 3, the Ua∗ that minimizes lq∗(Ka∗ ∪ Ua∗)
is the set of a∗-labeled users according to our problem formulation.

3.2 Speed-Up for Large Networks

The bottleneck of our algorithm is finding the minimal value of lq(Va∗) for a
given q, to which we applied a maximum flow algorithm. However, even the
most efficient maximum flow algorithm can only handle networks with around
ten thousand nodes, hardly scalable enough to solve our label profiling problem
on large social networks in reality.

Our solution is to adopt a divide-and-conquer framework in which we first
divide the entire network into many sub-networks, efficiently solve the label
profiling problem on these sub-networks, and integrate the profiling results to
eventually determine users’ labels. The sub-networks should be large enough to
capture the affinity-awareness, yet small enough to admit efficient computation.
A natural choice is users’ ego network, in which dense connections among users
sharing the same label with the central user can usually be observed. In each
ego network, we infer the set of users whose label is the same as the central user.

Label Profiling in Ego Networks. To infer the set of users whose label is
consistent with the central user’s label in an ego network, one can directly apply
the label profiling algorithm by treating the ego network simply as the entire
network. However, the challenge here is that the information of the neighbors
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outside the ego network is missing, which may lead to incorrect profiling. For
example, if a user v only links to the central user whose label is A in a ego
network, v must be labeled as A when profiling users in this ego network, since
it optimizes our objective function. But user v actually connects to many users
outside the ego network whose label is B, which strongly indicates that v’s
real label is B but mistakenly profiled as A. This example demonstrates that
the outside information is supposed to be considered to improve the prediction
performance.

Given a partially labeled ego network Ge(V e, Ee) and central user’s label
a∗, let Ke

a∗ ⊆ V e be the set of users whose label is known as a∗ in the ego
network, Ke¬a∗ ⊆ V e be the set of users whose label is known as not a∗, Ue =
V e \ (Ke

a∗
⋃
Ke

¬a∗) be the set of label-unknown users in the ego network.
Suppose all the labels of users outside the ego network are already known,

let G(V,E) denote the whole network, V o
i = {vj |ei,j ∈ E} \ V e be the set of

neighbors of each user vi ∈ V e external to V e, and V o
i,a∗ ⊆ V o

i be the users in V o
i

whose real label is a∗, and V o
i,¬a∗ ⊆ V o

i be the set of users in V o
i whose real label is

not a∗. Considering a set V e
a∗ ⊆ V e which is the set of a∗-labeled users in V e, we

define fe(V e
a∗) in (11), which is the difference between average total propagating

importance from a∗-labeled friends of a a∗-labeled user inside the ego network
and average propagating importance from a∗-labeled friends of a user whose
label is not a∗ inside the ego network. To capture the affinity-awareness, our
goal is to maximize the value of fe(V e

a∗) in (11).

fe(V e
a∗) =

∑
vi∈V e

a∗

∑
vj∈V e

a∗∪V o
i,a∗ PIi←j

|V e
a∗ |

−

∑
vi∈V e\V e

a∗

∑
vj∈V e

a∗∪V o
i,a∗ PIi←j

|V e \ V e
a∗ |

(11)
Analogous to the definition of g(V e

a∗), we define he(V e
a∗) in (12) and ge(V e

a∗)
in (13) satisfying (14).

he(V e
a∗) =

V e
a∗

|V e \ V e
a∗ |

(12)

ge(V e
a∗) =

∑
vi∈V e

a∗

∑
vj∈V e\V e

a∗ PIi←j + he(V e
a∗)× PIi←j

|V e
a∗ |

+

∑
vi∈V e

a∗

∑
vj∈V o

i,¬a∗ PIi←j

|V e
a∗ |

+
he(V e

a∗)×
∑

vi∈V e\V e
a∗

∑
vj∈V o

i,a∗ PIi←j

|V e
a∗ |

(13)

fe(V e
a∗) = 1− ge(V e

a∗) (14)

In reality, only partial labels of the users in V o
i are known for each vi ∈ V e,

so the exact value of term
∑

vj∈V o
i,¬a∗ PIi←j and

∑
vj∈V o

i,a∗ PIi←j in (13) cannot

be calculated if the unknown labels are not given. However, we assume that
the label-known users in V o

i are uniformly sampled from V o
i . Let Ko

i,a∗ ⊆ V o
i



User Profiling via Affinity-Aware Friendship Network 159

be the users in V o
i whose label is known to be a∗, and Ko

i,¬a∗ ⊆ V o
i the users

in V o
i whose label is known not to be a∗. We approximate

∑
vj∈V o

i,¬a∗ PIi←j

by
|V o

i |
|Ko

i,a∗∪Ko
i,¬a∗ | ×

∑
vj∈Ko

i,¬a∗ PIi←j and
∑

vj∈V o
i,a∗ PIi←j by

|V o
i |

|Ko
i,a∗∪Ko

i,¬a∗ | ×∑
vj∈Ko

i,a∗ PIi←j . After that, we can approximate ge(V e
a∗) by ĝe(V e

a∗), as defined

in (15).

ĝe(V e
a∗) =

∑
vi∈V e

a∗

∑
vj∈V e\V e

a∗ PIi←j + he(V e
a∗)× PIi←j

|V e
a∗ |

+

∑
vi∈V e

a∗
|V o

i |
|Ko

i,a∗∪Ko
i,¬a∗ |

∑
vj∈Ko

i,¬a∗ PIi←j

|V e
a∗ |

+
he(V e

a∗)×
∑

vi∈V e\V e
a∗

|V o
i |

|Ko
i,a∗∪Ko

i,¬a∗ |
∑

vj∈Ko
i,a∗ PIi←j

|V e
a∗ |

(15)

To solve the label profiling problem in an ego network, we want to find the
optimal Ue

a∗ ⊆ Ue to assign label a∗ such that ĝe(Ke
a∗ + Ue

a∗) is minimized.
Notice that label assignment in each ego network is independent, the result of
which would be integrated eventually.

Results Integration across Ego Networks. After solving the label assign-
ment problem for each and every ego network, we use majority-voting to deter-
mine the label for each user with at least one assignment in any ego network.
To summarize, our label profiling framework is an iteration of the following two
steps until (I) all users’ labels are known, or (II) no user is assigned a label
value at the current iteration. Note that other early termination criteria can be
implemented as accuracy decreases with increasing iterations.

1. Step I: For each user vi whose label value is known, take vi’s ego network
with vi as the central user, and idenfity the set of users whose label value is
the same as vi’s label value.

2. Step II: Use majority-voting to decide on the labels of users with at least
one label assignment in Step I.

4 Experiments

4.1 Dataset

Sina Weibo. Sina Weibo1 is a Twitter-like Chinese online social network with
over 500 million users. To crawl the data, we initially chose 1000 seed users,
and crawled both their followees and followers. At this step, about 240 thousand
first-level neighbors were crawled. In order to compute their close friendships,

1 http://weibo.com/

http://weibo.com/
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we also crawled the followees and followers of the first-level neighbors. At this
step, about 3.5 million second-level neighbors were crawled. At each step, we
crawled the users whose followers did not exceed 2000, since users with more
than 2000 followers are more of an information hub than a normal user in Sina
Weibo. For each user, we also crawled her location in terms of province which
we profile in this dataset. About 20% of users did not provide their province
location when we crawled the data.

Renren. Renren2 is a Facebook-like Chinese online social network with over
280 million users. Most users in Renren are undergraduate and graduate stu-
dents, and most of them provide their education information. However, due to
privacy protection mechanism, only about 15% of the users’ college information
are publicly available. The friend relationship in Renren is undirected. One can
befriend another user only after the friend invitation request is accepted. We
have collected over 1.9 million users’ profile information and the friendship links
among them. We profile the label of user’s college in this dataset.

Pokec. Pokec3 is the most popular online social network in Slovakia. Pokec
has been launched for more than 10 years and connects more than 1.6 million
people. 99.9% of the users provide their location information in Pokec. The friend
relationship on Pokec is directed. Other information of the dataset can be found
in [14]. We profile user’s location label on this dataset.

In this paper, we consider both followers and followees as friends of a user for
the directed network. We adopted Xie’s method [15] to identify close friendships.
The average ratio of close friends among users’ online friendships is 59% in Sina
Weibo, 87% in Renren and 69% in Pokec.

4.2 Algorithm Comparison

We compare our affinity-awareness label profiling algorithm (denoted as AA
algorithm) with three state-of-the-art propagation-based algorithms, all of which
are designed to identify the set of users with the same label in a central user’s
ego network.

– CP algorithm: Liu et at. [7] proposed the co-profiling algorithm that models
the latent correlation between labels and social connections. CP infers the
labels of the label-unknown central user as well as her label-unknown neigh-
bors in an ego network originally. In our experiment, we use almost the same
model in [7], except that we reveal the label of the central user.

– GSSL algorithm: The label profiling problem can be viewed as a graph-based
semi-supervised learning problem (GSSL) [18]. We use the most widely used
GSSL method [17] as one of our baselines.

– MRF algorithm:Markov random field [9] can be used to model the interaction
between nodes in a network and predict the labels of the nodes. We use a basic
MRF model that has been used in [3] to label the users in ego network.

2 http://www.renren.com/
3 http://snap.stanford.edu/data/soc-pokec.html

http://www.renren.com/
http://snap.stanford.edu/data/soc-pokec.html
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(a) Sina (b) Renren (c) Pokec

Fig. 3. Evaluation of label profiling in ego networks

Label Profiling in Ego Networks. We first compare our AA algorithm with
3 baseline algorithms for the task of label profiling in ego networks.

In our experiments, we randomly hide some of the labels in the whole network,
and then infer the labels for label-unknown users in ego networks where the
central user’s label is revealed. We change the fraction of revealed users to see
how this factor affects the results. To make sure the results are statistically
sound, we repeat this experiment 5 times with different concealed nodes. In our
experiments, all the algorithm parameters are empirically set as the optimal
values.

Figure 3 shows the precision and recall of the 4 algorithms in three datasets.
The precision of our algorithm outperforms other algorithms in all datasets. In
Renren and Pokec dataset, the precision of our algorithm achieves 0.95, while
the precision of other algorithms is less than 0.8. The precision of our algorithm
is stable when the fraction of revealed users varies. The recall of our algorithm
is lower than the recall of other algorithms, when the fraction of revealed users
is lower than 0.1. Compared with other algorithms, our algorithm is relatively
conservative in propagating labels when information in the network is highly
insufficient. However, the recall of our algorithm grows as the fraction of revealed
users increases. When information in the network is sufficient, the recall of our
algorithm achieves the best level among all the algorithms.

Label Profiling in Whole Network. In our global user profiling framework,
we can use either of the 4 algorithms to profile users in ego networks. We compare
the performance of these 4 algorithms under our user profiling framework.

We only experiment in Pokec dataset, since it is the only dataset where all
the users and their connections are collected. In our experiments, we randomly
reveal 20% of the labels on the whole network, and then iteratively use the
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Fig. 4. Evaluation of label profiling in
whole network

Fig. 5. Parameter sensitivity analysis

profiling framework to profile users. We repeat this experiment 5 times with
different concealed nodes to make sure the results are statistically sound. In our
experiments, all algorithm parameters are empirically set at the optimal values.

The experiment results are shown in Figure 4. The number of iterations is
7 for AA algorithm, 6 for GSSL algorithm and 5 for CP and MRF algorithm.
After each iteration, we calculate the accuracy and the ratio of correctly profiled
users over all the label-concealed nodes (i.e., correctly profiled ratio). For all al-
gorithms, the accuracy gradually decreases as we mentioned in Section 3.2. Both
the accuracy and correctly profiled ratio of our algorithm are better than other
algorithms at every iteration, except for the correctly profiled ratio after first
iteration. One thing to note is that the global accuracy after the first iteration is
higher than the precision of profiling users in ego networks for the three baseline
algorithms, which reflects the effectiveness of our global user profiling framework
in integrating the propagation results to determine users’ labels. However, for
our algorithm, global accuracy after the first iteration is lower than the preci-
sion of profiling users in ego networks, since some users are correctly profiled in
different ego networks, which are counted multiple times when calculating the
local precision but counted only once when calculating the global accuracy.

4.3 Parameter Sensitivity Analysis

In our algorithm, there is a parameter w which distinguishes the different prop-
agating importance between close friendships and online friendships. We inves-
tigate how parameter w affects the prediction results. In our experiments, we
randomly hide some of the labels in the whole network, and then infer the
labels for label-unknown users in ego network of the label-revealed users us-
ing different ws, which are supposed to vary from 0 to +∞. We sample w on
w = 0.0, 0.1, ..., 1.0 and w = 1

0.9 ,
1
0.8 , ...,

1
0.0 . Also, we vary the fraction of revealed

users to see whether w is related to this factor.
In Figure 5, we plot the f1-score of the experiment results in Pokec dataset,

from which we reach the following conclusion. For a fixed fraction of revealed
users, the shape of the function of f1-score on w is concave. And the optimal
w that maximizes the f1-score is consistent in networks with different fractions
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Table 2. Optimal w in three datasets

Dataset Optimal w

Sina 0.4 - 0.5

Renren 0.2 - 0.3

Pokec 0.7 - 0.8

of revealed users, which indicates that w is a latent variable dependent on the
social network in question.

In Tabel 2, we give the range of optimal w in the three datasets based on
our experiments. In all datasets , the optimal w is less than 1. It indicates that
close friends contribute more when profiling labels like geographic location and
education background, supporting our argument for affinity-awareness in label
profiling.

5 Related Work

User profiling in social network has been studied for long. [11,7,16] adopted
propagation-based approach to profile users. Mislove et al. [11] used community
discovery method [5] to find communities on the entire network, and assigned
the same label to users in the same community. Li et al. [7] proposed an optimiza-
tion model to simultaneously profile different labels and determine relationship
types for a target user in her ego network, which is called co-profiling. Yang et
al. [16] proposed a probabilistic model in a heterogeneous network where the
connections consist of both edges between users and edges between users and
service items to propagate interest implied by the service items among users.
[13,2] purely used users’ own information such as user profile data and tweets
to infer their labels. Rao et al. [13] used an SVM model whose features were
identified from tweets to classify user’s gender, age, regional origin and political
orientation. Cheng et al. [2] proposed a probabilistic framework for estimating
a Twitter user’s city location based on the content of the user’s tweets. [8,12,1]
used both users’ own information and network structure to profile users. Li
et al. [8] proposed a unified discriminative influence model incorporating both
tweets and network structure to profile user’s home location. Pennacchiotti et
al. [12] used gradient boosted decision trees framework [6] to classify user’s la-
bels like political orientation based on the profile features, linguistic content
features and social network features. Backstrom et al. [1] used IP location and
network structure to profile user’s location information. However, all the previous
works did not distinguish the difference between close and online friends when
profiling users.

The single label profiling problem can be viewed as a graph-based semi-
supervised learning problem (GSSL) [18]. Zhou et al. [17] proposed a widely used
GSSL method where a weighted graph was constructed to capture the pairwise
relationships between data points. In contrast, we directly use the social network
as the input graph when profiling users’ labels.
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Label inference based on network structure has also been studied in other
fields like biology. Deng et al. [3] inferred the functions for proteins in proteins
interaction network. A markov random field [9] was used to model the relation
between the proteins. Deng et al. used logistic regression to learn the parameter
of the markov random field and used MCMC method to solve the inference
problem.

Real-life friendship discovery in online social network is a relatively novel
problem. [15] was the first work that identified users’ real-life friends in Twitter
network only based on network structure. Three principles helpful in identifying
real-life friendship were proposed from ground-truth data. Based on these prin-
ciples, an algorithm was proposed to iteratively identify target user’s real-life
friends.

6 Conclusion

In this paper, we proposed a propagation-based method to profile users’ la-
bels with an awareness of the context in which the friendship connections were
established. We observed homophily among users in social network that only
a∗-labeled users connect to many a∗-labeled friends. Also, we argued that we
should differentiate role of close friendships and online friendships when profil-
ing users, which has been neglected so far. Based on above analysis, we proposed
an optimization-based algorithm to profile users where a parameter w is used to
distinguish the different propagating importance between close and online friend-
ships. To scale up to large social networks, we adopted a divide-and-conquer
user profiling framework. The experiment results in three real-world datasets
demonstrated the superiority of our algorithm over baselines and supported our
argument for affinity-awareness in label profiling.
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Disenchanting the World:  
The Impact of Technology on Relationships 

Paolo Parigi and Bogdan State 

Stanford University 

Abstract. We explore the impact of technology on the strength of friendship ties. 
Data come from about two millions ties that members of CouchSurfing—an in-
ternational hospitality organization whose goal is to promote travelling and 
friendship between its members—developed between 2003 and 2011 as well as 
original and secondary ethnographic data. The community, and the data available 
about its members, grew exponentially during our period of analysis, yet friend-
ships between users tended to be stronger in the early years of CouchSurfing, 
when the online reputation system was still developing and the whole network 
was enmeshed in considerable uncertainty. We argue that this case illustrates a 
process of disenchantment created by technology, where technology increases 
the ease with which we form friendships around common cultural interests and, 
at the same time, diminishes the bonding power of these experiences. 

Keywords: On-line Communities, Uncertainty, Networks. 

Technology has greatly facilitated the establishment and growth of communities cen-
tered on unique interests. What is the impact of this development on social networks? 
The technological revolution of the last decades years has greatly increased oppor-
tunities for interaction and the speed with which new relationships develop (DiMag-
gio et al. 2001). Indeed, finding like-minded people with whom to share a passion, no 
matter how obscure, has never been easier than it is today (Kairam, Wang, and 
Leskovec 2012). The sharing of a common interest is a powerful factor influencing 
the emergence of ties between individuals (Lizardo 2006), and more arcane, more 
specific interests produce stronger ties. Online communities have ermeged as power-
ful foci (Feld, 1981) through which social ties are formed. Here we investigate how 
risk and uncertainty influence the strenght of these ties. 
 A key aspect of these online communities is their reliance on reputation systems, 
which accumulate information about the members of the community in the form of 
reviews, ratings, comments, etc. The communities and institutions in which individu-
als are embedded have always stored information about members' past interactions in 
the form of reputations and collective memories. Yet the processes by which this 
information was transmitted were less formalized and more contested than those made 
possible by current technology. Here we consider how the nature of online reputation 
systems impacts the strength of ties they facilitate.  

Data for our analysis come from CouchSurfing (CS hereafter), an international 
hospitality organization established in 2003. The goal of CS is to promote cultural 
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understanding between strangers. “CouchSurfers” (CSers) engage in hospitality inte-
ractions with other members of the organization with no exchange of money. Host 
and guest often are previously unknown to each other, save for information provided 
through the organization’s website. The interaction between the two is not strictly 
instrumental, thus giving it many characteristics of an altruistic exchange (Bialski 
2009). In the decade since the CS’s founding, the organization  has developed an 
elaborate system for reporting reputation. In addition to these hospitality exchanges, 
local CS chapters organize events where members can meet and interact. While these 
events are not directly related to the experience of travelling and meeting strangers, 
they help instead bring together people that have a general interest in travel.  

We use the entire friendship network of CSers over time, from 2003, when the 
website had just a few members, to 2011, when the website had about four million 
registered users. Of these users, about 650,000 were active members in the sense that 
they had participated in at least one hospitality exchange (visiting or hosting a stran-
ger) or event organized by a local chapter of CS (a potluck at another member’s 
house, for instance). We focus the analysis on the set of active users and on the more 
than two million friendships that formed as a result of their participation in CS. In the 
great majority of the cases, CS members meet online first and then meet in person as 
either guest or host. The resulting relationships are therefore a mix of the online and 
offline worlds—i.e., of the unified social reality most people live in. We think that the 
data we analyzed is uniquely suited for studying the impact of technology on relation-
ships. Further, we complement the quantitative data with ethnographic observations 
from a secondary source and with interviews we conducted. 

We present evidence that the friendship ties that formed between strangers as the 
result of guest-host interactions were stronger than interactions formed as result of 
participation in a local event. In line with prior research (DiMaggio 1987; Lizardo 
2006), the sharing of a more unique cultural product—travelling and meeting with 
strangers in this case—produced stronger ties than just the sharing of a broader inter-
est in travelling. At the same time, we found that the greater the amount of informa-
tion available about potential hospitality partners, the weaker the friendships that 
emerged from the experience. These findings highlight a complex processes by which 
technology is impacting relationships. On one hand, the ways technology facilitates 
the aggregation of people into cultural communities makes ties easier to develop. On 
the other hand, the growing amount of information circulating in a community about 
potential others makes the friendships that are the byproduct of their interactions 
weaker. The larger point this paper underscores is that technology may be making 
people more connected then ever before, but these connections have less binding 
force to meaningfully structure our lives.  

1 Research Hypotheses 

Cultural sociologists interested in social networks have for a long time highlighted a 
direct connection between the emergence of relationships and the consumption of 
cultural goods. Long (2003) found that women who belonged to reading groups in 
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Houston, Texas, also shared multiple ties based on neighborhood and affiliations with 
local religious and educational groups. This study and similar others (Erickson 1996) 
illustrate how social structure, in the form of pre-existing social ties, impacts cultural 
tastes and the consumption of cultural goods. At the same time, the consumption of 
cultural goods such as books also has an effect on social networks in that it facilitates 
the emergence of new ties. Lizardo has gone farthest in extending the idea that cultur-
al tastes and social networks are mutually constitutive. Using Bourdieu’s theory about 
the fungibility of various forms of capital (1986), Lizardo shows how cultural capital, 
in the form of individual tastes, generates social capital, in the form of new ties. In 
investigating this conversion, Lizardo’s analysis provides evidence that consumption 
of more specialized, highbrow cultural content produces stronger ties than consump-
tion of popular culture goods.  

While Lizardo’s model uses the dichotomy popular and highbrow to explain the 
mix of weak and strong ties in a community, others have related the strength of ties to 
the consumption of exclusive versus popular cultural goods. According to Collins 
(1988), for instance, particularized cultural capital sustains rituals and produces soli-
darity among community members, making it capable of generating stronger bonds 
than generalized cultural capital (1988). That is, two strangers are more likely to be-
come closer friends by discovering a common love for a little-known sports team than 
by discovering a common passion for a world-famous one. While almost any two 
strangers can talk about a famous team, sustaining a conversation about a lesser-
known object activates a more precise symbolic identification of the two partners. 
Synthetizing this body of work, we expect that: 

 

H1: The more exclusive the experience related to the consumption of a cultural good, 
the stronger the emerging relationship between the individuals in a given community 
(everything else equal). 

 

With respect to CS, H1 suggests that stronger hospitality interactions would gener-
ate friendship ties than ties that emerge from participation in a common local event. 
The interaction between host and guest, we argue, generates greater unique and me-
morable experiences that could become the basis for stronger bonds. Further, H1 sug-
gests that as a novel product spreads and becomes more popular it loses its power to 
create meaningful bonds. One might compare, for instance, backpackers who meet in 
a foreign city before and after mass tourism discovers it, or fans who meet at a band’s 
concert before and after the band becomes popular. For early adopters, the circums-
tances of the meeting are unique and are likely to create strong bonds, but for late 
adopters the circumstances of meeting are banal and result in weaker bonds. 

Social exchange scholars have also investigated the factors shaping the emergence 
of strong ties. Coleman (1975) showed that negotiated exchanges, or exchanges where 
the terms of the interactions are known beforehand (e.g., an exchange based on a con-
tract), generate lower levels of trust than reciprocated exchanges. Building on this 
finding, social exchange scholars have investigated the conditions that create stronger, 
more trusting bonds between exchange partners. The majority of exchange scholars 
have focused on the development of trust in market transactions (Kollock 1994; 
Molm, Takahashi, and Peterson 2000), but others have analyzed trust and strength of 
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ties with respect to the institutions of a given society. We use findings from this latter 
group to build our theoretical argument as to how online rating systems are impacting 
the relationships that develop out of the consumption of cultural goods. 

Yamagishi and Yamagishi (1994) note that while the Japanese are less likely to 
attribute trust to individuals than are Americans, their society has a higher level of 
trust than U.S. society. They explain this puzzle by distinguishing between trust—an 
inference about the interaction based on the partner’s personal traits—and assurance, 
which is based on the knowledge of the incentive structure surrounding the relation-
ship. Thus, Yamagishi et al. explain, the Japanese have more relationships backed up 
by assurance structures than do Americans (1998). Cook, Hardin and Levi (2007) 
extend this approach to the role of institutions, at least partially departing from a strict 
rational actor perspective based on incentives and punishments. They argue that insti-
tutions facilitate a type of cooperation that does not require trust. Institutions substi-
tute for trust because they provide contexts for creating expectations about the future 
behavior of interacting partners.  

Cheshire (2011) uses the distinction between assurance and trust to draw attention 
to the impact of online assurance structures on the relationships we form. In environ-
ments characterized by high uncertainty—where little is known about the potential 
partners—strong relationships are more likely to develop. On the contrary, when rela-
tionships are assured by a third party—a network administrator or the scores of a 
rating system—ties that emerge between partners tend to be weaker (Cheshire 2011; 
Fiore and Cheshire 2010). Reframed with respect to Coleman’s argument, greater 
information about individuals reduces the uncertainty in dealing with strangers and on 
average makes interactions closer to a negotiated exchange. We argue that a rating 
system in a given community operates similarly to an assurance structure, in that it 
decreases the interpersonal trust necessary between partners:   

 
H2: The more information circulating in the community about potential partners, the 
weaker the emerging friendship between two strangers after the interaction. 

 
H2 suggests that a potential impact of the ubiquitous online ratings system is a reduc-
tion of the binding force emerging from the shared experience of consuming cultural 
goods. The argument here is that, independent of the exclusivity of the good, the ex-
perience of travelling generates weaker bonds between CSers in the presence of a 
ratings system than without one to act as an assurance structure. Considered together, 
our two hypotheses suggest a technology-driven process of progressive dis-
enchantment of the world: relationships may be easier to form now than ever, but 
each of these new relationships has a lower binding force and ability to fill our lives 
with meaning. 

2 The Case Study 

CouchSurfers engage in hospitality exchanges with other members of the organization. 
Host and guest often are previously unknown to each other except for information 
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provided through the organization’s website. Visiting a stranger’s house—or hosting a 
stranger in one’s house—poses the risk of some particularly devastating events, as well 
as some minor inconveniences. Despite such risks and the fact that no money changes 
hands to compensate for them, there are now millions of CSers worldwide engaging in 
thousands of hospitality exchanges every day. Friendship ties are a byproduct of these 
exchanges. After the hospitality interaction, the host and the guest have the option of 
voluntarily and independently reporting to CS the formation of a new friendship bind-
ing them. Furthermore, each partner is also asked to rate the strength of that new tie. 
While this reporting is completely voluntary, a large majority of CSers in our data 
fulfilled the request.  

We purposefully use the concept of exchange to characterize the interaction be-
tween a host and a guest. Scholarly work on the CS community suggests that while 
exchanges do not necessarily recur with the same partners (i.e., many pairs do not 
share more than one exchange with each other), CSers interpret hospitality interac-
tions through the lens of reciprocity (Molz and Gibson 2007). CSers alternate between 
roles, sometimes serving as guest and sometimes as host, thereby generating a “pay-
forward reciprocity” that informs their behavior and expectations (Bialski 2009). The 
word “exchange” captures the idea that, despite the fact that a given pair often does 
not interact more than once, most users in the CS community feel the binding that 
comes from belonging to a community. 

As previously detailed, hospitality exchanges are not the only mechanism through 
which CSers form friendships. Members organize many informal events for locals 
and travelers, and CSers may also meet each other casually for, say, a meal or conver-
sation. As with hospitality exchanges, participants in CS events and have the option of 
reporting new friendships with people that they meet in these ways. Because the CS 
reporting mechanism asks users to specify how they met, it is possible to distinguish 
between friendship ties formed from hospitality exchanges and those formed from 
other interactions. We term the latter “non-hospitality exchanges.” There are two key 
differences between hospitality and non-hospitality exchanges. First, there is higher 
perceived risk in a hospitality exchange.  Second, non-hospitality interactions are less 
in line with the concept of exchange as described above. However, for clarity we 
maintain the term exchange with the caveat that we use the non-hospitality interac-
tions mainly as a benchmark against which to compare hospitality exchanges. It is 
useful to apply Simmel’s (1950) analysis of interactions occurring within a dyad and 
interactions occurring in groups of three or more when considering hospitality versus 
non-hospitality exchanges. In a dyad, ties are personal because a tie has to bind both 
actors for it to exist. In larger groups, ties are social because the group can continue 
even if the ties produced do not bind all actors. Thus, hospitality ties are personal 
while non-hospitality ties are social. 

Since its founding, CS has enjoyed growing popularity and media attention. Un-
surprisingly, the fact that hundreds of thousands of people around the world are brave 
enough to open their houses to strangers strikes many members of both the public and 
the social scientific community as remarkable. So focused on potential negative out-
comes is the public discourse surrounding CS that the word “risk” itself appears in 
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about one out of every six online mentions of the organization.1 Yet members of CS 
engage in these seemingly risky interactions almost as a matter of routine. CS thus 
offers the opportunity to study a rare kind of data—well-documented, real-life, risky 
interactions between strangers and the evolution of the ties they form through those 
interactions. 

Perhaps because of its combination of more and less dangerous behaviors or be-
cause of an appetite for adventure among the key demographic of its members, CS 
has become for many a sort of idealistic lifestyle community (Marx 2012). However, 
the community aspect of CS did not exist at the beginning.  It emerged over time. Key 
to its development was the implementation of a reputation system for collecting in-
formation about others, facilitating the calculation of risk. The cornerstone of CS’s 
reputation system is the personal reference. Members may write testimonials about 
others (usually a few sentences but sometimes several paragraphs), describing their 
experiences with their interaction partners. References, as well as other reputation 
signals, may be submitted unilaterally, but are often reciprocated.2 

References may be exchanged between any pair of users, but the reference form 
solicits information regarding the circumstances in which two individuals met and, 
importantly for our analysis, whether they met through the organization or knew each 
other beforehand. Data gathered also includes whether an individual hosted another 
and, if so, for how many nights.  

The reputation system makes it possible for a member to anticipate the type of inte-
raction she will have by hosting or by being hosted by a particular other user. The 
reputation system thus represents a capital asset of the organization and the key ele-
ment that facilitates the millions of CS interactions worldwide between strangers.   
However, when CS began, members could gain very little information about one 
another from the website, other than self-completed profiles whose credibility could 
always be cast into doubt.  

The reputation system developed over the years. Its expansion favored the circula-
tion of information about members and facilitated the rise of interactions among trav-
elers—interactions which, in turn, were folded into the reputation system, helping to 
further its development. During this period the organization grew steadily by adding 
new members, but hospitality exchanges increasingly took place between repeat us-
ers—i.e., individuals who had already had the experience of offering or receiving 
hospitality through the organization. 

3 Data and Methods 

As previously mentioned, CS has gathered social network information from its mem-
bers through its online platform from its very beginning as an organization. Users are 

                                                           
1  The statistic is based on a Google search performed February 16, 2012. At that time there 

were 2.2 million mentions of either Couchsurfing.com or Couchsurfing.org, about 375,000 of 
which included the word “risk” or its derivatives. 

2 Lauterbach et al. (2009) report that about three quarters of CS “vouches” were reciprocated in 2009. 
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encouraged to record their ties with other members of the organization—both with 
friends they know from elsewhere who also happen to be users of the platform and 
with friends they met through the organization (through a hospitality exchange or a 
non-hospitality exchange). These different circumstances of meeting are captured in 
the CS data, as well as the date of tie formation and an explicit, self-reported measure 
of tie strength.  

Our quantitative analysis is based on a set of 2.2m observations of social ties me-
diated by CS, with valid and non-missing data in all the relevant variables, recorded 
on the CS platform from 2003 to 2011. The ties under scrutiny are only those between 
people who did not know each other before they met on CS; interactions for which no 
time stamp was reported were excluded from the analysis. Further, we distinguished 
those social ties that developed as a result of a hospitality exchange from those  that 
developed from a non-hospitality exchange. There are 645,411 unique users 
represented in the dataset. Because our unit of analysis is a tie (i.e., a pair of two us-
ers), repeated experiences at the individual level do not imply repeated experiences 
for the pair. Indeed, only a tiny fraction of the interactions in our dataset occurred 
more than once. We operationalize our key concepts below: 

Tie strength: In the CS reputation system, users may characterize their relation-
ships with other users as “Acquaintances,” “CS Friends,” “Friends,” “Good Friends,” 
“Close Friends,” and “Best Friends.” Tie strength is measured on this scale for 98% 
of all ties reported between CSers who did not know each other before joining CS. 
Figure 1 plots the cumulative log-count of friendship ties generated by hospitality 
exchanges, separated by strength.3 An interesting pattern appears. Early in the life of 
CS, strong friendships (“Best Friends” and “Close Friends”) were significantly more 
prevalent than weak ties (“Acquaintances,” “Friends” and “CS Friends”), but the re-
verse was true from about the 40th month onward. The category “Good Friends” re-
mained much in the middle, before and after the 40th month.  

It appears that hospitality exchanges produced stronger relationships on average 
when CS was new than later in its existence. In our analysis, we collapse the above 
six categories into three: ties rated by users as “Acquaintances” and “CS Friends,” are 
coded as Acquaintances; ties rated as “Friends” and “Good Friends” are coded as 
Friends; ties coded as “Close Friend” and “Best Friend” are coded as Best Friends. 
This classification preserves the underlying ordered nature of the recorded variable 
while at the same time protecting us from the ambiguity of distinctions such as “Ac-
quaintances” versus “CS Friends” or “Close Friend” versus “Best Friend.” 

Ties: As previously mentioned, we distinguish between two kinds of interactions fa-
cilitated by the organization. Hospitality exchanges represent the raison d’être of CS. 
There is arguably a great deal at stake for both host and guest in this kind of interaction.  
 

                                                           
3 When the two users’ reports of tie strength do not coincide, we randomly assign the tie 

strength to one of the categories reported by the users. Because we have no longer access to 
the CS dataset, this decision cannot be reversed. While we agree that studying discrepancies 
of ratings could be very interesting, we think that such a study is outside the scope of this pa-
per. We are here interested on the average strength of ties at the systemic level, not on the 
dyadic perception of these experiences. 
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Fig. 1. Distribution of ties over time 

In the worst-case scenario, both participants ultimately expose themselves to risks of 
theft, abuse or injury. We contrast hospitality exchanges with ties formed through less 
risky, non-hospitality exchanges, such as informal CS events (parties, collectives, orga-
nizational meetings, common meals, etc.) or any other occasion that does not involve 
one party hosting the other (one-on-one dinners, conversations, etc.).  

Information: We measure the amount of information circulating in CS about poten-
tial partners by counting the number of ties (hospitality and non-hospitality) a mem-
ber had prior to the focal exchange. That is, for every dyad in our set, we counted and 
summed the number of prior ties each user had up to the point of the latest interaction. 
For instance, if user A had one prior tie before interacting with user C, and user C had 
no prior ties, the variable cumulative ties for the dyad A-C would take the value of 1. 
Furthermore, the relationship between A and C would increase the number of prior 
ties for the two users so that the next time A established a tie with another user, say D, 
the total number of prior ties she contributed to the new interaction would be 2; for C, 
the new number would be 1.  

Given that the overwhelming majority of CS interactions left a trace in the form of 
a review, we think that number of prior ties before the focal interaction is a good 
proxy for the amount of information circulating in the system about the exchanging 
partners. Because we wish to contrast the presence or the absence of information, 
rather than quantifying the impact of one extra review on the strength of the emerging 
relationship, we further segmented this variable in three categories: No prior informa-
tion; Information about one partner; and Information about both partners. 

Friends in common: To disentangle any potential confounding influences of triadic 
closure on our analysis, we include the number of prior friends in common as a con-
trol in our model by counting the number of triads a newly created tie closes. Fur-
thermore, we distinguish embedding triads according to the strength of the ties they 
contain. We collapse the tie strengths the two users reported into a global measure of 
open triad strength. As in the case of contradictory tie strength reports, whenever the 
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two ties forming an open triad are not the same strength, we randomly assign the 
strength of the triad to either of the strength scores the open triad received. 

We include a number of other control variables in our analysis. Appendix B con-
tains summary statistics for all the variables included in our sample. The majority of 
ties in our sample were between opposite-sex pairs (57%) who were on average in 
their mid-twenties (24 years old) and had been members of CS for a bit more than one 
year (13 months). Reflecting the growth of the website itself, most of the ties in our 
sample occurred during CS’s seventh year (81 months after January 2003). Addition-
ally, the average dyad was composed of members whose tenures in the organization 
were 13.88 months apart. 

Our analysis also takes into account the organizational tenure of both members par-
ticipating in the interaction. The average pair of CSers involved in an interaction had 
been members of the organization for 13 months at the time when the interaction 
occurred. However, the average difference in organizational tenure between the two 
members is just under 14 months, suggesting that a large number of interactions were 
between established and novice CSers.  

Because of the nature of our dependent variable, Tie strength, we employed an or-
dinal logistic model with three categories. Technical details of this model are pro-
vided in the Appendix A. We also support our quantitative analysis with interview 
data from two sources – a series of 2005-2006 interviews reported by Bialsky (2009),4 
as well as our own ethnographic interviews conducted in 2010.5  

4 A Community of Like-Minded People 

Often stated reasons for joining and using CS included an idealistic desire to create a 
better world through travel and a search for opportunities for personal. This type of 
idealism still runs high among the CSers we interviewed and is in full display even to 
a cursory look at the current version of the website. Indeed, creating a better world 
through travel is still the motto of CS: “To make the world a smaller and friendlier 
place, one life-changing experience at a time.” 

Perhaps because of a common mindset or because of a shared ease in forming relation-
ships, the friendship network of CSers grew rapidly from its 2003 origins. The opportunity 

                                                           
4  Bialsky's study contains interviews and observations capturing the early CS (from February 

2005 to the summer of 2006), when the community consisted of 200,000 users worldwide  
(a tiny fraction of what it is now). The scope of this study was rather different from ours.  
Bialsky’s goal was to study the impact of CS on tourism and to suggest technology's poten-
tial disruption of how people travel. Bialsky’s interviews are useful to us because they  
reflect a time when CSers had fewer references and, as a consequence, interactions with 
strangers were enmeshed in greater uncertainty than present-day interactions. 

5  We conducted a series of 18 interviews we conducted during the summer of 2010 in  
Amherst, MA; Santa Fe, NM; and Reykjavik, London and Milan. These interviews took 
place when one of the authors surfed as a guest on the couches of the interviewees. The 
sample includes eight females and ten males ranging in age from their early 20s to late 50s. 
All interviewees knew that we were conducting a research study on CS. 
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to make new friends was a main reason for joining CS among many early members.6 
Friendships developed from the uncertainty about how to properly interpret the roles of 
host and guest. This uncertainty created opportunities for a process of friendship discov-
ery, albeit in an accelerated format. Long conversations about life with the (more) un-
known alter were central to this process, and quite common at the time.7  

If a common sentiment of bettering the world through travelling and meeting stran-
gers has been part of CS since its very beginning, a crucial difference between  
the early years of CS and the more recent period is the amount of information available  
about potential others before an interaction takes place. Figure 2 plots for each month 
in the organization’s life the average number of prior hospitality exchange experiences  

 

 

Fig. 2. Average amount of information about potential partners over time (LOESS regression) 

                                                           
6  Johan, a 27-year-old Dutch CSer, stated: “I look back on my friends, I’ve been in Holland and 

I think I got into more meaningful relationships with CSers than people whom I’ve known for 
years.... I just see them being so static, as they are, they didn’t get out. Even though we spent 
all these years together as friends, drinking together, or whatever, they still stay static, they’re 
still in the same place.”  (PB, 33).  Likweise, Ulla, a 26-year-old Finnish woman remarked, 
“all the Finnish culture and the Helsinki culture is just so closed down somehow. It's tough to 
break into circles and meet people for the first time…. There are people who do not under-
stand this side of me… CSers all have the same needs to see.” (PB, 33). 

7  This is, for instance, what Paula Bialski wrote about her very first hosting experience in 
2004: “He [the guest] would speak, and I would often listen. It was the first time I ever in-
vited a stranger into my home, and the first time I ended up speaking to a stranger until the 
late hours of the night” (PB, 9). Not knowing what to expect or how to behave when playing 
the role of host or guest also represented a challenge. Yet despite the perils of uncer-
tainty, the psychological and emotional rewards of a successful interaction were substantial. 
Karen, a 27-year-old Australian traveling in Ireland, was “extremely nervous” (PB, 46) be-
fore meeting her first host in Dublin. Nevertheless, they ended up talking until two in the 
morning (PB, 46). 
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that any two partners had prior to a given interaction.8 The figure shows an upward  
trend in the number of prior hospitality exchanges starting about 20 months into the 
life of the organization, when interactions were on average based on less than one prior 
experience, and leveling off around month 85, when hospitality exchanges reached an 
equilibrium level of about eleven prior experiences.  

A key difference between early CSers and the ones we interviewed is the impor-
tance that the latter group attributes to reading references before selecting with whom  
to spend the night either as a host or a guest.9 In contrast to early CSers' openness to  
the uncertain, the people we interviewed are more calculating of the type of “trans-
formative experience” they are looking for when choosing other CSers. It is not the 
case that later CSers are less idealistic about the importance of the website for trans-
forming the world. Rather, information has rationalized the process of selection and 
reduced the uncertainty associated with meeting strangers. Next we explore how 
greater information has impacted the strength of ties. 

5 Results 

Table 1 below presents the results of a partial proportional odd logistic model. We 
decided to use this model instead of a more standard ordered logistic model because 
the proportional odds assumption built in the ordered logistic model breaks down for 
three covariates—Report tie, Exchange tie and Information. A way to think about the 
partial proportional odd model is to see it as divided into two parts—one part with all 
the variables whose estimated coefficients do not change with the levels of the depen-
dent variable (proportional odds variables, in Table 1) and one part made of variables 
whose coefficient estimates change across the levels of the dependent variables (see 
Appendix A for details).  In Table 1, all the coefficients are standardized so that their 
magnitudes can be compared. Also, given the statistical power of our test all effects 
are significant at .0001 unless otherwise noted.  

The table has some potentially-surprising results. Gender emerged as significant in 
affecting tie strength: opposite-sex dyads formed stronger ties than same-sex dyads.  
 

                                                           
8  For example, if A, who has participated in three prior hospitality exchanges, hosts B, who 

has engaged in one prior hospitality exchange, then A and B’s interaction is assumed to be 
informed by four prior experiences. We averaged these figures across the dyads in our data. 

9  Lisa, a woman in her 20s in London, told us she was concerned about safety when she 
joined CS. She had since become confident because “...the first experience was great and 
because, I suppose, the community’s existing for many years now so the reference system is 
also increasing.” For Lisa, experiences with other CSers appear to be mediated by the organ-
ization’s reputation system. When we asked if safety ever became a concern for him, Peter, 
a new CSer in his 20s from Reykjavik, told us, “I will check my references. That’s the only 
[...] thing that I learned—just check people’s references.” Now that information about others 
is available on CS, it plays an important role in maintaining a sense of safety within the 
community even when meeting with strangers. Roberto, a man from Milan in his 30s, told 
us, “Every time you write a message, there is a message that it is recorded for safety reasons. 
This is guaranteed and it's important because it's true that strangers are friends that you 
haven't met yet, but at the same time, strangers are always strangers.” 
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Table 1. Estimates of partial proportional odds logistic model 

 
 
This finding runs counter to the expectations that similarities reinforce ties and that, 
with a given level of information, females would perceive higher risk in staying over-
night with males than in staying overnight with females. Indeed, the model shows a 
significant positive effect for ties that are heterogeneous across gender and a signifi-
cant negative effect for “Female to Female” ties. The decrease in tie strength for ties 
between two members of the same sex was greater than the increase for heterogene-
ous ties, suggesting that meeting people of the opposite sex was a sought-after expe-
rience (perhaps for individuals using CS for intimate encounters; see Zigos, 2013) 
among this community of travelers. The results also show that CSers place impor-
tance on their partner's tenure with the organization (Difference join CS)—the greater 
the difference between the two members of the pair, the stronger the resulting friend-
ship. Further, the greater age difference between the two partners the lower the odds 
ratio of a strong tie.   

We also considered the possibility that changes in tie strength over the life of the 
organization were influenced by the number of friends the two members of the pair 
had in common, with the assumption that the stronger the relationships between a 
CSer’s friends’ friends, the more binding the new tie would be. Table 1 shows that 
triadic closure operated in the expected direction and that the proportion of friends in 
common with whom the two members of the dyad had strong ties greatly reinforced 
the likelihood of a strong tie. Finally, we considered when the two members of the 
dyad joined CS (Mean join CS). On average, Table 1 shows a positive and large ef-
fect, suggesting that a tie between two early members was weaker than a tie between 
two later members or of a tie between an early member and a later member.  

Variable Log odds std. error
Proportional Odds Variables
Female to female tie -0.077 (0.007)
Female to male tie 0.039 (0.0048)
Mean age 0.003 (0.0018) ∧
Age difference -0.059 (0.0018)
Difference join CS 0.009 (0.0018)
Mean join CS 0.176 (0.0027)
Month tie creation -0.281 (0.0027)
Friend in common 0.039 (0.0015)

Pr(Friend+ vs. Acquaintances):
(Intercept) -0.83 (0.007)
Report ties within one month -0.449 (0.003)
Hospitality Exchange Tie 0.091 (0.0033)
Information about one partner -0.009 (0.0086) ∧
Information about both partners 0.115 (0.0065)

Pr(Best Friend vs. Friend, Acquaintances):
(Intercept) -2.773 (0.0134)
Report ties within one month -0.872 (0.008)
Hospitality Exchange Tie 0.474 (0.0081)
Information about one partner -0.285 (0.0018)
Information about both partners -0.501 (0.013)
N = 2,171,966
Residual deviance: 2940528 on 4343914 d.f.
Log-likelihood: -1470264
N. of iterations: 4
Note: All coefficients are significant at .001 level unless marked (∧)
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Against this background, we tested our two hypotheses. First, we establish that 
sharing the experience of travelling produced greater bonds than just participating in 
the local activities of CS. Focusing on the effect of Exchange tie, the log-odds of de-
scribing the relationship as Friends or Best Friends vs. Acquaintances increases by 
.091, while the same effect for answering Best Friends vs. Friends or Acquaintances 
is (.091 + .474) = 0.565, or an odds-ratio of 1.76. That is, the effect of common expe-
rience on strength of ties is stronger for higher categories of the dependent variable. 
Both results support H1. 

The effect of information on the strength of ties is more complex. In broad terms, 
we can say that while information increases the likelihood of moving a new friendship 
from the lowest category to the middle, it decreases the likelihood that the friendship 
moves further. Broadly speaking this provides evidence in support of H2. A closer 
look reveals however that the effect for low- to mid-level strength occurs only when 
information is available on both exchanging partners. When information exists on just 
one individual in the exchange, the effect is negative. However, this effect is not sta-
tistically significant. The narrative for the formation of strong ties is more 
straightforward: as predicted in H2, greater information decreases the chances that a 
strong tie will emerge. 

6 Conclusion 

We used a unique dataset and ethnographic fieldwork to capture how technology influ-
ences the strength of friendship ties. Our data span several years, thousands of users 
worldwide and millions of interactions. We parsed all of this to discover that the rela-
tively exclusive cultural experience of travelling and discovering oneself through over-
night stays with a stranger, created stronger relationships than just a common interest 
in travelling. At the same time, the rating system’s accumulation of information about 
users took something away from the experience of travelling and meeting strangers. As 
a consequence, the binding force of the ties that developed later among CSers was on 
average lower than the ties that developed in a regime of greater uncertainty. 

We see this process as one of progressive disenchantment. While finding a com-
munity suited to arcane cultural tastes is easier now than ever, the relationships that 
develop out of the shared experiences are becoming weaker. Rating systems are the 
key aspect of this process because they reduce the overall uncertainty present in the 
environment. To the extent to which online rating systems provide assurance struc-
tures for relationships they will supplant the need for interpersonal trust between part-
ners and thus result in the formation in fewer deep ties. 

These findings may apply to other Internet platforms, especially those of compa-
nies in the emerging “sharing economy.” Despite the fact that many such platforms 
are commercial in nature, personalized interaction is arguably a touchstone value of 
the sharing economy. Our results suggest that inasmuch as personalization is con-
cerned, sharing economy platforms may become victims of their own success. As 
these platforms mature they acquire more information about more users. But this very  
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process makes the platforms’ use less distinctive and more automatic resulting in 
more impersonal interactions. This paradoxical process is the result of the sectors’ 
growing institutionalization. That we can observe its effects at the interpersonal level 
speaks to the enormous potential the online world has to change our understanding of 
society. 
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Appendix A: Proportional Odds Model Description 

The standard ordered logistic model assumes a latent variable, Y*, that is connected 
to the observed dependent variable with three categories (Y) thorough a series of cut 
points : 

   

  and, 1       
   2       
   3      

By assuming that the error terms are independently distributed and follow a logistic 
distribution, a proportional odds model can be defined as, 
  

 Pr     (1) 

and estimated using standard log-odds ratio and the logit link function. Proportion-
al odds imply that the coefficients that describe the relationship between Pr (Y=1) and 
Pr (Y=2) are the same ones that describe Pr (Y=2) and Pr (Y=3).  A strong benefit of 
such a model is that it produces a simple set of coefficients that can be easily inter-
preted. A major drawback is that the proportional odds assumption is a strong as-
sumption that is seldom respected. When the proportional odds assumption does not 
hold, the model in [1] produces biased results. A compromise is to estimate a model 
where the proportional odds assumption is relaxed for the subset of coefficients that 
do not maintain it ):  

 Pr     (2) 

In our analysis we start with a proportional odds model and then visually inspect 
the results by plotting the expected probabilities (analysis not shown). If the propor-
tional odds assumption holds, the distance between the categories of the given cova-
riate ought to remain the same across the levels of the dependent variable as specified 
in [1]. We performed the test by first normalizing all the coefficients to the lowest 
category of the dependent variable and use it as the reference category for the esti-
mates across the other levels. The distance between the coefficients for the three co-
variates specified above in the text differs significantly so that, for example, the esti-
mated probability of Best Friend differs for the two levels of Exchange tie (yes and 
no). As a result, we opted to selective relax the proportionality assumption as in [2].  
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Abstract. Eye contact is presumed to be one of the most important
non-verbal cues in human communication. It supports mutual under-
standing and builds the foundation for social interaction. In recent years,
a variety of systems that support eye contact have been developed. How-
ever, research hardly focuses on investigating the impact of eye contact
on social presence. In a study with 32 participants, we investigated the
role of eye contact and gaze behavior with respect to social presence.
Our results indicate that not only a system‘s capability to enable eye
contact but also a user‘s consciously perceived eye contact are impor-
tant to experience that the communication partner is ‘there’, i.e., social
presence. Considering social presence as a source for social capital, i.e.,
valuable relationships that are characterized by trust and reciprocity, we
discuss in what way social presence can serve as a contributing factor in
video-mediated communication.

Keywords: Social Presence, Social Capital, Video-Mediated
Communication.

1 Introduction

The variety of available communication systems (CS) have made it easier than
ever to connect with people at almost any time and place. The potential benefits
are numerous, ranging from easily exchanging information and sharing experi-
ences to supporting a feeling of connectedness. Video-mediated communication
(VMC) systems are presumed to be a ‘rich’ form of communication [5], allowing
enhanced sensory stimulation. Head nods, smiles, or eye contact, for example,
‘[...] give speakers and listeners information they can use to regulate, modify, and
control exchanges’ [21, p.1125]. By providing a variety of non-verbal cues, they
support a user’s experience of social presence [2,32,33], the ‘sense of being with
another in a mediated environment’ [4, p.10]. VMC systems that allow for social
presence can serve as a source for social capital [28], and therefore encourage a
user to invest in social relationships.

One of the most important non-verbal cues in human communication is eye
contact [1], as it is considered to build the foundation for social interaction
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[22]. Eye contact regulates, for example, information flow and provides insights
into the relationship between the communication partners [20]. If eye contact
is missing, people often do not experience full involvement in a conversation
[1]. Thus, eye contact can play an important role in mediated communication,
influencing the perception of a dialogue partner. Within the last years, gaze and
eye contact have gained particular interest in research (e.g., [2,12,27]), but there
are only a handful of studies that focus on the perception of eye contact in VMC
(e.g., [7,18,35]).

The aim of this paper is to contribute to a better understanding in what way
social presence can serve as a source for the development of valuable relationships,
i.e., encourage a user to invest in social relationships (social capital). We carried
out a user study in the lab where we investigated the role of non-verbal cues (eye
contact, gestures) in VMC to better understand how these factors contribute
to the experience of social presence. We applied an experimental study design
with two conditions. The experimental condition (EC) allowed eye contact, the
control condition (CC) did not. Participants (N=32) communicated twice via the
given system, one time having eye contact and one time not. Our results provide
insights on the role of eye contact with respect to social presence, which serve as
a basis to discuss in what way the system holds potential for the development
of valuable relationships.

2 Related Work

In order to gain a better understanding of the concept of social presence and
it‘s contributing factors, the following section provides a brief overview on the
concept and will point out studies that consider eye contact in VMC with respect
to social presence. We will also give an overview on the theory of social capital,
as it is relevant for the discussion of our findings and will describe in what way
the concepts are interrelated with each other.

2.1 The Theory of Social Presence

In the late 1980s and early 1990s, researchers started studying the effects of com-
puter mediated communication and came up with the concept of social presence
to describe in what way VMC fosters interpersonal relationships. The concept
raised substantial attention in the context of learning environments, focusing on
how to support collaboration and interaction best (e.g., [34,31,16]).

First approaches for a definition of social presence originate from Short et
al. [33], defining it as ‘the degree of salience of the other person in a mediated
communication and the consequent salience of their interpersonal interactions’
(p.65). Starting from the system’s perspective, they conceptualized social pres-
ence as a medium’s quality (e.g., being warm or cold, personal or impersonal).

Newer approaches focus on the individual perspective. Biocca and Harms
[4], for example, define social presence as a ‘sense of being with another in a
mediated environment ... the moment-to-moment awareness of co-presence of a
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mediated body and the sense of accessibility of the other being’s psychological,
emotional, and intentional states’ (p.10). The authors describe three different
levels of presence from a user perspective: the perceptual level, which is primarily
the detection and awareness of the other’s mediated body (i.e., co-presence), the
subjective level, entailing the sense of the communication partner’s emotional
state or behavioral interaction, and the intersubjective level, which addresses
reciprocal dynamics.

So far, a variety of contributing factors to social presence have been identified,
ranging from a technology’s ability to convey a variety of information (e.g., gaze,
eye contact, or behavioral cues [3,26]) to user characteristics (e.g., user’s percep-
tual or cognitive abilities [17]). Ijsselsteijn and colleagues [17] considered that
content factors need to be taken into account when encompassing, for example,
objects, actors, or even the context in which an activity takes place.

2.2 Eye Contact in VMC

The importance of non-verbal cues and, in particular, of eye contact in mediated
communication has increasingly raised researchers’ attention. Grayson and Monk
[15], for example, investigated image size and camera position as influencing fac-
tors to discriminate mutual gaze. Chen [7] explored a user’s sensitivity to eye con-
tact, stressing that people are less sensitive towards eye contact when the user
looks below the communication partner’s eyes than when looking to the left or
right side or above the eyes. Consequential, they suggest parameters for the de-
sign of video conferencing systems (e.g., maximum viewing distance). Eye contact
has also been investigated in the context of video conferencing and has been iden-
tified to support collaboration between remote groups of people (e.g., [24,29,35]).

Unfortunately, there is no single definition of ’eye contact’ and the term is of-
ten used synonymously with mutual gaze, eye gaze or gaze awareness. Questions
arising are whether eye contact is actually looking into someones eyes or simply
gazing at someone’s face, or whether it is a measurable variable or a subjective
experience. Mc Nelley [24] reports, for example, that some people experience
eye contact even when someone is looking somewhere in their face (e.g., chin or
nose), preferring a so called more ‘generalized eye contact’, which might depend
on ones personality or even cultural aspects.

Gale and Monk [11] note that gaze awareness is depending on the knowledge
of what object in the environment someone is looking at. The authors consider
the knowledge that someone is looking at you as mutual gaze or eye contact,
’...because it is only possible to know that someone is looking at your face if
you are looking at theirs’ (p.585) and not somewhere in the environment or at
another object. This definition refers to mutual awareness of communication
partners during a conversation.

In the present study we use the term ’perceived eye contact’ to describe our
participants’ experience of eye contact, even if the system did not support any
eye contact (due to the vertical displacement of the cameras) and ‘mutual gaze’
to describe our participants’ experience of eye contact when the system actually
enabled eye contact.
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2.3 Eye Contact and Social Presence in VMC

There is an increased interest in the relevance of eye contact in VMC and a trend
of developing systems that support eye contact even in the context of communi-
cation with humanoid avatars (e.g., [2,12]). Nevertheless, only a handful studies
consider investigating the role of eye contact with respect to social presence.

Bente et al. [2] investigated the effects of gaze on social presence in the con-
text of an avatar-mediated communication. They found out that when gender-
homogeneous female dyads communicate with each other, longer gaze duration
positively correlates with higher levels of co-presence. However, this effect could
not be reproduced with mixed-sex dyads.

Mukawa et al. [27] explored the impact of eye contact on users’ behavior when
making first contact via a VMC system. Their results indicate that participants,
who communicated via the system supporting eye contact immediately had the
awareness of visual connection. In contrast, participants, who used a system not
allowing eye contact, needed confirmation through additional non-verbal cues
(e.g., gestures like waving their hands) to make sure that their communication
partner was aware of them. The authors did not explicitly asses social presence,
but the awareness of the communication partner can be interpreted as indicator
for a user’s experience of (co-)presence [4].

2.4 Social Capital

Social presence has been identified as potential source for social capital, allow-
ing the development of valuable relationships [28]. Social capital theory relates
to resources that are inherent in the structure of social relationships [8]. It is
‘the aggregate of the actual or potential resources which are linked to the pos-
session of a durable network of more or less institutionalized relationships of
mutual acquaintance and recognition’ [6, p.243]. According to Putnam [30], such
relationships are characterized by norms of trustworthiness and reciprocity that
arise from connections among individuals or social networks. Trustworthiness is
the willingness to rely on a communication partner’s actions. It is developing
over time and is an important contributor for building up personal relationships
[30]. Reciprocity characterizes the social interaction of giving and receiving [23],
for example, as a response to a friendly action a person responds with a favor.

In the context of mediated communication, Garrison [13] points out that con-
ditions such as trust or closeness need to be met in order to recognize collabora-
tion (e.g., in a learning context) as valuable experience. The sense of closeness
and trust can be achieved by establishing social presence, the experience that
the communication partner is ‘there’. It allows a user to immediately respond to
a communication partner’s action and can reduce perceived distance [36]. More-
over, enhanced sensory stimulation, i.e., non-verbal behavior (e.g., facing each
other [25]) contributes to the awareness of the communication partner [27] and
can positively influence the development of valuable relationships.
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3 The Study

The study aims at investigating the role of eye contact and gaze behavior with
respect to social presence in a mediated communication to better understand the
role of eye contact in VMC and in what way such a system holds potential for
the development of valuable relationships, i.e., is a source for social capital. Two
central research questions were defined: 1) To what extent does participants’
social presence differ when the system allows (no) eye contact? 2) How does
participants’ gaze behavior differ when they have (no) eye contact?

The system we used was developed within a research project that aims at facil-
itating enhanced communication and interaction among older adults. It consists
of two screens and two cameras (see Figure 1a). The lower camera tracks facial
expressions, the upper camera tracks gestures and postures. This arrangement
allows an almost life-sized illustration of the user, which in turn enables enhanced
sensory stimulation.

Fig. 1. VMC System

However, the setup does not allow eye contact, due to the vertical displacement
of the camera, mounted on the top of the screen, evoking the experience that
the communication partner is looking at one’s chest (see Figure 1b). In this
setup eye contact can only be established for the communication partner when
a user is directly looking into the lower camera, entailing a limited view on the
communication partner.

In order to achieve eye contact in the experimental condition we added a third
camera, installed at the confederate’s device (see Figure 2a). It was positioned in
the middle of the upper screen. Camera 2a and 2b could be activated individually
and allowed either for eye contact (EC) (see Figure 1c and 2c) or not (CC) (see
Figure 1b and 2b).

3.1 Study Design

A within design was chosen, to reduce error variance, associated with individual
differences of the users. Participants were randomly assigned to the starting
condition (CC, EC). Overall, 32 participants, aged between 22 and 66 years
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Camera 1Confederate Control Condition Experimental Condition

Camera 2a

Camera 2b

a) b) c)

Fig. 2. Camera Positioning in the Experimental Setup

(M = 40.84, SD = 12.99), took part in our study, 50% were male and 50%
female. All had at least basic computer skills and were generally interested in
new communication technologies. 81.3% regularly used VMC systems in daily
life (e.g., Skype) and only a small amount of participants (18.8%) did not use
any VMC systems. The recruitment of participants happened via email and
telephone.

Methodological Approach. Social presence was assessed by means of a self-
reporting questionnaire, based on the IPO-SPQ [9]. The original instrument
consists of two parts: a semantic differential questionnaire and ten statements
about system qualities, asking users to indicate to what extent they agree to the
given statements (7 = totally agree, 6 = agree, 5 = rather agree, 4 = neither/nor,
3= rather disagree, 2 = disagree, 1= totally disagree). For the purpose of the
study we only used the subjective attitude statements, allowing to gain more
detailed information about participants’ experience of social presence (e.g., ‘It
provides a great sense of realism.’, ‘It was just as though we were all in the same
room.‘) (a full list of all statements on the system qualities are available in [9]).

To explore the determinants of gaze behavior, participants’ eye movements
were recorded using SMI eye tracking glasses1. For the analysis, four areas of in-
terest (AOIs) were defined: 1) the head 2) the eyes 3) the lower screen, displaying
gestures, and 4) the lower camera. Three eye tracking metrics were defined as de-
pendent variables to quantify the attention on an AOI: dwell time (%) (summary
of time spent within an AOI), fixation count (total number of fixations), and the
fixation time (ms) (sum of fixation duration), indicators of visual attention [14].
Additionally, to the objective measures of social presence and gaze behavior we
carried out an interview at the end of the study to gather detailed information
about participants’ experiences, e.g., with respect to social presence. Moreover,
participants were asked to indicate if they were aware of any differences between
the two conditions, and if yes, what the difference was.

1 http://www.eyetracking-glasses.com

http://www.eyetracking-glasses.com


Look into My Eyes & See, What You Mean to Me 189

Procedure. When participants arrived, they were introduced to the confed-
erate (to avoid that they felt uncomfortable when they make first contact via
the device) and the test leader gave background information about the general
procedure of the study and the tasks, they were asked to carry out, i.e., playing
two rounds of a simple quiz.

Participants took place in front of the VMC system and the eye tracking
glasses were calibrated. Before starting with the first round of the quiz a test-
call was carried out, which was also intended as ‘breaking the ice’, to provide
the participants first insights how the quiz will be played, and to avoid biases
on participants’ gaze behavior (as they did not know how the confederate will
appear to them on the screen). This test-call also provided proof to the study
leader that the eye tracking system was working properly.

Afterwards, participants started playing the quiz (round 1), either in the
experimental condition or in the control condition. The confederate explained
terms (e.g., job), to the participant, who was asked to guess. The terms were
prepared beforehand by the study leader and the confederate always explained
the same terms in the same order. If a participant guessed right, the confederate
explained the next term. After 4 minutes, the quiz was terminated by the con-
federate and participants were asked to complete the questionnaire (IPO-SPQ),
indicating to what extent they agreed to the given statements on social presence.
Moreover, they were asked about their experiences when playing the quiz, i.e.,
how they ‘perceived’ their communication partner. After the second round they
were additionally asked if they had experienced any difference in comparison to
the first round.

At the end of the study, a brief interview was carried out, asking questions
about participants’ first impression when communicating via the device, their
experience of social presence, if eye contact was important to them, and if they
had experienced eye contact during both rounds playing the quiz.

To ensure that the confederate always behaved the same way (independently
from the condition) he was trained how to explain the terms, was instructed
to use similar gestures when explaining the terms and to look into the camera,
which was placed at the middle of the upper screen (see Figure 2a, Camera 2b).

3.2 Data Analysis

The quantitative data (social presence questionnaires, eye tracking data) was
analyzed, using SPSS Version 21. Both descriptive and interference statistical
analyses (t-tests) were carried out. To test the reliability of the test scores (IPO-
SPQ), Cronbach’s Alpha was calculated to estimate the internal consistency,
revealing a value of .90, indicating a good internal consistency. For the analysis
of the eye tracking data it was required to map fixations of the individual video
recordings of the participants on a defined reference image that represented the
visual target area. Moreover, the defined AOIs were marked on the reference
image. The ‘mapped data’ was exported and calculated using SPSS. Descriptive
analyses were carried out on the dependent variables dwell time, fixation count,
and fixation time.
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4 Results

Data analysis revealed several interesting findings regarding the role of eye con-
tact and gaze behavior with respect to social presence.

4.1 Participants’ Experience of Social Presence

The analyses of the IPO-SPQ show high ratings on social presence in both con-
ditions. In the experimental condition social presence was rated slightly higher
(M = 5.72, SD = 0.99) than in the control condition (M = 5.47, SD = 1.02)
(see Figure 3) indicating that participants in the experimental condition said
that they agreed to the given statements, whereas participants in the control
condition rather agreed. We could neither identify a significant correlation be-
tween age and social presence in the control condition (r = 0.06, p ≥ .05) nor
in the experimental condition (r = 0.27, p ≥ .05). The same applies for gender
and social presence (CC: r = .01, p ≥ .05; EC: r = .16, p ≥ .05). Age and gender
were not associated with social presence.

Control ConditionExperimental Condition

7

6

5

4

3

2

1

Fig. 3. Social Presence (N=32)

To investigate differences in social presence with respect to the two conditions
we carried out a t-test, which revealed a small difference between the means, but
no significance (t = 1.84, p = .076). However, with a relatively low probability
of 7.6%, the mean difference occurred by chance (see Table 1). This finding en-
couraged us to further investigate differences in social presence with respect to
the two conditions and in dependence to an other interesting finding we made
during our pre-tests: even if the system did not allow eye contact (CC), some of
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our participants indicated that they perceived eye contact and that they were not
aware of any difference between the two conditions when communicating via the
given system. So we had a deeper look at our data, investigating to what extent
social presence differed among those participants, who were aware that there was
a difference between the two conditions and experienced mutual gaze within the
experimental condition and lacked eye contact in the control condition.

Table 1. Paired Samples Test: Social Presence

Pair Mean Difference SD t df Sig. (2-tailed)

SP EC/CC -.25 .78 1.84 31 .076*

4.2 (Consciously Perceived) Difference, Eye Contact, and Social
Presence

Slightly more than half of our participants (56.3%) consciously perceived a differ-
ence between the two conditions, indicating that they experienced mutual gaze
in the experimental condition and lacked eye contact in the control condition. Al-
most half of the participants (43.8%) indicated that they did not recognize any
difference. Consciously perceived difference cannot be equated with perceived
eye contact, as the majority of participants who did not recognize any difference
between the two conditions (85.7%), indicated that they perceived eye contact
in both conditions. A possible explanation for this finding is that some people
prefer a ‘generalized eye contact’, simply gazing towards someone’s face but not
explicitly into someone’s eyes [24].

The group of participants, who recognized a difference between the two con-
ditions encompassed 56.3% (N = 18). The age span ranged from 22 and 61
years (M = 39.72, SD = 12.27), 50% male and 50% female. The descriptive
analysis of the IPO-SPQ shows that social presence differed between the two
conditions. Participants in the experimental condition indicated more agreement
to the given statements than participants in the control condition (see Figure
4). No effects were identified with respect to age (CC: r = −.18, p ≥ .05; EC:
r = .09, p ≥ .05) and gender (CC: r = .02, p ≥ .05; EC: r = .21, p ≥ .05).
T-tests reveal that the mean difference for social presence is 0.58, meaning that
participants in the experimental condition rated on average social presence at
0.58 points higher than participants in the control condition. This difference
is significant (t = 3.02, p = .008) and did not occur by chance (see Table 2).
Participants of our study, who consciously perceived a difference in terms of eye
contact between the two conditions, indicated to experience more social presence
in the experimental condition than in the control condition where they lacked
eye contact.

Almost half of the participants 43.8% (N = 14) were not aware of a difference
between the two conditions. The age span ranged from 23 to 66 years (M =
42.29, SD = 14.20). Again no effects were identified with respect to age (CC:
r = −.13p ≥ .05; EC: r = .23, p ≥ .05) and gender (CC: r = −.03, p ≥ .05;
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Fig. 4. Social Presence when consciously perceiving a difference (N=18)

Table 2. Paired Samples Test: Social presence when consciously perceiving a difference

Pair Mean Difference SD t df Sig. (2-tailed)

SP EC/CC -.58 .82 3.02 17 .008*

EC: r = .29, p ≥ .05). The difference between the subjective experience of social
presence in the control and experimental condition was small, negative (i.e.,
participants in the control condition experienced more social presence) and not
significant (t = −1.34, p = .204). Thus, we assume that the difference occurred
by chance and that participants’ social presence does not differ with respect
to the two conditions (see Table 3). However, it has to be considered, that
most of the participants, who did not recognized any difference between the two
groups indicated that they perceived eye contact in both conditions (85.7%).
This indicates that with respect to social presence, not the system’s capabilities
to convey eye contact might have been important but participants’ perceived
eye contact (even if it was not possible to actually establish eye contact).

Table 3. Paired Samples Test: Social presence when not consciously perceiving a
difference (N=14)

Pair Mean Difference SD t df Sig. (2-tailed)

SP EC/CC -.17 .48 -1.34 13 .204
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4.3 Gaze Behavior and Social Presence

With respect to our second research question, to what extent participants’ gaze
behavior differs when they have (no) eye contact, we analyzed their gaze be-
havior, considering four different AOIs: 1) head, 2) eyes, 3) gestures, and 4) the
camera. Three eye-tracking metrics were defined as dependent variables: dwell
time (%), fixation count and the fixation time (ms). Unfortunately, eye tracking
did not work out for all participants, which can be explained by various factors.
Jacob et al. [19] report about a considerable minority of participants, who cannot
be tracked reliably (about 10-20%). In our study, we could gather eye tracking
data from 22 out of 32 participants (68.75%). Participants of this group were
aged between 22 and 66 years (M = 42.68, SD = 11.97), 54.5% were male and
45.5% female.

Table 4. Descriptives for eye tracking metrics

Experimental Condition Control Condition
AOI Measures Mean (SD) Mean (SD)

Head Dwell Time 78.27 (22.33) 79.14 (17.26)
Fixation Time 124.27 (401.92) 127.17 (255.06)
Fixation Count 463.00 (153.97) 466.05 (125.29)

Eyes Dwell Time 17.69 (13.80) 17.39 (16.55)
Fixation Time 33.67 (25.34) 32.73 (29.28)
Fixation Count 140.27 (102.01) 132.45 (120.54)

Gestures Dwell Time 1.88 (2.45) 2.91 (3.66)
Fixation Time 3.50 (4.48) 5.10 (6.50)
Fixation Count 20.96 (24.13) 30.91 (38.26)

Camera Dwell Time .04 (.11) .04 (.07)
Fixation Time .11 (2.76) .09 (.14)
Fixation Count .73 (1.78) .68 (1.09)

Descriptive data show that participants attention with respect to the defined
AOIs head, eye, gestures, and camera did not differ between the two conditions
(see Table 4). Moreover, fixation count and time, indicators for user’s interest in
a certain AOI were similar in both conditions. With respect to the AOI gestures
we could identify differences, indicating that participants tended to pay more
attention on gestures when they had no eye contact. It has to be considered that
we identified a high standard deviation, explaining a high variation of the data
from the average. T-tests revealed a significant difference with respect to the
fixation time, indicating that participants’ attention on gestures differed. In the
control condition, participants paid significantly more attention on gestures than
in the experimental condition (see Table 5). This effect could also be identified
among participants, who consciously perceived a difference between the two
conditions (see Table 6). It indicates that participants’ attention and interest on
gestures differed with respect to the two conditions, meaning that participants
paid significantly more attention on gestures when they lacked eye contact.
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Table 5. Paired Samples Test: Gaze Behavior in the control and experimental condition

Pair Mean Difference SD t df Sig. (2-tailed)

Fixation Count EC/CC -3.05 151.19 -.09 21 .926
Dwell Time EC/CC -.86 22.19 -.18 21 .857

Fixation Time EC/CC 127170.84 35507.49 16.80 21 .000*

Table 6. Paired Samples Test: Gaze Behavior in the control and experimental condition
with respect to consciously perceived eye contact

Pair Mean Difference SD t df Sig. (2-tailed)

Fixation Count EC/CC 44.46 42.12 3.81 12 .003*
Dwell Time EC/CC 3.64 7.44 1.76 12 .103

Fixation Time EC/CC 121851.59 39892.52 11.01 12 .000*

5 Discussion

In this paper, we present results of a study that aimed at investigating the role of
eye contact and gaze behavior with respect to social presence. The study reveals
three central findings we will now briefly discuss and reflect on with respect to
social capital.

First, we identified a tendency that participants’ social presence differed with
respect to the two conditions. This would mean that the system’s capabilities to
convey eye contact had a positive effect on social presence, i.e., the experience
that the communication partner is close. If the system allowed mutual gaze
(EC), participants rather experienced social presence than when the system did
not support mutual gaze. We would like to emphasize that this finding was
not significant and has to be considered as tendency. Further investigations are
required to verify this result.

Second, we found out that social presence significantly differed in the two
conditions among participants, who consciously perceived a difference between
the two conditions with respect to eye contact. This means, that participants,
who were aware of a difference, experienced more social presence when they
perceived mutual gaze than if they lacked eye contact in the control condition.
We argue that the system’s capability to convey eye contact was important with
respect to social presence when participants actually were aware of the difference
between the two conditions. For the group of participants, who did not recognize
any difference between the two conditions we could not identify any differences
with respect to social presence. Based on this finding we assume that not the
system’s capabilities to convey eye contact had an effect on their social presence
during the mediated communication, but their experience that they had eye
contact. As this group did not recognize any difference we assume that they
preferred a ‘generalized eye contact’ and thus were not aware of the difference
between the two conditions.

Third, participants tended to pay more attention on gestures of their com-
munication partner in the control condition than in the experimental condition,
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indicating that they paid more attention on additional non-verbal cues (ges-
tures) when the system did not allow for mutual gaze than if the system allowed
mutual gaze.

We would like to point out that the results of this research need to be con-
sidered in light of some limitations. First, with respect to our eye tracking data,
the quiz itself might have had an influence on participant’s gaze behavior. Social
attention, in our case, the attention on the confederate during the conversation,
depends, for example, on whether a person is listening or talking to somebody
else. Persons tend to look, for example, more often at their communication part-
ner when being asked a questions than when answering a question [10]. Moreover,
gaze is avoided when thinking in order to reduce the cognitive load. As we chose
a quiz, this of course might have influenced participants’ gaze behavior. The idea
behind choosing the quiz was to trigger an informal atmosphere to avoid that
participants feel uncomfortable when talking with a stranger. Second, our eye
tracking data revealed a quite high standard deviation, which means that there
were high variances among participants with respect to their gaze behavior. The
identified effect needs to be verified. As a future work, we would like to further
investigate participants’ gaze behavior in VMC with respect to social presence.

5.1 Reflections on the Interrelation between Social Presence and
Social Capital

The aim of this paper is to contribute to a better understanding in what way
the present VMC system holds potential for social capital, the development of
valuable relationships. By investigating the role of eye contact and gaze behavior
with respect to social presence, we discuss in what way the system can support
the development of relationships, that are characterized by norms of trustwor-
thiness and reciprocity [30].

We consider two facets of social presence as relevant to better understand in
what way systems that support social presence hold potential for social capital:
co-presence and mutual understanding (see [28]).

Co-presence, the experience that the communication partner is ‘there’, allows
a user to immediately respond to a communication partner‘s action, which is
one aspect of reciprocity. In VMC, mutual understanding is mainly supplied by
the variety of non-verbal cues a system provides [27]. For example, eye contact
or gestures allow users to gather feedback on their communication partner’s
reactions, which is an important precondition for the development of trustworthy
relationships.

Eye contact is considered as one of the most important cues in human commu-
nication, being proximate to face-to-face communication. With respect to social
presence, our study revealed a quite diverse picture in terms of the role of eye
contact respectively mutual gaze when communicating via the given system. Not
only the system’s capability to allow mutual gaze was important but also a user’s
perceived eye contact. Among those participants, who consciously perceived a
difference between the two conditions, social presence was higher when they ex-
perienced mutual gaze than if they did not. Based on this, we assume that eye
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contact is an important cue with respect to social presence. Consequently, we
can assume that mutual gaze facilitates social dynamics such as reciprocity and
supports mutual understanding in mediated communication, important aspects
of social capital.

Nevertheless, it needs to be considered that participants, who did not con-
sciously recognize any difference did not indicate any differences with respect to
their experience of social presence. The majority indicated that they perceived
eye contact in both conditions and showed high ratings on social presence, mean-
ing that not the systems’s capabilities allowing for mutual gaze were important
but participant’s perceived eye contact. This in turn would mean that although
eye contact, i.e., mutual gaze is presumed having an important role in mediated
communication, influencing the perception of the dialogue partner, the present
VMC system holds potential for the development of social capital, even if it does
not support mutual gaze.

6 Conclusion

The goal of this paper is to better understand the role of eye contact with respect
to social presence in VMC. We carried out a user study in the lab, applying
an experimental study design with two conditions. The experimental condition
allowed eye contact; the control condition did not. Our results indicate that a
user’s perceived eye contact was important to experience social presence and that
even if mutual gaze was not supported by the system participants experienced
eye contact and social presence during the mediated communication with the
given system. Considering social presence, especially in terms of co-presence and
mutual understanding as source for social capital we assume that the system
supports the development of relationships that are characterized by reciprocity
and trustworthiness and holds potential for social capital.
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Abstract. We use public data from Twitter to study the breakups
of the romantic relationships of 661 couples. Couples are identified
through profile references such as @user1 writing “@user2 is the best
boyfriend ever!!”. Using this data set we find evidence for a number of
existing hypotheses describing psychological processes including (i) pre-
relationship closeness being indicative of post-relationship closeness, (ii)
“stonewalling”, i.e., ignoring messages by a partner, being indicative of
a pending breakup, and (iii) post-breakup depression. We also observe a
previously undocumented phenomenon of “batch un-friending and being
un-friended” where users who break up experience sudden drops of 15-20
followers and friends.

Our work shows that public Twitter data can be used to gain new in-
sights into psychological processes surrounding relationship dissolutions,
something that most people go through at least once in their lifetime.

Keywords: relationships, breakups, Twitter.

1 Introduction

The breakup of a romantic relationship is one of the most distressing experiences
one can go through in life. It is estimated that more than 85% of Americans [2]
go through this process at least once in their life time. Correspondingly, lots of
research in psychology and other fields has investigated relationship breakups,
looking at dimensions such as the impact of breakups on mental health [33],
post-breakup personal growth [39], or the increased use of technology for the
actual act of breaking up [42].

Through the advent of social media, it is possible to publicly declare one’s
relationship either using a dedicated functionality as provided by Facebook’s
“relationship status” or, as in the case of Twitter, stating a relation in one’s
public profile. For example, @user1 on Twitter might write “@user2 is the best
boyfriend ever!!”. In fact, updating one’s social network information to mention a
new partner has become almost synonymous with the beginning of a committed
relationship, leading to the expression “Facebook official” [29].

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 199–215, 2014.
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Given the scale and richness of data available on these social networks,
they have proven a treasure trove for studying relationships and relationship
breakups. Most of the existing work here that has not relied on small-scale sur-
vey data has used proprietary data such as coming from Facebook [1] or online
dating sites [9,43]. In this work, we show that it is possible to study relation-
ship breakups using public data from Twitter. Concretely, we analyze data for
couples where at least one partner in their profile mentions the other one at
the beginning of our study period (Nov. 4, 2013). We then periodically look for
removals of this profile mention before Apr. 27, 2014 and take this as indication
of a breakup, which we validate using CrowdFlower.

We use this data to address research questions related to (i) finding indicators
of an imminent breakup in the form of changes in communication patterns, (ii)
the connection between pre- and post-breakup closeness, (iii) evidence for post-
breakup depression and its dependence on being either the rejector/rejectee, and
(iv) the connection between “stonewalling” and relationship breakups.

Using Twitter data or other public social network data to address such ques-
tions comes with a number of advantages, including (i) ease of data collection,
(ii) size of data, (iii) less self-reporting bias, (iv) timely collection around the
moment of break-up, and (v) having social context in the form of network infor-
mation. However, using this type of data also comes with a number of drawbacks
including (i) noise of data, (ii) lack of well-defined variables, (iii) difficulties in
observing psychological variables, (iv) limited power to determine causal links,
and (v) privacy concerns. We discuss more of the limitations and challenges of
our study in Section 5.

Our findings include:
– Using crowdsourcing we validate that it is possible to identify a large set of

relationship breakups on Twitter.

– We observe changes in communication patterns as the breakup approaches,
such as a decrease in the fraction of messages to the partner, and an increase
in the fraction of messages to other users.

– We observe batch un-friending and being un-friended as indicated by the
sudden loss of both 15-20 Twitter friends1 and followers.

– We confirm that couples who breakup tend to be “fresher” when compared
to couples that do not breakup.

– We observe an increased usage of “depressed” terms after the breakup com-
pared to couples that do not breakup.

– We find a higher level of depressed term usage for likely “rejectees” compared
to “rejectors”, both before and after the breakup.

– Communication asymmetries, related to one-sided “stonewalling”, are more
likely for couples who will breakup.

– There are higher levels of post-breakup communication for couples who had
higher pre-breakup levels of interaction.

1 We use the term “friend” as Twitter terminology referring to another Twitter user
that a user follows.
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2 Data Collection

Twitter is an online social networking and micro blogging platform. It is one of
the biggest social networks with around 270 million active users.2. Each Twitter
user has a profile, also called bio, where they can describe themself. The content
of this free text field is referred to as profile description in this study.

Terminology – Messages vs. Mentions: We define that a Twitter user @user1
has sent a message to @user2 if a tweet by @user1 starts with ‘@user2’. An
example message from @user1 to @user2 could be: “@user2 can I come over to
your place?”. These public messages are not to be confused with direct messages,
which can only be sent to followers, are always private and can not be accessed
via the Twitter API. A user @user1 is said tomention @user2 in a tweet if @user2
occurs anywhere in the tweet. An example could be “I love @user2 soo much!”.3

Note that all messages as well as all retweets are special kinds of mentions.
Our data collection starts with a 28 hour snapshot of Twitter containing about

80% of all public tweets in late July 2013 (provided by GNIP4 as part of a free
trial). Each tweet in this data set comes with meta data that includes the user’s
profile description at the time the tweet was created. We searched this meta data
for profiles of users containing mentions of other users and along with terms such
as “boyfriend”, “girlfriend”, “love”, “bf”, “gf”, or “taken”. For example, the user
profile of @user1 containing “I am taken by @user2, the love of my life” would
be considered because it mentions another user “@user2” and contains the word
“love” (as well as “taken”). We removed profiles mentioning other accounts of
the same person such as on Instagram, Facebook, Vine, etc. by looking at simple
word matches like ‘ig’, ‘instagram’, ‘vine’, ‘fb’, etc, or if the user being mentioned
is the same as the actual user. e.g. Profiles like “I love football. Follow me on
instagram: @user2” would be removed. We also had a few thousands of profiles
mentioning popular celebrities, especially @justinbieber and @katyperry. Many
of these seemed to indicate one-sided, para-social relationships where people
claimed @justinbieber as their “boyfriend” or their “love”.

In the end, we had 78,846 users (39,423 pairs) with at least one of the users in
the pair mentioning the other in their profile, tentatively indicating a romantic
relationship. We tracked these ∼80k users starting from Nov. 4, 2013, till the
end of Apr. 2014 (24 weeks). We obtained weekly snapshots of the tweets, user
profiles (containing the profile description, their self-declared location, time zone,
name, the number of followers/friends/tweets, etc.) and their mutual friendship
relations (Does @user1 follow @user2? Does @user2 follow @user1?). Note that
even though we started with a set of ∼80k users, some of them deleted their
accounts over the course of the study, some of them are private or made them
private during the ∼6 months of data collection. So by the end of the data
collection, we were left with 73,868 users.

2 https://about.twitter.com/company
3 https://support.twitter.com/articles/14023-what-are-replies-and-

mentions
4 http://gnip.com/

https://about.twitter.com/company
https://support.twitter.com/articles/14023-what-are-replies-and-mentions
https://support.twitter.com/articles/14023-what-are-replies-and-mentions
http://gnip.com/
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For the current study, we limited ourselves to English-speaking countries to
avoid cultural differences and difficulties in analyzing different languages, e.g.,
with respect to sentiment. Hence, we only kept users who had their profile lo-
cation set to US, Canada or UK, identified using the profile timezone and their
profile language set to English. This left us with 6,737 couples (13,474 users).

As our simplistic approach of identifying tentative romantic relationships gave
some false positives, such as “Host for @SacrificeSLife All things video games. I
love comic books...”, we used Crowdflower5 (an online crowd sourcing platform)
to clean our data. Concretely, we asked three human judges to manually label
if two users were involved in a romantic relationship in Nov. 2013, and again in
Apr. 2014 by looking at the pair of Twitter profile descriptions at the relevant
time. So each user couple was labeled for two snapshots in time.

The human judges had to decide on a simple “Yes/No” answer, indicating
a romantic relationship or not for that snapshot. Since this is a potentially
subjective task, the judges were asked to answer “No” unless it is very clear that
the pair are in a romantic relationship. To ensure additional quality, we only
used results where all the three human judges agreed on a label. All three judges
agreed on the same label in 66% of the cases.

From this labeling, we can infer if a couple who were in a romantic relationship
at the start of the study (Nov. 04, 2013), were still in a relationship at the end
of the study (27 Apr. 2014). If they were in a relationship in Nov. and not in
Apr., we assume that the couple broke up sometime during this period.

We also used Crowdflower to manually label the gender of the users given the
name, profile description and profile picture, again using three human judges for
each task. The judges had to pick one of “Male/Female/Cannot say” about the
gender of the Twitter profile. Similar to the above task, we made sure that the
labels were of good quality and picked only those users for whom all the judges
agreed on a gender (80% inter-judge agreement). We also ignored the users who
were labeled “Cannot say”.

In the end, we obtained 1,250 pairs of users highly likely to have undergone a
relationship breakup, as well as 2,301 pairs of users who were in a genuine roman-
tic relationship but did not breakup. Para-social relationships with celebrities,
mentioned above, were filtered out during this step as the pair was not labeled
to be in a romantic relationship to begin with.

We decided to remove couples likely to be married, using a simple keyword
search for “married”, “wife”, “husband”, etc., as these groups have been observed
to follow different relationship dynamics compared to casual dating relationships
[6]. There were also a small fraction of same-sex couples which were removed as,
again, they are likely to follow other dynamics [13]. This left us with a set of 661
pairs (1,322 users) which we refer to as BR. As a reference set, we also randomly
sampled a set of 661 pairs of users who we knew were in a romantic relationship,
but did not breakup over the course of our study. We refer to this set as NBR.

For the BR user pairs, we looked at their weekly profile description snapshots
and identified the week when at least one user removed the mention of another

5 http://www.crowdflower.com

http://www.crowdflower.com


Relationship Breakup on Twitter 203

user in their profile. We define this to be the week the two users broke up. Fig. 1a
shows the distribution of breakups in our data over time. Though there is some
temporal variation we did not break down the data further into, say, pre- and
post-Christmas breakups. Still, to avoid temporal-specific peculiarities we also
paired the 661 BR pairs with the 661 NBR pairs concerning the week of the
breakup. This way we when we refer to “one week before the breakup” for a
particular couple in our analysis, we use the very same week for the randomly
paired NBR pair.

(a) Number of breakups in our data set
over time

(b) Length of relationships (in weeks) for
BR and NBR pairs

Fig. 1.

3 Results

3.1 Length of Relationship

It is known from literature that with an increase in relationship duration the
breakup probability decreases [23]. This is consistent with observations from our
data. Concretely, to estimate the length of the relationship between @user1 and
@user2, we looked at the oldest tweet in our data set where one mentioned the
other. We could do this as, even though we only started our study in Nov. 2013,
we collected (up to) 3,200 historic tweets for each user in our study at that point.
For the vast majority (80%) this covered all their tweets.

Using this occurrence of the first mention in a tweet as proxy for relationship
duration, we find that the average relationship length for BR pairs in Nov.
2013 was 35 weeks whereas it was 60 weeks for NBR pairs. Figure 1b shows a
histogram of the estimated relationship duration at the beginning of our study
period.

3.2 Post-breakup Changes in Profile Description

The removal by one user of the mention in their profile description of the other
user is, as described before, our definition of a breakup. However, we were in-
terested in which other changes of the profile description would coincide with
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a breakup. To study this, we looked at the profile descriptions of BR users (a)
at the start of the data collection - 04 Nov 2013, and (b) the week after their
breakup. We then generated word clouds for these two sets of profiles. Fig-
ures 2a, 2b show the profiles before/after. (We removed the very frequent words
“love” and “follow” from both before and after as they were at least 75% more
frequent than the next most frequent word before breakup and hence distorting
the distribution.)

There are several clearly visible differences and these reconfirm that our data
set really does contain actual relationship breakups. For example, the terms
“taken” or “baby” both lose in relative importance compared to the other terms.
Note, however, that terms such as “taken” do not disappear completely which
relates to a temporal difference in when the two partners update their profiles.
See Section 3.8 for details.

To rule out the influence of background temporal changes due to, say, Christ-
mas or Valentine’s Day we also generated similar word clouds using users from
NBR. For this set, we could not observe any differences over time and the figures,
very similar to the “before” cloud, are omitted here.

Though the relative loss of “taken” is expected, we were also interested in
which terms would gain in relative importance and, in a sense, come to replace
the former reference to the partner. To quantify the change in relative impor-
tance, we ranked the words before/after by frequency and looked at those words
which increased in terms of rank the most. Concretely, we weighted terms by
the formula (before rank − after rank)/after rank, which gives more weight
to terms moving to the top, rather than moving up from, say, rank 100 to rank
80. The top gainers are, in descending order, “im”, “god”, “dont”, “live”, “sin-
gle”, “dreams”, “blessed”, “fuck”. One story that potentially emerges from this
is that people (i) become more self-centered, (ii) find stability in religion and
spirituality, but also (iii) curse life for what has happened. A positive impact of
spirituality on post-breakup coping has also been observed before [15].

(a) (b)

Fig. 2. (a) Word cloud of the profile descriptions before breakup, at the beginning of
our study. (b) Word cloud of the profile descriptions one week after the breakup.
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3.3 Changes in Communication Styles with (Ex-)Partner

As Twitter is used for many purposes, including sharing factual information, we
were interested to see if there would be a noticeable change in tone when one
partner would message the other, either before or after the breakup. As simple
analysis tools, we generated word clouds of 4-grams of words from conversations
(messages) between pairs of users breaking up. Figures 3a and 3b show the shifts
in personal communication patterns.

The change is roughly from “I love you so ...” to “I hate when you ...”,
indicating a (to us) surprising amount of public fighting and insulting happening
after the breakup. For future analysis it might be interesting to quantify which
relationships “turn sour”, e.g., as a function of pre-breakup closeness.

(a) (b)

Fig. 3. (a) Word cloud of the 4-grams from messages exchanged between BR users
before breakup. (b) Word cloud of the 4-grams from messages exchanged between BR
users after breakup.

3.4 Changes in Communication Patterns around Breakups

Apart from looking for expected before/after changes, we were interested to see
if there were any gradual changes in communication patterns as people gradually
edged towards a breakup. For this, we considered only those users who had at
least four weeks of data before and two weeks after the breakup (1,070 users).
We then looked at changes in (i) the fraction of tweets that contain a message
to the partner, (ii) the fraction of tweets that are messages to non-partner users,
and (iii) the fraction of tweets that are “original”, i.e., non-retweet tweets. In
all cases, these were then macro-averaged such that each couple, independent of
their number of tweets, contributed equally to the average.

The trends are noticeable and consistent: as the breakup approaches – and
beyond – (i) the number of messages to the partner decreases, (ii) the number
of messages to other users increases, and (iii) the fraction of original tweets goes
down. Though not the goal of this study, these observations could potentially
lead to “early breakup warning” systems.
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(a) (b) (c)

Fig. 4. Comparison of various features using data from four weeks before, during and
two weeks after the breakup. (a) Fraction of the total tweets containing mentions of
the partner. (b) Fraction of the total tweets containing direct messages to someone
other than the partner. (c) Fraction of the total tweets that are not retweets. Error
bars indicate standard errors.

3.5 Breakup-Induced Batch Un-friending and Being Un-friended

After the breakup, we were expecting partners to potentially unfollow each other
but, apart from that, we were expecting “business as usual” as far as the social
network was concerned. However, when we tried to quantify our hypothesis that
there should not be ripple effects affecting other connections, we found evidence
for the opposite.

Concretely, we monitored the number of friends and followers of each of our
users over time. To be able to quantify the temporal changes, we only considered
users who had at least two weeks of data before and two weeks after the breakup
(1,156 users). As can be seen in Table 1, for the BR pairs there is a sudden drop
of about 20 followers/friends on average and 16 in the median. Unfortunately, we
do not have data on who is being unfollowed or stops following and we can only
speculate that these are former mutual friends (We had to remove an outlier
user @tatteddarkskin (249k followers, 270k friends), who changed this Twitter
id to @iammald, the week he broke up).

Table 1. Average number of friends/followers for BR and NBR for two weeks before
and two weeks after the breakup. The numbers in parentheses are for the median.

friends

T-2 T-1 T0 T+1 T+2

BR 579 (294) 582 (295) 562 (280) 564 (281) 577 (285)
NBR 588 (273) 591 (273) 596 (275) 598 (275) 601 (276)

followers

BR 683 (328) 689 (329) 669 (313) 672 (314) 675 (316)
NBR 778 (285) 780 (288) 785 (290) 787 (291) 788 (292)
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3.6 Making Profiles Private

Given that relationship breakups can be traumatic experiences and that going
through this in public can potentially be perceived as embarrassing, we wanted
to see if breakups have effects on users’ privacy settings.

On Twitter, by default all information is public and anyone can read your
tweets and see your network information. However, Twitter users have the option
to make their account private, which restricts access to their tweets to their
followers where each follower now requires approval by the user. However, even
for private profiles, the profile description and meta information such as the
number of tweets, friends or followers remains accessible through the Twitter
API. But the tweets’ content or the identities of users in the user’s social network
are then hidden.

Out of 1,250 users that ever broke up, (excluding users who broke up in the
very first and last week), 98 users eventually made their account private. Of
these, 74 users made their account private within +/- one week of the breakup
with 22 users already making this change before the week of the breakup. On
the other hand, only 23 of the NBR users made their account private.

Put differently, BR users had a 7% probability of making their profiles private
whereas this was 2% for NBR users (excluding first and last week). Interestingly,
though there is work on privacy issues on Twitter [18,26], we are not aware of any
study that looks at when and why users change their Twitter privacy settings.
For Facebook on the other hand, a connection between relationship breakups
and changes in privacy settings has been observed [24].

3.7 Evidence for Post-breakup Depression

Relationship breakups are known to be linked to depression [35]. As far as Twit-
ter is concerned it has also been shown that tweets can give indications of depres-
sion [7,41]. Following features used as part of depression classifiers, we decided
to use certain categories of the Linguistic Inquire and Word Count (LIWC)
dictionary6 [30]. Concretely, we combined terms from the “sad”, “negemo” (=
negative emotions), “anger” and “anxious” categories into a single category we
call “depressed”. The choice of these categories to be merged is inspired by [40]
who find that “much of the research on uncertainty reduction theory (URT)
has documented that high levels of uncertainty between romantic partners are
correlated with greater feelings of anger, sadness, and fear, and that reduced un-
certainty is accompanied by a decrease in the experience of negative emotion.”

For the “depressed” category we then looked at the fraction of tweets during
a particular week that contained at least one term from this category. These
fractions were then first averaged for each partner of a couple and then averaged
across couples. The resulting fractions over time are shown in Table 2.

For each week we find a statistically significant difference between BR and
NBR couples (p < .01 using non-parametric bootstrap resampling) where BR

6 http://www.liwc.net/

http://www.liwc.net/
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Table 2. Fraction of tweets containing depressing words, 2 weeks before and after the
breakup

T-2 T-1 T0 T+1 T+2

BR 0.124 0.129 0.132 0.143 0.149
NBR 0.105 0.106 0.107 0.104 0.107

pairs consistently have higher levels of these words. Moreover, their usage of
these terms increases over time and the difference between T-2 and T+2 are
significant (p < .01 using non-parametric bootstrap resampling).

3.8 Being Dumped Hurts More Than Dumping

When it comes to coping with relationship breakups previous work has found
differences depending on whether a person is the “rejector”, i.e., the initiator of
the break-up or the “rejectee” [31,36]. To identify potential breakup initiators,
we looked at BR pairs that initially had a mutual profile reference, but where
one removed the mention of the other earlier, i.e., not in the same week. We
hypothesize that the initiators are first to remove the reference of the former
partner and label them “Rejectors” and the others were “Rejectees”. There were
164 pairs where we observed such a behavior. Out of these, in 67% of the cases,
women were the rejectors.

As far as word usage of the “depressed” terms is concerned, we found that
rejectors feel less depressed compared to the rejectees (observed previously in [31]
and [36]) as shown in Table 3. Again, the differences between pairs in the same
week and the weeks T-2 and T+2 were tested for significance using bootstrap
sampling and found to be significant at p < .01.

Table 3. Rejector’s vs. rejectee’s depression levels before and after breakup

T-2 T-1 T0 T+1 T+2

Rejector 0.116 0.124 0.125 0.129 0.131
Rejectee 0.138 0.128 0.145 0.154 0.163

3.9 Pre-breakup Communication Asymmetries

Stonewalling is one of the “four horsemen of the apocalypse” defined by
Gottman [12]. Stonewalling refers to ignoring the other partner and we quantify
it by looking for communication asymmetries, where if only one side is “doing
all the talking” there is evidence of stonewalling. Concretely, in each of the four
weeks before the breakup, we looked at the number of messages exchanged be-
tween users. Here we looked if there were at least five times as many messages
in one direction as the other direction and an absolute difference of at least five
messages (to avoid cases where the difference was a mere one or two messages
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vs. zero messages). For BR couples, we found this kind of stonewalling in 224
out of the 585 couples (38%). For NBR, we only found it in 59 out of the 585
couples (10%).

3.10 Post-breakup Closeness

Existing work has looked at predicting post-breakup closeness using pre-breakup
closeness [38] and found a positive connection between the two. We show that
our data set can also be used to study this phenomenon by operationalizing
these concepts as follows. We mark a pair as being “close” after a breakup if
they both mention each other at least in two distinct weeks after they breakup
(requiring a total of at least four tweets). 97 BR couples (16% of all BR couples
with at least two post-breakup weeks) satisfy this condition for maintained, bi-
directional communication and we call them PBC (for post-breakup closeness).

To quantify pre-breakup closeness, we looked at a user’s fraction of all pre-
breakup tweets that were messages to the partner. We did the same for their
partner and then averaged this value for this couple, and then across all couples.
This we did separately for the PBC set and the remaining BR pairs called NPBC.
The same procedure of averaging pre-breakup tweets ratios was repeated for (i)
the fraction of mentions to the partner and (ii) the fraction of retweets of the
partner. We also obtained (up to) 3,200 of a user’s favorites at the end of the
study period and looked at the fraction of those that were for tweets by the
partner. This value was again averaged across partners and then across couples.
The results are presented in Table 4. For all four measures of “closeness” there
is a significant difference between the PBC and the NPBC groups with higher
levels of pre-breakup communication and interaction for couples who stay in
touch after the breakup, confirming results in [38]. We also found the same
trend when looking at the pre-study relationship duration (see Section 3.1) and
the average relationship duration was 47 weeks for PBC, but only 34 for NPBC.

Table 4. Difference between various interaction related features for PBC and NPBC.
All PBC and NPBC values are statistically significantly different (p < .01 using boot-
strap resampling).

Messages Mentions Retweets Favorites

PBC 0.0559 0.0842 0.011 0.0897
NPBC 0.0296 0.0551 0.006 0.0505

4 Related Work

The only work we know of on studying romantic relationships on Twitter is
Clayton et al. [3]. Using answers to specific questions (from surveys) from a
few hundred users, they look at how Twitter mediates conflict between cou-
ples. They find evidence that “active Twitter use leads to greater amounts of
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Twitter-related conflict among romantic partners, which in turn leads to infi-
delity, breakup, and divorce”.

Currently, we are using Twitter merely as a data source to study relationship
breakups per se. However, one could also study the more intricate relationship
between technology use and personal relationships. Weisskirch, et al. [42] look
at the attachment styles of couples involved in a relationship breakup online.
It is the only work that we are aware of that looks at the act of breaking up
through technology. Manual inspection of tweets around breakup revealed a few
instances of actual breakups through public (!) tweets in our dataset too.

Apart from facilitating breakups, increased importance of technology in
romantic relationships [29] potentially has other negative impact on romantic
relationships such as jealousy, or surveillance [40,4,8]. On the positive side, re-
searchers have looked at if technologies such as video chat can positively affect
long-distance relationships by making it easier to feel connected [14,28].

Hogerbrugge et al. [16] study the importance of social networks in the dissolu-
tion of a romantic relationship. They define certain factors such as the overlap of
networks of partners or social capital and study how these factors affect breakup.
Though we did not collect data for the Twitter social network, or its changes
over time, it would be possible to validate their findings on Twitter using our
approach of identifying breakups.

Backstrom et al. [1] used the network structure of an individual’s ego network
to identify their romantic partner. Note that a social tie on Facebook is not the
same as one on Twitter, mainly because, (i) Twitter network is directed, (ii) the
use of Facebook and Twitter may be different. Still, the notion of ‘dispersion’
defined in their paper might be related to the loss of friends/followers in our
study (see Section 3.5). Lefebvre et al. [24] study relationship dissolution on
Facebook, mainly focusing on the phases and behavior of users who go through
breakups on Facebook. There is evidence of limiting profile access in order to
manage the breakup which is similar to our findings in Section 3.6.

Researchers conducting retrospective [10] and diary [35] studies of emotional
adjustment following a breakup have found evidence of negative emotional re-
sponses including sadness and anger. In contrast to the current findings, Sbarra
et al. found no difference between rejectors and rejectees in the extent of negative
emotion following a breakup, and suggested that this might reflect difficulties
in accurately identifying who initiated the breakup. Though imperfect, the cur-
rent approach of identifying the first person to remove a profile mention as the
“initiator” or “rejector” may provide a good proxy for being the person who
is more ready to terminate the relationship or who feels more control over the
breakup; this latter feature of controllability has been found to predict better
adjustment post breakup [10,36]. It may also be that the larger sample size in
the current study provides more statistical power to detect these effects than
has been available in smaller survey studies.

Researchers studying close relationships have identified a number of factors
that predict longevity and dissolution of non-marital relationships, including du-
ration of the relationship, commitment, closeness, conflict, inclusion of other in
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the self, and the availability of alternatives [23]. Our analyses were informed by
these extant findings, and we attempted to identify proxies for several of these
important predictors, e,g., that with bi-directional profile mentions might be a
sign of greater commitment than unidirectional mentions, and our findings tend
to support those of the meta-analysis. However, we note that some relationship
features may be more easily extracted from Twitter data than others. Factors
like duration of the relationship and conflict might emerge clearly in the Twitter
data (e.g., Figures 1b, 3b). Others, such as commitment or inclusion of other
in the self (IOS), are typically assessed using multi-item self-report question-
naires, and are not directly observable in tweets (at least not with any degree
of frequency). Therefore, computational social scientists should pay particular
attention to the need for studies that demonstrate the relations between the pat-
terns they observe in data from online social networks and validated measures
of relationship factors.

5 Discussion

Though our point of departure was a privileged data set, derived from a trial
period for data access by GNIP, other ways to gather data are possible. For
example, one could use services such as Followerwonk7 to obtain a list of Twitter
users with “boyfriend” in their profile description. For historic studies, one could
use from the 1% “Spritzer” sample of public tweets on the Internet Archive8 to
find a sample of such users.

As with most similar, observational studies reasoning about causal links is
tricky. For example, the increased usage of depressed terms (see Section 3.7) after
the breakup could be a consequence of the breakup itself, or it could indicate
that relationships are more likely to end when someone is about to undergo
increased levels of depression.

Despite being limited when it comes to detecting causal links, observational
studies such as ours are useful to validate existing models and theories as well
as to provider pointers as to where a more in-depth study could be promising.
For example, the observation that there is a sudden loss both in the number
of friends and followers (see Section 3.5) is worth following up on. Were those
to-be-removed friends only added due to social pressure in the first place? Or
were they actual “friends” but maintaining communication with them would
have been too emotionally taxing?

Most existing work on post relationship breakup behavior is based on surveys
conducted long after the breakup, where people typically recall the experiences
they have been through. This method has serious flaws as pointed out in [34].
Fortunately, we can collect data right around the time of the breakup.

Undoubtedly, couples in our data set are not representative of all heterosexual
dating relationships in the United States, UK and Canada. Manually inspecting
the data indicates an over-representation of teenagers. However, even the set of

7 http://followerwonk.com/bio/
8 https://archive.org/details/twitterstream

http://followerwonk.com/bio/
https://archive.org/details/twitterstream
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teenage dating relationships make up a significant part of relationships and are
worth studying, especially as they seem to follow established patterns when it
comes to the effect of the duration of relationship on the breakup probability (c.f.
Section 3.1 and [23]), the occurrence of post-breakup depression (c.f. Section 3.7
and [35]), or communication asymmetries in the form of “stonewalling” (c.f.
Section 3.9 and [12]).

Even though in this study we ignored para-social relationships with teen
celebrities like @justinbieber and @katyperry, we could have looked at how these
relationships evolve over time [5]. Maybe a “breakup” with Justin Bieber exerts
just as much emotional stress as a breakup with a real boyfriend.

For the current study, we only looked at one-time relationship dissolutions.
We did not try to identify cases where a couple got together again or cases where
a partner “moved on” and entered a new relationship (even though the latter
is easy to identify from our data set). Having a larger and periodically updated
set of couples to monitor could allow studying such phenomena as well.

Arguably, Twitter could be used more as a type of “information network” than
a “social network” [21], questioning its use as a data source for interpersonal re-
lations. However, Myers et al. found that “from an individual user’s perspective,
Twitter starts off more like an information network, but evolves to behave more
like a social network”. Also, in our study we only consider people who at least
partly use it as a social network for personal relations in the first place.

For this study we built a data set with a “high precision” approach, at the
potential expense of recall. To be considered a “couple in a relationship”, each
pair of users underwent a sequence of filtering steps, including crowd labeling.
The scale of our study could be improved by turning to machine-learned clas-
sifiers to detect romantic relationships even when partners are not mentioning
each other in their profile descriptions. This is similar to work that looks into
“when a friend in Twitter is a friend in life” [44] and work that classifies pairs
of communicating users on Twitter into friends or foes [25].

So far we have only looked at basic measures of communication styles, such as
the fraction of tweets mentioning a partner. However, there has been a body of
work on inferring personality traits from Twitter usage [32,17,37,11]. This work
could potentially be applied to our data set to look more into which types of
personalities undergo what types of relationship breakups.

Not focusing on romantic relationships, there is research looking at unfol-
lowing on Twitter [27,19,20,22]. Though unfollowing could be seen as a “mini-
breakup” we observed that, maybe surprisingly, 44% of couples still follow each
other two weeks after the week of the breakup and in another 32% of cases one
of the partners still follows the other one at this point. For comparison, initially
96% of couples mutually follow each other.

6 Conclusions

We used public Twitter data to analyze the dissolution of 661 romantic relation-
ships on Twitter during the period of Nov. 2013 to Apr. 2014. We compared the
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behavior of the users involved with those of 661 couples to those that did not
breakup during the same period. Our analysis confirmed a number of existing
hypotheses such as: (i) the breakup probability decreases with length of the re-
lationship, (ii) post-breakup usage of “depressed” terms increases, (iii) rejectees
have higher levels of usage of depressed terms compared to rejectors, (iv) commu-
nication asymmetries and one-sided stonewalling is indicative of breakups, and
(v) higher levels of post-breakup closeness for couples who also have a higher
pre-breakup closeness.

We also found evidence of the, to our knowledge, undocumented phenomenon
of “batch un-friending and being un-friended” at the end of a relationship. Con-
cretely, we observed sudden drops of size 15-20 for both the number of friends
and followers a user has around the time of the breakup.

Though our data set is undoubtedly not representative of all relationship
breakups we believe our study still shows the huge potential that public social
media offers with respect to studying sociological and psychological processes in
a scalable and non-obtrusive manner.
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Abstract. The Name-Letter Effect states that people have a preference for brands,
places, and even jobs that start with the same letter as their own first name. So
Sam might like Snickers and live in Seattle. We use social network data from
Twitter and Google+ to replicate this effect in a new environment. We find lim-
ited to no support for the Name-Letter Effect on social networks. We do, however,
find a very robust Same-Name Effect where, say, Michaels would be more likely
to link to other Michaels than Johns. This effect persists when accounting for
gender, nationality, race, and age. The fundamentals behind these effects have
implications beyond psychology as understanding how a positive self-image is
transferred to other entities is important in domains ranging from studying ho-
mophily to personalized advertising and to link formation in social networks.

1 Introduction

According to the Name-Letter Effect (NLE), people have a preference for partners,
brands, places, and even jobs that share the first letter with their own name. Corre-
spondingly, a Sarah would be more likely to marry a Sam, go to Starbucks, move
to San Francisco, and work in sales. This phenomena has been replicated in numer-
ous settings [18,19,9,8,2,20,1] and is part of text books in psychology [13]. Some re-
searchers have, however, questioned the validity or at least the generality of such studies
[22,23,14,17,5]. By its supporters, the NLE is usually attributed to “implicit egotism”
[20] with people preferring situations that reflect themselves.

We turn to data from online social networks, Twitter and Google+, to see if the NLE
can be replicated in a large online setting. Concretely, we seek evidence for or against
the NLE in choosing social connections (Sarah following Sam) and in expressing brand
interest (Peter following Pepsi). Our findings here are mixed and, depending on the
exact setting, we find statistically significant evidence both for and against the NLE.

Extending the NLE and the idea of implicit egotism, we look for a Same-Name Ef-
fect (SNE) where a Sarah is more likely to follow another Sarah and Tom Cruise is in
particular popular among Toms. Here, we observe the presence of the SNE in different
settings. We show that the SNE exists for both genders and in different countries. We
also show that the SNE affects linking both to celebrities and to normal users and affects

� This work was done while the first two authors were interns at Qatar Computing Research
Institute.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 216–227, 2014.
c© Springer International Publishing Switzerland 2014



The Social Name-Letter Effect on Online Social Networks 217

both strong and weak ties. Finally, we show that there is an anti-correlation between the
number of friends and the extent of link preference bias caused by the SNE.

To the best of our knowledge, this is the first time that the Name-Letter Effect and
the Same-Name Effect have been studied in an online setting. It is also the largest study
of its kind with more than a million connections analyzed. Our analysis quantifies a
factor that affects link formation in online social networks. Understanding the processes
governing which links are established is crucial for areas such as information diffusion
or link prediction. Moreover, the strength of the NLE or the SNE for an individual
could be an estimate of the person’s positive self-image. Understanding this could help
in understanding homophily, and it could also be used in personalized advertising.

2 Related Work

The NLE was first observed by Nuttin in 1985 [18]. The effect was studied by asking
volunteers to pick their favorite letter from pairs or triads of letters where only one of
them belonged to the participant’s first or last name. Nuttin showed that independent
of visual, acoustical, semantic, and frequency characteristics, letters belonging to own
first and last name are preferred over other letters. The most popular explanation for
the NLE is “implicit egotism” [21]. People have positive feelings about themselves
and these feelings are associated implicitly to places, events, and objects related to the
self [20].

Later, the presence of the effect was tested in different languages and cultures. It has
been shown that the NLE exists in twelve European languages [19]. Also, Hoorens et
al., showed that the NLE exists across languages, i.e., participants picked the letters in
another language that were either visually or acoustically similar to the letters in their
names in their own language [9].

After the discovery of the NLE, many studies verified the existence of the effect in
a wide range of decision making situations: People are disproportionately more likely
to live in cities and take jobs that are similar to their name [21]. Also, brands that have
the same initial as a person’s name are preferred by that person [2] and there is a higher
chance of donation when the name of the solicitor is similar to the name of the contacted
person [1]. Studies have even found that NLE affects marriage; people are more likely
to marry a person with a similar name [11,23]. On the other hand, the NLE was not
observed in choosing favorite foods and animals [8].

Besides many studies providing evidence for an NLE, there have also been papers
questioning the presence of the effect in different areas or the reason for the effect. E.g.,
in [17], the authors show that a wrong statistical test was conducted in an earlier work
on verifying the existence of the NLE in the initial of a baseball player and number
of strike outs by him. Also, other works had shown different biases that might create
the same results as a NLE [22,23,14]. For example, in the study that showed people
are more likely to live in cities with the same initial as theirs, one explanation might
be that people in those cities named their babies with such names. Although there are
some papers challenging the existence of NLE, the critics are usually concerned about
the way a particular study was done, and the main effect is still generally accepted.
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3 The Name-Letter Effect on OSNs

In this section, we first test the generality of the NLE on Twitter and Google+ in dif-
ferent domains, such as preferred brands, celebrities, and news media. Then, we inves-
tigate the NLE in the social context. Concretely, do users follow other users with the
same initial disproportionately more than users with a different initial? Here we use the
term “follow” to refer both to Twitter following and to Google+ “has added to a circle”.
In both case, the acting user expresses an interest in the updates of the user acted upon.

3.1 Data Description

Twitter: Most of the analyses in this work is done on a large Twitter social network
gathered in [3]. The network contains all the 52 million users who joined Twitter by
September 2009 and all the 1.9 billion links among them. We also used users’ location
information from [12], which uses both location and time zone fields for inferring a
user’s country.

Google+: The Google+ dataset was created by collecting public information avail-
able in user profiles in the network. The data collection ran from March 23rd of 2012
until June 1st of 2012. In total we were able to retrieve information from 160 million
profiles . With the social links of the users, we have constructed a directed graph that
has 61 million nodes and 1 billion edges. Details of the Google+ platform and a data
characterization of an early version of the dataset is discussed in a previous work [15].

3.2 NLE and Brand Preference

For testing the NLE on Twitter and Google+, we considered a variety of domains and
we picked a pair of popular Twitter and Google+ accounts from each domain. Then, we
gathered all the followers of each account as of May 2013 (or a large 1 million uniform,
random sample of them) in Twitter, and all the followers of each account in Google+ as
in the time of the data collection (2012).

We examine the brand NLE by performing the Pearson’s chi-squared test of indepen-
dence. We do this by counting the followers of each account who have the same initial
to see if there are disproportionately many followers for the brands and users with the
same initial. For each pair of brands, we create a 2 × 2 table showing the number of
followers for each account whose initial is the same as initial of either of brands. Since
both the popularity of the brands and the frequency of name initials are not necessarily
the same across the world, in all the analyses in this section we only consider follow-
ers in the US. To filter the users in Twitter we used the location field from the users’
accounts and only picked users who had one of the top 20 most populated US cities,
United States, or USA in their location field. The location filter in Google+ was done
by extracting the geographic coordinates of the last location present on the Places lived
field, picking only the users from USA.

Table 1 shows an illustrating example of the 2 × 2 tables. A represents the number
of users who follow Brand 1 and have the same initial as Brand 1. Similarly, D is the
number of followers of Brand 2 who have the same initial as Brand 2. For testing the
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NLE, first, we calculate the expected values for the cells that the initial of the follow-
ers matches the brand’s initial (here A and D). The expected value, is the value that
the fields would have if, given the total values, the followers were split uniformly and
without any preference. Here the expected value of A would be (A+C)∗(A+B)

A+B+C+D and the

expected value of D would be (B+D)∗(C+D)
A+B+C+D . Then, expected values smaller than the

observed values for A and D indicate the existence of the NLE.
Table 2 shows all the considered Twitter and Google+ accounts and whether a signif-

icant NLE exists or not. We picked these pairs mainly because these accounts have high
number of followers. Moreover, the pairs presented here and in the rest of the paper are
all the pairs that we did the analysis on, and we are not “cherry-picking” the results. Out
of the eight considered domains in Twitter, shown in Table 2, only three of them show a
statistically significant NLE, three cases imply NLE but the results are not statistically
significant, and the remaining two pairs exhibit a negative NLE. The results suggest
that the NLE exists only in some special cases and it is not a generalizable concept for
following brands on Twitter. This analysis was done by considering the first name of the
user. We repeated the analysis using the Twitter handle (i.e., screen name) of the users.
For 61% of the users the initial of the actual name matches the initial of their Twitter
handle. Due to this high overlap, testing the NLE by using the handles yields very sim-
ilar results to using their declared names: in only two cases the results are statistically
significant, for the game consoles and the actors, and in these cases the effect is much
smaller than the NLE with actual names (3.5% and 1% respectively). In Google+, none
of the three pairs of brands/celebrities had statistically significant results, with two of
the pairs exhibiting low positive and one negative NLE.

3.3 NLE and Social Link Preference

In this section, we test the NLE in the context of friend link preference. This means
that we check if users prefer to establish links to other users with the same initial.
To have two sets of users with the same initials for testing the NLE on link prefer-
ence, we first picked the four most popular names on Twitter that have pairs of same
initials: “Michael”, “Matthew”, “Jason”, and “James”. Since these names are used in
many countries, considering all users might falsely show the NLE: say “Michael” and
“Matthew” are popular in a particular country, but not in others, in this case there will
be lots of links from “Matthew” to “Michael”, but not to “Jason”. This could create an

Table 1. Illustration of testing the NLE. If link formation is independent of the initials of the
brands, the observed value would be close to the expected value for A, namely, (A+C)∗(A+B)

A+B+C+D
.

Larger than expected observed values for A and D indicate the existence of the NLE.

Brand 1 Brand 2 Total
Brand 1 initial A B A+B
Brand 2 initial C D C +D

Total A+ C B +D
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Table 2. The Twitter and Google+ accounts considered for the brand NLE and the average per-
centage of preference for the brands with the same initial. There is no significant NLE for most
of the brands.

Twitter
Account 1 Account 2 NLE p-value

Sega Nintendo 9% < 0.001
Jim Carrey Tom Cruise 4% < 0.001

Firefox Internet Explorer 5% < 0.1
Canon Nikon 5% —
Puma Adidas 0.9% —
CNN New York Times 0.4% —
Nokia Samsung -1.3% —
Pepsi Coca-Cola -1.7% —

Google+
Account 1 Account 2 NLE p-value

Sergey Brin Larry Page 1% —
Nokia Samsung -16% —
Pepsi Coca-Cola 1% —

Table 3. Results of the NLE on link preference. Effect sizes are shown in the parentheses. In
Twitter, users with same initials have negative effect size, contradicting the NLE (p− values <
0.001). Google+ results were not statistically significant.

Twitter
Michael Jason Total

Matthew 6,455 (-2%) 4,285 (+4%) 10,740
James 12,016 (+1%) 7,236 (-2%) 19,252
Total 18,471 11,521

Google+
Mark James Total

Michael 3,605 (0%) 1,829 5,434
John 3,213 1,598 (-1%) 4,811
Total 6,818 3,427

apparent NLE in the results, that might not actually exist, or at least not due to implicit
egotism. To overcome this issue, we limited ourselves to users in the US.

Table 3 shows the results of the number of times “Matthews” and “Jameses” follow
“Michaels” and “Jasons” for Twitter. Surprisingly, the results show a slight, statistically
significant1 negative NLE (χ2(1) = 15.58). This analyses was repeated with a pair of
female names (“Melissa” and “Jennifer”) following a pair of male names (“Michael”
and “Jason”) and vice versa. Again in both cases a negative NLE existed, but this time
not statistically significant. The results clearly show that the NLE does not exist for
general social link preference. The same analyses were done for the Google+ dataset,
using the two most popular pairs of same initials: “Michael”, “John”, “Marks” and
“James”. Again, there was a negative NLE, but not a statistically significant one.

3.4 NLE and Location, Job, and Hobbies

Earlier studies have shown people prefer to live in the cities with the same initials
and also choose occupations that have the same initial as their name [21]. We tried to
replicate these findings using our data. For Twitter we gathered the profile information
of more than 4 million random users and used their location field to see the effect of
NLE in the city that people choose to live. For Google+ we retrieved the city from the

1 In this work, we consider p − value < 0.001 as statistically significant, unless explicitly
specified.
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“Places lived” field. We tested the NLE for the top ten largest city in the US2. The
ten largest cities in the US have seven unique initial letters, which leads to 21 (seven
choose two), pairs of letters for checking NLE. In Twitter, out of the 21 pairs, 8 pairs
show statistically significant results, with 6 of them showing positive NLE. In Google+,
7 pairs were statistically significant, with 6 of them showing positive NLE.

Similarly for the occupations, we consider the following jobs: engineer, cashier,
waiter(ess), teacher, and nurse. In Twitter we search the users’ bios for the correspond-
ing strings. The “bio” is the field in the profile that users introduce themselves in and
they often include their occupation. In Google+, we examine the “Occupation” field,
and looked for the same set of strings. Both in Twitter and Google+ we find only one
statistically significant result out of the ten (five choose two) possible pairs of letters,
and this single statistically significant pair has negative NLE.

We also test the NLE for the hobbies of the users. More specifically, we look for
popular sports in the bio of the users in Twitter and in the “Introduction” field of
Google+. We consider football, basketball, baseball, lacrosse, soccer, volleyball, ten-
nis, and hockey. We test the NLE again for the all 21 possible pairs of initials of the
sports and the names. Only four of the pairs show a statistically significant result, with
only one positive NLE in Twitter and two positive NLE in Google+.

Overall, our findings therefore question the existence or at least the general scope
and strength of the NLE as we failed to replicate earlier claims in this new setting.

4 The Same-Name Effect on OSNs

In this section, we test another effect in link creation preference in a more restricted
case where both users have the exact same first name, rather than just the same initial.
Since all letters of the users’ names are involved, this effect should be stronger than
the NLE. We call this effect same-name effect (SNE). In other words, are Michaels
disproportionately more likely to follow other Michaels compared to other users? A
similar idea was tested in an earlier study, where it was shown that people are more
likely to marry others with the same last name [11]. Here, we analyze linking between
users with the same name and show that there is a strong SNE that is robust to many
variations.

First, we test the SNE by considering the gender of users as the first name typically
identifies the gender. Since men (women) might be more likely to follow other men
(women) [16], considering both groups together might cause a false indication of a
SNE. So, we perform the SNE test within each gender. Also, as mentioned earlier,
having users from different countries might introduce a bias in the results, so again we
are considering only users in the US.

We pick the five most popular male names on Twitter among users from the US:
“Michael”, “John”, “David”, “Chris”, and “Brian”. Then, we count the number of times
each of the users with these names follows other users with these names. Table 4 (ap-
pendix) shows the resulting 5 × 5 table and the effect sizes of 4-13% on Twitter. We
calculate the effect size of each name as the average of pairwise preference of that

2 http://en.wikipedia.org/wiki/List of United States cities by
population

http://en.wikipedia.org/wiki/List_of_United_States_cities_by_population
http://en.wikipedia.org/wiki/List_of_United_States_cities_by_population
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name over other names in the table. This same analysis is repeated in Google+, and the
results are the same: male users significantly preferred to follow other users with the
same name 7-30% more than expected. We also tested the SNE with the five most pop-
ular female names in the US on Twitter and Google+: “Jennifer”, “Jessica”, “Ashley”,
“Sarah”, and “Amanda”. The results were similar to the previous case and even stronger:
female users significantly preferred to follow others with the same name 30-45% more
than expected in Twitter, and 10-29% in Google+.

An alternative explanation for the observed preference could be the fact that different
first names are popular in different ethnicities and races. To address this concern, we
repeated the analysis for all male first names in the US with more than 10,000 users (56
names in Twitter, 58 names in Google+). We tested the SNE pairwise for these names
and the SNE existed for all 1,540 pairs of names with an average effect size of 19% in
Twitter, and for all 1,653 pairs of names with an average effect size of 28% in Google+.
The fact that the SNE exists for all of the pairs suggests that the preference is not just
because of homophily because for at least some cases the names would be associated
with the same particular race or ethnicity.

Moreover, we used last names as a proxy of the ethnicity. We used 1990 census data
to gather last names that are prominent for only one race in the US.3 We gathered the top
1,000 last names in each of the five races of white, African-American, Asian, Hispanic,
and native American natives.4 For each race we considered only the last names that are
in the top 500 of a particular race and do not occur among the top 1,000 names for
any of the other race’s lists. Then we tested the SNE within each race for the pairwise
combination of the top 50 popular first names, 1,225 pairs, though not all of these 50
first names were found for all of the five races. Table 5 shows that for all five races a
strong and consistent SNE exists in Twitter. In Google+, most of the results were not
statistically significant, although implying positive SNE.

To account for age, we use offline data from social security statistics5. We focus
on the common ages of 20-30 years old on Twitter at the time the data was collected
(2009), which corresponds to users born between 1979-1989. We use the records of
social security to gather the most popular boy baby names during the mentioned years.
Then, we pick all the names that were in the top five at least once: “Michael”, “Ja-
son”, “Christopher”, “Matthew”, “David”, “James”, and “Daniel”. We conduct a similar
analysis to the previous section on these names. A statistically significant SNE again ex-
isted with 12-17% preference in Twitter, and 5-23% statistically significant preference
in Google+. We also try the same experiment with the most popular girl baby names
during 1979-1989. Again, a significant SNE is observable with a 16-24% preference in
Twitter and 10-106% preference in Google+.

Finally, to see if the SNE exists in different languages and cultures, we picked three
countries with different languages: Brazil, Germany, and Egypt. Then, we picked the
most popular names in each of those countries and tested the SNE. We found that a
statistically significant SNE exists in all three countries, both for Twitter and Google+.

3 http://names.mongabay.com/
4 Note that in later census the race/ethnicity has been treated differently and that “Hispanic” can

now be of any race according to the census terminology.
5 http://www.ssa.gov/oact/babynames/top5names.html

http://names.mongabay.com/
http://www.ssa.gov/oact/babynames/top5names.html
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The effect sizes for Brazilian users range from 13-22% in Twitter and from 16-22% in
Google+. Similarly, in Germany and Egypt users significantly preferred to follow other
users with the same name (6 - 101%).

5 Discussion

We have focused on testing and observing the NLE and the SNE rather than on ex-
plaining them. When using implicit egotism as an explanation the crucial assumption
is that users are free to choose the brands they like or the members of their social net-
work. This basic assumption is arguably flawed as people can only connect to people (or
brands) they know. But as the distribution of names is not homogeneous across all parts
of society this creates implicit selection biases. For example the name Emma was very
popular for girls born during 2002-20126 but less popular earlier which, in turn, means
that an Emma would be more likely to go to school with another Emma and hence have
a chance to connect. Similarly, the name DeShawn is popular among African Ameri-
cans [6] which means a DeShawn growing up in a predominantly black neighborhood
would again have a higher than expected chance of connecting to another DeShawn.
In fact, previous research has shown that mere familiarity with a name correlates with
likeability [4,7].

We tried to avoid obvious pitfalls, such as selecting names associated with a partic-
ular demographic groups, and we looked at names that were popular during a certain
period. Additionally, the fact that for testing the NLE and the SNE on link preference we
only used the network of early adopters of Twitter (up to September 2009) and Google+
(less than a year after the launch) helps to further homogenize the user set across age
and income. Also, we have used users’ last names to test the SNE within one race. Still,
naming conventions within a family, where family members are given the same first
name, could explain part of the observed the SNE.

It is also not clear what fraction of users use their real name in online social networks.
We believe this is the case for the majority of the users, especially for Google+, since
Google explicitly asked users to use their real name and banned the accounts of users
with fake names7. There might be much less use of real names on Twitter, but the fact
that our findings for Twitter and Google+ are very consistent suggests that there is no
dramatic difference between Twitter and Google+ in the way people chose their name.
And even if the majority of the names are not real, we still found the SNE, which
might have a different explanation than the implicit egotism. Also, note that for testing
SNE, we tested the effect on common English names, so we are not analyzing users
completely fake names like “cowboy”.

6 Conclusions

The Name-Letter Effect (NLE) states that people prefer the letters in their own names
over other letters. We investigated the existence of the NLE in the context of Twitter

6 http://www.ssa.gov/oact/babynames/top5names.html
7 http://gawker.com/5824622/names-banned-by-google-plus

http://www.ssa.gov/oact/babynames/top5names.html
http://gawker.com/5824622/names-banned-by-google-plus
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and Google+. Our findings question at least the generality of the NLE. Going beyond
the NLE, we analyzed users’ linking behavior for a same-name effect (SNE), where
instead of comparing the initials we compared the whole name. In this stronger version,
we observe a robust effect, even when accounting for gender, age, race, and location.

Besides the psychological aspects of NLE, there are some real-world implications.
E.g., one study has showed that using NLE can increase the chance of donation made
by people [1]. In recent years, the Coca-Cola share a coke8 campaign has proven to be
very successful by increasing sales9.
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A Appendix

Table 4. Results for the SNE on popular names in the US on Twitter and Google+. The effect
sizes are positive for all five names showing the SNE (p− values < 0.001).

Twitter
Michael John David Chris Brian Total

Michael 28,587 (+5%) 36,590 29,051 25,928 15,093 135,249
John 28,393 42,417 (+4%) 31,540 27,823 16,906 147,079

David 24,303 33,713 29,388 (+5%) 24,441 14,255 126,100
Chris 22,632 31,383 25,107 25,999 (+6%) 14,089 119,210
Brian 15,394 20,974 16,676 15,636 11,383 (+13%) 80,063
Total 119,309 165,077 131,762 119,827 71,726

Google+
Michael David John Chris James Total

Michael 5,949 (+7%) 4,492 4,659 5,349 1,829 22,278
David 4,739 5,375 (+10%) 4,526 4,858 1,657 21,155
John 4,590 3,979 5,154 (+9%) 4,687 1,598 20,008
Chris 3,971 3,431 3,659 4,791 (+9%) 1,410 17,262
James 2,349 1,980 2,329 2,556 1,287 (+30%) 10,501
Total 21,598 19,257 20,327 22,241 7,781
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Table 5. The SNE test for users with a race-specific last name. The “# of last names” indicates
the number of race-specific last names found. “Could be tested” is the number of first name
pairs where each first name had a non-zero count for the race-specific last name. There is a
large number of statistically significant positive effects, and only a single first name pair with a
significant negative effect.

Twitter

Race
# of

last names
Could be

tested
Median

SNE
Sig.

positive
Sig.

negative
Non-sig.
positive

Non-sig.
negative

White 35 1225 45% 986 0 237 2
Asian 394 1193 59% 433 1 645 114

Hispanic 341 1073 86% 350 0 541 146
Native American 72 345 100% 78 0 221 46
African-American 64 263 100% 56 0 241 66

Google+

Race
# of

last names
Could be

tested
Median

SNE
Sig.

positive
Sig.

negative
Non-sig.
positive

Non-sig.
negative

White 35 80 43% 0 0 79 1
Asian 394 608 47% 61 0 494 53

Hispanic 341 95 60% 0 0 95 0
Native American 72 1 -17% 0 0 0 1
African-American 64 16 18% 0 0 16 0

A.1 SNE and Social Tie Strength

We also investigated the correlation of the SNE and the strength of the tie between
users. Concretely, are users’ strong ties more affected by the SNE than their weak ties?
Again, we limited this analysis to users from the US and the mentioned popular names
of American users on Twitter.

We eliminated all the super-users to better capture the strong and weak ties among
normal users. For all normal users, for the link from user A to B, we looked at the
Jaccard similarity of the friends of A and B as a measure of the strength of the tie. Then,
we considered half of the links with the lower strength as weak links and the other half
as strong ties (threshold = 0.008). First, we tested the SNE by only considering weak
ties, and then by only considering strong ties. In both cases, the SNE was statistically
significant. For weak links the preference ranged from 13% to 17% and for strong ties
from 10% to 13%, and for all the five names the SNE was slightly stronger for the
weak ties. Our results suggest that people are more affected by SNE when they are
establishing a weak link. This is in contrast with an earlier study that has found the
NLE only affects people’s important decisions, such as choosing a job or place to live,
and not the more trivial decisions like favorite animals or foods [8]. This observation
was explained by an earlier finding that the NLE is a type of implicit egotism and
implicit egotism is boosted under stress [10]. However, we do not find evidence to
support this finding in Twitter. Though, the results on Google+ are not consistent with
these findings and the preference for weak ties ranged from 7-33% and for strong ties
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12-45%. Further investigation of differences between Twitter and Google+ is needed to
figure out the root of the mentioned inconsistency.

A.2 SNE and Number of Friends

Finally, we examined the correlation between the SNE and the number of friends (fol-
lowees) of users. The aim is to see if the SNE differs for users with more compared to
users with less friends. Similar to before, we considered only users from the US and the
mentioned popular names on Twitter. Then, we grouped users based on their number
of friends logarithmically, up to 64 friends and a group for users with more than 64
friends. The resulting groups are fairly balanced, with the smallest group (one friend)
containing 8% of considered users and the largest group (between 16 and 32 friends)
20% of them. We also use the same group sizes for Google+.

We tested the SNE in each of the groups by only considering the links going out
from users of that group and then taking the average of the SNE for the five considered
names. Figure 1 shows that there is a noticeable reverse correlation between the number
of friends and the SNE. Users with fewer friends are more likely to follow other users
with the same name compared to the users with a higher number of friends.
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Fig. 1. The average SNE of users grouped by the number of friends
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Abstract. During sudden onset crisis events, the presence of spam, ru-
mors and fake content on Twitter reduces the value of information con-
tained on its messages (or “tweets”). A possible solution to this problem
is to use machine learning to automatically evaluate the credibility of a
tweet, i.e. whether a person would deem the tweet believable or trustwor-
thy. This has been often framed and studied as a supervised classification
problem in an off-line (post-hoc) setting.

In this paper, we present a semi-supervised ranking model for scoring
tweets according to their credibility. This model is used in TweetCred ,
a real-time system that assigns a credibility score to tweets in a user’s
timeline. TweetCred , available as a browser plug-in, was installed and
used by 1,127 Twitter users within a span of three months. During this
period, the credibility score for about 5.4 million tweets was computed,
allowing us to evaluate TweetCred in terms of response time, effectiveness
and usability. To the best of our knowledge, this is the first research work
to develop a real-time system for credibility on Twitter, and to evaluate
it on a user base of this size.

1 Introduction

Twitter is a micro-blogging web service with over 600 million users all across the
globe. Twitter has gained reputation over the years as a prominent news source,
often disseminating information faster than traditional news media. Researchers
have shown how Twitter plays a role during crises, providing valuable informa-
tion to emergency responders and the public, helping reaching out to people in
need, and assisting in the coordination of relief efforts (e.g. [9, 12, 18]).

On the other hand, Twitter’s role in spreading rumors and fake news has
been a major source of concern. Misinformation and disinformation in social
media, and particularly in Twitter, has been observed during major events that
include the 2010 earthquake in Chile [12], the Hurricane Sandy in 2012 [10] and
the Boston Marathon blasts in 2013 [9]. Fake news or rumors spread quickly
on Twitter and this can adversely affect thousands of people [16]. Detecting
credible or trustworthy information on Twitter is often a necessity, especially

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 228–243, 2014.
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Fig. 1. Screenshot of timeline of a Twitter user when TweetCred browser extension is
installed

during crisis events. However, deciding whether a tweet is credible or not can be
difficult, particularly during a rapidly evolving situation.

Both the academic literature, which we survey on Section 2, and the pop-
ular press,1 have suggested that a possible solution is to automatically as-
sign a score or rating to tweets, to indicate its trustworthiness. In this pa-
per, we introduce TweetCred (available at http://twitdigest.iiitd.edu.in/
TweetCred/),
a novel, practical solution based on ranking techniques to assess credibility of
content posted on Twitter in real-time. We understand credibility as “the quality
of being trusted and believed in,” following the definition in the Oxford English
Dictionary. A tweet is said to be credible, if a user would trust or believe that
the information contained on it is true.

In contrast with previous work based on off-line classification of content in a
post-hoc setting (e.g. [8, 12] and many others), TweetCred uses only the data
available on each message, without assuming extensive historical or complete
data for a user or an event. Also in contrast with previous work, we evaluate
TweetCred with more than a thousand users who downloaded a browser exten-
sion that enhanced their Twitter timeline, as shown in Figure 1.

The main contributions of this work are:
– We present a semi-supervised ranking model using SVM-rank for assessing

credibility based, on training data obtained from 6 high impact crisis events
of 2013. An extensive set of 45 features is used to determine the credibility
score for each of the tweets.

– We develop and deploy a real time system, TweetCred , in the form of a
browser extension, web application, and REST API. The TweetCred extension

1 http://www.huffingtonpost.com/dean-jayson/twitter-breaking-news b

2592078.html

http://twitdigest.iiitd.edu.in/TweetCred/
http://twitdigest.iiitd.edu.in/TweetCred/
http://www.huffingtonpost.com/dean-jayson/twitter-breaking-news_b_2592078.html
http://www.huffingtonpost.com/dean-jayson/twitter-breaking-news_b_2592078.html
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was installed and used by 1,127 Twitter users within a span of three months,
computing the credibility score for about 5.4 million tweets.

– We evaluate the performance of TweetCred in terms of response time, ef-
fectiveness and usability. We observe that 80% of the credibility scores are
computed and displayed within 6 seconds, and that 63% of users either
agreed with our automatically-generated scores or disagreed by 1 or 2 points
(on a scale from 1 to 7).

This paper is organized as follows: Section 2 briefly reviews work done around
this domain. Section 3 describes how we collect labeled data to train our system,
and Section 4 how we apply a learning-to-rank framework to learn to automat-
ically rank tweets by credibility. Section 5 presents the implementation details
and a performance evaluation, and Section 6 the evaluation from users and their
feedback. Finally, in the last section we discuss the results and future work.

2 Survey

In this section, we briefly outline some of the research work done to assess,
characterize, analyze, and compute trust and credibility of content in online
social media.

Credibility Assessment. Castillo et al. [4] showed that automated classifica-
tion techniques can be used to detect news topics from conversational topics
and assess their credibility based on various Twitter features. They achieved a
precision and recall of 70-80% using a decision-tree based algorithm. Gupta and
Kumaraguru [7] in their work on analyzing tweets posted during the terrorist
bomb blasts in Mumbai (India, 2011), showed that the majority of sources of
information are unknown and have low Twitter reputation (small number of fol-
lowers). The authors in a follow up study applied machine learning algorithms
(SVM-rank) and information retrieval techniques (relevance feedback) to assess
credibility of content on Twitter [8], finding that only 17% of the total tweets
posted about the event contained situational awareness information that was
credible. Another, similar work was done by Xia et al. [19] on tweets generated
during the England riots of 2011. They used a supervised method based on a
Bayesian Network to predict the credibility of tweets in emergency situations.
O’Donovan et al. [15] focused their work on finding indicators of credibility dur-
ing different situations (8 separate event tweets were considered). Their results
showed that the best indicators of credibility were URLs, mentions, retweets and
tweet length.

Credibility Perceptions. Morris et al. [14] conducted a survey to understand
users’ perceptions regarding credibility of content on Twitter. They found that
the prominent features based on which users judge credibility are features visible
at a glance, for example, the username and picture of a user. Yang et al. [21]
analyzed credibility perceptions of users on two micro-blogging websites: Twitter
in the USA and Weibo in China. They found that location and network overlap
features had the most influence in determining the credibility perceptions of
users.



TweetCred: Real-Time Credibility Assessment on Twitter 231

Credibility of Users. Canini et al. [3] analyzed the usage of automated ranking
strategies to measure credibility of sources of information on Twitter for any
given topic. The authors define a credible information source as one which has
trust and domain expertise associated with it. Ghosh et al. [6] identified topic-
based experts on Twitter using features obtained from user-created list, relying
on the wisdom of Twitter’s crowds.

System. Ratkiewicz et al. [17] introduced Truthy,2 a system to study infor-
mation diffusion on Twitter and compute a trustworthiness score for a public
stream of micro-blogging updates related to an event. Their focus is to detect
political smears, astroturfing, and other forms of politically-motivated disinfor-
mation campaigns.

To the best our knowledge, the work presented in this paper is the first re-
search work that describes the creation and deployment of a practical system for
credibility on Twitter, including the evaluation of such system with real users.

3 Training Data Collection

TweetCred is based on semi-supervised learning. As such, it requires as input a
training set of tweets for which a credibility label is known.

To create this training set, we collect data from Twitter using Twitter’s
streaming API,3 filtering it using keywords representing six prominent events in
2013: (i) the Boston Marathon blasts in the US, (ii) Typhoon Haiyan/Yolanda
in the Philippines, (iii) Cyclone Phailin in India, (iv) the shootings in the Wash-
ington Navy Yard in the US, (v) a polar vortex cold wave in North America,
and (vi) the tornado season in Oklahoma, US. These events affected a large pop-
ulation and generated a high volume of content in Twitter. Table 1 describes
the characteristics of the data collected around the events we used to build a
training set.

In order to create ground truth for building our model for credibility assess-
ment, we obtained labels for around 500 tweets selected uniformly at random
from each event. The annotations were obtained through crowdsourcing provider
CrowdFlower.4 We selected only annotators living in the United States. For each
tweet, we collected labels from three different annotators, keeping the majority
among the options chosen by them.

The annotation proceeded in two steps. In the first step, we asked users if the
tweet contained information about the event to which it corresponded, with the
following options:
—R1. The tweet contains information about the event.
—R2. The tweet is related to the event, but contains no information.
—R3. The tweet is not related to the event.
—R4. None of the above (skip tweet).

2 http://truthy.indiana.edu/
3 https://dev.twitter.com/docs/api/streaming
4 http://www.crowdflower.com/

http://truthy.indiana.edu/
https://dev.twitter.com/docs/api/streaming
http://www.crowdflower.com/
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Table 1. Number of tweets and distinct Twitter users from which data was collected
for the purposes of creating a training set. From each event, 500 tweets were labeled.

Event Tweets Users

Boston Marathon Blasts 7,888,374 3,677,531
Typhoon Haiyan / Yolanda 671,918 368,269
Cyclone Phailin 76,136 34,776
Washington Navy yard shootings 484,609 257,682
Polar vortex cold wave 143,959 116,141
Oklahoma Tornadoes 809,154 542,049

Total 10,074,150 4,996,448

Along with the tweets for each event, we provided a brief description of the event
and links from where users could read more about it. In this first step, 45% of
the tweets were considered informative (class R1), while 40% were found to be
related to the event for which they were extracted, but not informative (class
R2), and 15% were considered as unrelated to it (class R3).

In the second step, we selected the 45% of tweets that were marked as infor-
mative, and annotated them with respect to the credibility of the information
conveyed by it. We provided a definition of credibility (“the quality of being
trusted and believed in”), and example tweets for each option in the annota-
tion. We asked workers to score each tweet according to its credibility with the
following options:
—C1. Definitely credible.
—C2. Seems credible.
—C3. Definitely incredible.
—C4. None of the above (skip tweet).
Among the informative tweets, 52% of tweets were labeled as definitively credible,
35% as seems credible, and 13% as definitively incredible.

4 Credibility Modeling

Our aim is to develop a model for ranking tweets by credibility. We adopt a
semi-supervised learning-to-rank approach. First, we perform feature extraction
from the tweets. Second, we compare the speed and accuracy of different machine
learning schemes, using the training labels obtained in the previous section.

4.1 Feature Extraction

Generating feature vectors from the tweets is a key step that impacts the accu-
racy of any statistical model built from this data. We use a collection of features
from previous work [1, 4, 8, 22], restricting ourselves to those that can be derived
from single tweets in real-time.
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Table 2. Features used by the credibility model

Feature set Features

Tweet meta-data Number of seconds since the tweet; Source of tweet (mobile / web/ etc); Tweet
contains geo-coordinates

Tweet content
(simple)

Number of characters; Number of words; Number of URLs; Number of hash-
tags; Number of unique characters; Presence of stock symbol; Presence of
happy smiley; Presence of sad smiley; Tweet contains ‘via’; Presence of colon
symbol

Tweet content
(linguistic)

Presence of swear words; Presence of negative emotion words; Presence of
positive emotion words; Presence of pronouns; Mention of self words in tweet
(I; my; mine)

Tweet author Number of followers; friends; time since the user if on Twitter; etc.
Tweet network Number of retweets; Number of mentions; Tweet is a reply; Tweet is a retweet
Tweet links WOT score for the URL; Ratio of likes / dislikes for a YouTube video

A tweet as downloaded from Twitter’s API contains a series of fields in ad-
dition to the text of the message.5 For instance, it includes meta-data such
as posting date, and information about its author at the time of posting (e.g.
his/her number of followers). For tweets containing URLs, we enriched this data
with information from the Web of Trust (WOT) reputation score.6 The features
we used can be divided into several groups, as shown in Table 2. In total, we
used 45 features.

4.2 Learning Scheme

We tested and evaluated multiple learning-to-rank algorithms to rank tweets by
credibility. We experimented with various methods that are typically used for
information retrieval tasks: Coordinate Ascent [13], AdaRank [20], RankBoost [5]
and SVM-rank [11]. We used two popular toolkits for ranking, RankLib7 and
SVM-rank.8

Coordinate Ascent is a standard technique for multi-variate optimization,
which considers one dimension at a time. SVM-rank is a pair-wise ranking tech-
nique that uses SVM (Support Vector Machines). It changes the input data,
provided as a ranked list, into a set of ordered pairs, the (binary) class label
for every pair is the order in which the elements of the pair should be ranked.
AdaRank trains the model by minimizing a loss function directly defined on
the performance measures. It applies a boosting technique in ranking methods.
RankBoost is a boosting algorithm based on the AdaRank algorithm; it also
runs for many iterations or rounds and uses boosting techniques to combine
weak rankings.

Evaluation metrics. The two most important factors for a real-time system
are correctness and response time, hence, we compared the methods based on

5 https://dev.twitter.com/docs/api/1.1/get/search/tweets
6 The WOT reputation system computes website reputations using ratings received
from users and information from third-party sources. https://www.mywot.com/

7 http://sourceforge.net/p/lemur/wiki/RankLib/
8 http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html

https://dev.twitter.com/docs/api/1.1/get/search/tweets
https://www.mywot.com/
http://sourceforge.net/p/lemur/wiki/RankLib/
http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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two evaluation metrics, NDCG (Normalized Discounted Cumulative Gain) and
running time. NDCG is useful to evaluate data having multiple grades, as is the
case in our setting. Given a query q and its rank-ordered vector V of results
〈v1, . . . , vm〉, let label(vi) be the judgment of vi. The discounted cumulative gain
of V at document cut-off value n is:

DCG@n = Σn
i=1

1

log2(1 + i)
(2label(vi) − 1) .

The normalized DCG of V is the DCG of V divided by the DCG of the “ideal”
(DCG-maximizing) permutation of V (or 1 if the ideal DCG is 0). The NDCG
of the test set is the mean of the NDCGs of the queries in the test set.

To map the training labels from Section 3 to numeric values, we used the
following transformation: 5=Informative and definitively credible (class R1.C1),
4=Informative and seems credible (R1.C2), 3=Informative and definitively in-
credible (R1.C3), 2=Not informative (R2), 1=Not related (R3). From the per-
spective of quality of content in a tweet, a tweet that is not credible, but has
some information about the event, is considered better than a non-informative
tweet.

Evaluation. We evaluated the different ranking schemes using 4-fold cross vali-
dation on the training data. Table 3 shows the results. We observe that AdaRank
and Coordinate Ascent perform best in terms of NDCG@n among all the al-
gorithms; SVM-rank is a close second. The gap is less as we go deeper into the
result list, which is relevant given that Twitter’s user interface allow users to do
“infinite scrolling” on their timeline, looking at potentially hundreds of tweets.

The table also presents the learning (training) and ranking (testing) times for
each of the methods. The ranking time of all methods was less than one second,
but the learning time for SVM-rank was, as expected, much shorter than for
any of the other methods. Given that in future versions of TweetCred we intend
to re-train the system using feedback from users, and hence need short training
times, we implemented our system using SVM-rank.

Table 3. Evaluating ranking algorithms in terms of Normalized Discounted Cumulative
Gain (NDCG) and execution times. Boldface values in each row indicate best results.

AdaRank Coord. Ascent RankBoost SVM-rank

NDCG@25 0.6773 0.5358 0.6736 0.3951
NDCG@50 0.6861 0.5194 0.6825 0.4919
NDCG@75 0.6949 0.7521 0.6890 0.6188
NDCG@100 0.6669 0.7607 0.6826 0.7219

Time (training) 35-40 secs 1 min 35-40 secs 9-10 secs
Time (testing) <1 sec <1 sec <1 sec <1 sec

The top 10 features for the model of credibility ranking built using SVM-
Rank are: (1) tweet contains via, (2) number of characters, (3) number of unique
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characters, (4) number of words, (5) user has location in profile, (6) number
of retweets, (7) age of tweet, (8) tweet contains a URL, (9) ratio number of
statuses/followers of the author, and (10) ratio friends/followers of the author.
We observe that majority of the top features for assessing credibility of content
were tweet based features rather user attributes.

5 Implementation and Performance Evaluation

In order to encourage many users to interact with TweetCred , we provided it in
a way that was easy to use, as a browser extension. We also provided access to
TweetCred as a web-based application and as an API, but the browser extension
was much more commonly used.

5.1 Implementation

The implementation includes a back-end and a front-end which interact over
RESTful HTTP APIs.

Fig. 2. Data flow steps of the TweetCred extension and API

Back-end. Figure 2 shows the basic architecture of the system.
The flow of information in TweetCred is as follows: A user logs on to his/her

Twitter account on http://twitter.com/, once the tweets starts loading on the
webpage, the browser extension passes the IDs of tweets displayed on the page

http://twitter.com/
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to our server on which the credibility score computation module is done. We do
not scrape the tweet or user information from the raw HTML of web page and
merely pass the tweet IDs to web server. The reason is that what the server needs
to compute credibility is more than what is shown through Twitter’s interface.

From the server a request is made to Twitter’s API to fetch the data about an
individual tweet. Once the complete data for the tweet is obtained, the feature
vectors are generated for the tweet, and then the credibility score is computed
using the prediction model of SVM-rank. This score is re-scaled to a value in
the range from 1 to 7 using the distribution of values in our training data. Next,
this score is sent back to the user’s browser. Credibility scores are cached for 15
minutes, meaning that if a user requests the score of a tweet whose score was
requested less than 15 minutes ago, the previously-computed score is re-used.
After this period of time, cached credibility scores are discarded and computed
again if needed, to account for changes in tweet or user features such as the
number of followers, retweets, favorites and replies.

All feature extraction and credibility computation scripts were written in
Python with MySQL as a database back-end. The RESTful APIs were imple-
mented using PHP. The hardware for the backend was a mid-range server (Intel
Xeon E5-2640 2.50GHz, 8GB RDIMM).

Front-end. The Chrome browser currently enjoys the largest user base by far
among various web browsers,9 and hence was our target for the first version
of the browser extension. In order to minimize computation load on the web
browser, heavy computations were offloaded to the web server, hence the browser
extension had a minimalistic memory and CPU footprint. This design ensures
that the system would not result in any performance bottleneck on client’s web
browser.

In an initial pilot study conducted for TweetCred with 10 computer science
students that are avid Twitter users, we used the Likert Scale of score 1–5 for
showing credibility for a tweet.10 We collected their feedback on the credibility
score displayed to them via personal interviews. The users found it difficult to
differentiate between a high credibility score of 4 and a low credibility score of 2,
as the difference in values seemed too small. Eight out of the ten participants felt
that the scale of rankings should be slightly larger. They were more comfortable
with a scale of 1–7 ranking, which we adopted.

TweetCred displays this score next to a tweet in a user’s timeline, as shown in
Figure 1. Additionally, the user interface includes a feedback mechanism. When
end users are shown the credibility score for a tweet, they are given the option
to provide feedback to the system, indicating if they agree or disagree with the
credibility score for each tweet. Figures 3(a) shows the two options given to the
user upon hovering over the displayed credibility score. In case the user disagrees

9 As of August 2014, Chrome has 59% of market share, more than doubling the 25%
of the second place, Firefox
http://www.w3schools.com/browsers/browsers_stats.asp

10 http://www.clemson.edu/centers-institutes/tourism/documents/sample-

scales.pdf

http://www.w3schools.com/browsers/browsers_stats.asp
http://www.clemson.edu/centers-institutes/tourism/documents/sample-scales.pdf
http://www.clemson.edu/centers-institutes/tourism/documents/sample-scales.pdf
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(a) (b)

Fig. 3. Users can provide feedback to the system. Figure (a) shows how users can
push the agree (“thumbs up”) button to agree with a rating, the case for the disagree
(“thumbs down”) button is analogous. Figure (b) shows how users can provide their
own credibility rating for a tweet.

with the credibility rating, s/he is asked to provide what s/he considers should
be the credibility rating, as shown in Figure 3(b). The feedback provided by the
user is sent over a separate REST API endpoint and recorded in our database.

5.2 Response Time

We analyzed the response time of the browser extension, measured as the elapsed
time from the moment in which a request is sent to our system to the moment in
which the resulting credibility score is returned by the server to the extension.
Figure 4 shows the CDF of response times for 5.4 million API requests received.
From the figure we can observe that for 82% of the users the response time was
less than 6 seconds, while for 99% of the users the response time was under 10
seconds. The response time is dominated by the requests done to Twitter’s API
to obtain the details for a tweet.

6 User Testing

We uploaded TweetCred to the Chrome Web Store,11 and advertised its presence
via social media and blogs. We analyzed the deployment and usage activity of
TweetCred on the three-months period from April 27th, 2014 to July 31st, 2014.
A total of 1, 127 unique Twitter users used TweetCred . They constitute a diverse
sample of Twitter users, from users having very few followers to one user having
1.4 million followers. Their usage of TweetCred was also diverse, with two users
computing the credibility scores of more than 50,000 tweets in his/her timeline,
while the majority of users computed credibility scores for less than 1,000 tweets.

Table 4 presents a summary of usage statistics forTweetCred . In total 5,451,961
API requests for the credibility score of a tweet were made.

11 http://bit.ly/tweetcredchrome

http://bit.ly/tweetcredchrome
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Fig. 4. CDF of response time of TweetCred . For 82% of the users, response time was
less than 6 seconds and for 99% of the users, the response time was under 10 seconds.

Table 4. Summary statistics for the usage of TweetCred

Date of launch of TweetCred 27 Apr, 2014

Credibility score seen by users (total) 5,438,115
Credibility score seen by users (unique) 4,540,618
Credibility score requests for tweets (Chrome extension) 5,429,257
Credibility score requests for tweets (Browser version) 8,858
Unique Twitter users 1,127

Feedback was given for tweets 1,273
Unique users who gave feedback 263
Unique tweets which received feedback 1,263

We received feedback from users of our system in two ways. First, the users
could give their feedback on each tweet for which a credibility score was com-
puted. Secondly, we asked users to fill a usability survey on our website.

6.1 User Feedback

Out of the 5.4 million credibility score requests served by TweetCred , we received
feedback for 1,273 of them. When providing feedback, users had the option of
either agreeing or disagreeing with our score. In case they disagreed, they were
asked to mark the correct score according to them. Table 5 shows the break-
down of the received feedback. We observed that for 40% of tweets for which
user’s provided feedback agreed with the credibility score given by TweetCred ,
while 60% disagreed—this can be partially explained by self-selection bias due
to cognitive dissonance: users are moved to react when they see something that
does not match their expectations.

Credibility Rating Bias. For the approximately 60% tweets for which users
disagreed with our score, for 49% of the tweets the users felt that credibility score
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Table 5. Feedback given by users of TweetCred on specific tweets (n = 1, 273)

95% Conf.
Observed interval

Agreed with score 40.14 (36.73, 43.77)
Disagreed with score 59.85 (55.68, 64.26)

Disagreed: score should be higher 48.62 (44.86, 52.61)
Disagreed: score should be lower 11.23 (9.82, 13.65)

Disagreed by 1 point 8.71 (7.17, 10.50)
Disagreed by 2 points 14.29 (12.29, 16.53)
Disagreed by 3 points 12.80 (10.91, 14.92)
Disagreed by 4 points 10.91 (9.17, 12.89)
Disagreed by 5 points 6.52 (5.19, 8.08)
Disagreed by 6 points 6.59 (5.26, 8.16)

should have been higher than the one given by TweetCred , while for approxi-
mately 11% thought it should have been lower. This means TweetCred tends to
produce credibility scores that are lower than what users expect. This may be in
part due to the mapping from training data labels to numeric values, in which
tweets that were labeled as “not relevant” or “not related” to a crisis situation
were assigned lower scores. To test this hypothesis, we use keyword matches to
sub-sample, from the tweets for which a credibility score was requested by users,
three datasets corresponding to crisis events that occurred during the deploy-
ment of TweetCred: the crisis in Ukraine (3, 637 tweets), the Oklahoma/Arkansas
tornadoes (1, 362 tweets), and an earthquake in Mexico (1, 476 tweets).

Figure 5 compares the distribution of scores computed in real-time by Tweet-
Cred for the tweets on these three crisis events against a random sample of all
tweets for which credibility scores were computed during the same time period.
We observe that in all crisis events the credibility scores are higher than in
the background distribution. This confirms the hypothesis that TweetCred gives
higher credibility scores to tweets that are related to a crisis over general tweets.

6.2 Usability Survey

To assess the overall utility and usability of the TweetCred browser extension, we
conducted an online survey among its users. An unobtrusive link to the survey
appeared on the right corner of Chrome’s address bar when users visited Twit-
ter.12 The survey link was accessible only to those users who had installed the
extension, this was done to ensure that only actual users of the system gave their
feedback. A total of 67 users participated. The survey contained the standard 10
questions of the System Usability Scale (SUS) [2]. In addition to SUS questions,
we also added questions about users’ demographics such as gender, age, etc. We
obtained an overall SUS score of 70 for TweetCred , which is considered above

12 http://twitdigest.iiitd.edu.in/TweetCred/feedback.html

http://twitdigest.iiitd.edu.in/TweetCred/feedback.html
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Fig. 5. Distribution of credibility scores. We observe that during crisis events larger
percentage of tweets have higher credibility than during non-crisis.

average from a system’s usability perspective.13 In the survey, 74% of the users
found TweetCred easy to use (agree/strongly agree); 23% of the users thought
there were inconsistencies in the system (agree/strongly agree); and 81% said
that they may like to use TweetCred in their daily life.

User Comments. TweetCred system was appreciated by majority of users for
its novelty and ease of use. Users also expressed their desire to know more about
the system and its backend functionality. One recurring concern of users was
related to the negative bias of the credibility scores. Users expressed that the
credibility score given by TweetCred were low, even for tweets from close contacts
in which they fully trust. For instance, one of the user of TweetCred said: “People
who I follow, who I know are credible, get a low rating on their tweets”. Such
local friendships and trust relationships are not captured by a generalized model
built on the entire Twitter space. Other comments we received about TweetCred
in the survey and from tweets about TweetCred were:

– “I plan on using this to monitor public safety situations on behalf of the
City of [withheld]’s Office of Emergency Management.”

– “Very clever idea but Twitter’s strength is simplicity - I found this a dis-
traction for daily use.”

– “It’s been good using #TweetCred & will stick around with it, thanks!”
– “It’s unclear what the 3, 4 or 5 point rating mean on opinions / jokes,

versus factual statements.”

7 Conclusions and Future Work

We have described TweetCred , a real-time web-based system to automatically
evaluate the credibility of content on Twitter. The system provides a credibility

13 http://www.measuringusability.com/sus.php

http://www.measuringusability.com/sus.php
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rating from 1 (low credibility) to 7 (high credibility) for each tweet on a user’s
Twitter timeline. The score is computed using a semi-supervised automated
ranking algorithm, trained on human labels obtained using crowdsourcing, that
determines credibility of a tweet based on more than 45 features. All features
can be computed for a single tweet, and they include the tweets content, char-
acteristics of its author, and information about external URLs.

Future Work. Our evaluation shows that both in terms of performance, accu-
racy, and usability, it is possible to bring automatic credibility ratings to users
on a large scale. At the same time, we can see that there are many challenges
around issues including personalization and context. With respect to personal-
ization, users would like to incorporate into the credibility ratings the fact that
their trust some of their contacts more than others. Regarding context, it is clear
from the user feedback and our own observations, that there are many cases in
which it may not be valid to issue a credibility rating, such as tweets that do
not try to convey factual information. In future, we would also like to study the
intersection between the psychology literature about information credibility and
the credibility of content in Twitter.

TweetCred ’s deployment stirred a wide debate on Twitter regarding the prob-
lem and solutions for the credibility assessment problem on Twitter. The browser
extension featured in many news websites and blogs including the Washington
Post,14 the New Yorker15 and the Daily Dot16 among others, generating debates
in these platforms. We can say that social media users expect technologies that
help them evaluate the credibility of the content they read. TweetCred is a first
step towards fulfiling this expectation.
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Abstract. In this paper, we propose methods to estimate the credibil-
ity of reviewers as an individual and as a group, where the credibility is
defined as the ability of precisely estimating the quality of items. Our
proposed methods are built on two simple assumptions: 1) a reviewer
who has reviewed many and diverse items has high credibility, and 2) a
group of reviewers is credible if the group consists of many and diverse re-
viewers. To verify the two assumptions, we conducted experiments with
a movie review dataset. The experimental results showed that the di-
versity of reviewed items and reviewers was effective to estimate the
credibility of reviewers and reviewer groups, respectively. Therefore, yes,
the diversity does improve the credibility of user review data.

1 Introduction

The rapid growth of the World Wide Web and Internet shopping services has
enabled users to select from a huge number of commercial products on the In-
ternet. Thus, the importance of user review data has increased, as it provides
opinions and impressions that help users choose a quality item. There are many
reviews for a variety of items on the Web, some of which are authored by pro-
fessionals and others that are authored by non-professionals. Since professional
reviews are available only for a limited number of items, even non-professional
reviews are also useful for users to help making a decision.

However, there is a problem of credibility in utilizing reviews of general users.
Since user reviews can be posted by any kinds of users including experts, novices,
and even spammers, each review and aggregation of reviews can be biased and
different from what the general public feels. Even users familiar with a particular
domain cannot always produce a widely acceptable review, as they can be highly
accustomed and accordingly biased to the domain. For example, users who have
watched many Science Fiction(SF) movies might be likely to give a lower score
to a SF movie than ordinary users, since they know more high-quality SF movies
and use them as the basis for evaluating the other SF movies.

In this paper, we focus particularly on the credibility of reviewers, where the
credibility of reviewers is defined as the ability of precisely estimating the item
quality. This ability is defined for a single reviewer, as well as a group of reviewers
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where the quality of items is estimated by aggregated reviews (e.g. the mean of
their review scores). Thus, two problems regarding credibility are addressed in
this paper: 1) estimating the credibility of a single reviewer, and 2) estimating
the credibility of a group of reviewer.

We tackle the first problem to discover experts based on their review expe-
rience approximated by the number of reviews, as well as diversity of reviewed
items. Although the credibility of a reviewer possibly correlates to the number of
reviews that he has posted, many reviews do not always guarantee high credibil-
ity of a reviewer. As we discussed earlier, users who have reviewed only a specific
category of items might post highly biased reviews. Therefore, we also consider
the diversity of reviewed items to accurately estimate the reviewer credibility,
assuming that a reviewer who has reviewed in diverse categories has higher cred-
ibility. For example, we expect that users who reviewed a wide variety of movies
have a higher ability to evaluate the quality of movies than those who reviewed
only SF movies.

We tackle the second problem to precisely estimate the quality of items by
aggregating reviews of a reviewer group. Even if the credibility of individuals is
low, it is possible to achieve high credibility when their reviews are aggregated.
This phenomenon is known as the wisdom of crowds [12], in which one of the
key criteria to obtain quality results is diversity of opinions. Thus, our proposed
method to estimate the credibility of a reviewer group stands on diversity of
reviewers, with an assumption that a group of more diverse reviewers has higher
credibility.

To verify the two assumptions mentioned above, we conducted experiments
with a movie review dataset. The credibility of reviewers was measured by the
similarity between their review score and a true score, which was approximated
by the score given by a well-known professional reviewer. Our experimental results
showed that the diversity of reviewed items and reviewers in a group was effective
to estimate the credibility of a reviewer and a group of reviewers, respectively.
Therefore, yes, the diversity does improve the credibility of user review data. The
rest of this paper is organized as follows. Section 2 describes the related work. In
Section 3, we introducemethods of estimating the credibility of reviewers based on
diversity. Section 4 describes our experiments, and Section 5 evaluates ourmethod
in light of the experimental results. We conclude this paper in Section 6.

2 Related Work

This section introduces research on finding experts and its application to recom-
mendation in Section 2.1, and research on diversity in Section 2.2.

2.1 Expert Detection and Its Application to Recommendation

Finding experts has a long history and has been recently conducted in consumer
generated media(CGM) sites. One of the representative examples is expert find-
ing in community-based question and answering (CQA) sites. Liu and Koll [5]



246 Y. Shoji, M.P. Kato, and K. Tanaka

proposed a method to find experts from CQA sites by focusing on the past an-
swers given by users. In this work, experts are defined as users who can answer
a certain kind of questions. The basic assumption used in their method is that
users are able to answer a question if they have answered similar questions in
the past.

There is some previous work on discovering experts to improve the accuracy
of recommendations. One of the assumptions in this line of work is that an item
evaluated as high-quality by experts is likely to be high-quality for many other
users. Amatriain et al. [2] proposed a recommendation method that utilizes only
the nearest experts, which are defined as users who posted a sufficient number
of reviews, and are the most similar to a user who receives a recommendation.
The performance of the proposed method was comparable to traditional collab-
orative filtering algorithms, even when a small expert set was used. Their expert
detection method was based solely on the number of reviews, and the method
did not take into account reviewed items. In our work, we utilize the diversity
of reviewed items to find experts, and propose a method to aggregate reviews to
precisely estimate the quality of items.

Sha et al. [9] proposed a method of seeking two different kinds of experts
from an online photo sharing community: trend makers and trend spotters, and
recommending trends in the community esitimated by these experts.

McAuley and Leskovec proposed [7] a method to find domain experts by
using their review experience. Users are expected to become more professional
in a domain if they work on the domain for a longer time. This work pointed
out two important perspectives of expertise: 1) a user becomes an expert if s/he
has been engaged in a domain for a long time, and 2) the evaluations done by
novices tends to be diverse, while those by experts tends to be focused.

2.2 Measuring Diversity

Our proposed method incorporates a diversity-based measure to find experts
and evaluate the credibility of a group of reviewers. There have been various
studies on diversity specialized for different problems.

Collective intelligence has been actively discussed, as the collaboration on
Web sites became a popular activity. Surowiecki [12] presented in his book some
conditions of data under which the wisdom of crowds work correctly: diversity
of opinion, independence, and decentralization. Once the three requirements are
satisfied, useful knowledge can be built from the data by means of aggregation.

Diversity has been extensively used in the field of information retrieval. One
of the most active research topics is diversification of Web search results [1,13,3].
For example, maximal marginal relevance [4] was used to diversify search results
by decreasing the score of the pages similar to ones ranked in higher positions.

The research areas that focus on diversity are not limited to computer sci-
ences, but include sociology, ecology, life science, economics, etc. Many diversity
measures have been proposed especially in the biology area. Stirling [11]
summarized three key factors regarding categorical diversity: variety, balance,
and disparity. Biodiversity has recently received attention, and is measured by
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Shannon-Wiener index [8], which was developed based on Shannon entropy. The
index highly correlates to the number of breeds and balance across different
breeds. Another diversity index, Simpson’s diversity index [6], is defined as the
probability of breed coincidence of two randomly-selected individuals. An alter-
native to these diversity measures was proposed in our previous work [10].

Since the diversity is a multi-faceted concept as can be seen in the earlier discus-
sion, the optimal design of a diversity measure highly depends on its application
domain. In this paper, we use two different kinds of diversitymeasures for reviewer
groups, namely, entropy-based and variance-based diversity measures. The for-
mer measures the variety and balance, while the latter measures the disparity of
reviewers. These two measures were compared in our experiments.

3 Method

This section introduces methods to estimate the credibility of a reviewer and
a reviewer group based on diversity measures. Our methods are designed to be
applicable to a wide variety of user review data such as movies, hotels, books,
restaurants, etc.

3.1 User Review Data

User review data can be modeled by a tripartite graph with a category hierarchy.
The tripartite graph consists of reviewers, items, categories, as well as reviewer-
item and item-category edges. The category hierarchy is a set of category-category
edges. More specifically, user review data D is defined as follows:

D = (U,R, I, B,C,H), (1)

where U is a set of reviewers, I is a set of items, C is a set of categories. A set
of edges R ⊂ U × I represents reviews of reviewers for items, e.g. (u, i) ∈ R
indicates that reviewer u reviewed item i. A set of edges B ⊂ I × C represents
categories of items, e.g. (i, c) ∈ B indicates that item i belongs to category c. A
set of edges H ⊂ C×C represents is-a relationships between pairs of categories,
e.g. (cj , ck) ∈ H indicates that category cj is a sub-category of category ck.

Category tree T = (C,H) is a rooted tree whose root is croot ∈ C. Children
of croot, i.e. M = {c | c ∈ C ∧ (c, croot) ∈ H}, are called main categories and
distinguished from the other categories.

Some variables used in our proposed methods are defined below. The number
of reviews given by user u is defined as follows:

nu = |{i | i ∈ I ∧ (u, i) ∈ R}|. (2)

The number of items that belong to category c is defined as follows:

nc = |{i | i ∈ I ∧ (i, c) ∈ B}|. (3)

Finally, we define the number of items that belong to category c and have been
reviewed by user u as follows:

nu,c = |{i | i ∈ I ∧ (u, i) ∈ R ∧ (i, c) ∈ B}|. (4)
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3.2 Estimating the Credibility of a Reviewer

The first problem we tackle is to estimate the credibility of each reviewer. Recall
that the credibility is the ability of precisely estimating the quality of items.
Our method is based on the assumption that a reviewer who reviewed many and
diverse items has high credibility. The reason why we came up with this assump-
tion is explained as follows. Suppose that there are two reviewers: one reviewed
10 movies, while another reviewed 100 movies. According to the assumption, the
latter reviewer is more credible, as his expertise is expected to be higher than
the former reviewer. Then suppose that there are another pair of reviewers: one
reviewed 100 SF movies, while another reviewed 100 a wide variety of movies.
We assume that the latter is more credible since his review is expected to be
unbiased compared to the former reviewer.

The following formula is derived if we follow the assumption on the credibility
of individual reviewer:

Credibility(u) = αnuDiv(u), (5)

where α is a parameter, nu is the number of items reviewed by user u, and
Div(u) is the diversity of items reviewed by user u. We then model the diversity
of reviewed items based on the idea of Shannon-Wiener index [8], which measures
the diversity by the entropy over species. Regarding main categories as species
in our case, Shannon-Wiener index is defined as follows:

H(u) = −
∑
c∈M

pu(c) log pu(c), (6)

where pu(c) is the probability that user u reviews an item that belongs to cat-
egory c. This probability can be estimated by the number of items of cate-
gory c reviewed by user u divided by the number of items reviewed by user u:
pu(c) = nu,c/nu.

One of the problems of Shannon-Wiener index is that it is agnostic about the
prior category distribution. Suppose that there are 10 horror and 100 SF movies.
Although the maximum entropy is achieved by reviewing 10 horror and 10 SF
movies, this reviewer is considered as biased to horror movies, as he reviewed
all the horror movies despite the small number of horror ones. Therefore, we
slightly modify Shannon-Wiener index by taking into account the prior category
distribution. More specifically, we measure the diversity by the difference of
the category distribution of a reviewer from the prior category distribution, i.e.
Kullback-Leibler divergence of the two distributions. Letting p(c) be the prior
category probability, Kullback-Leibler divergence is defined as follows:

KL(u) = −
∑
c∈M

pu(c) log
pu(c)

p(c)
, (7)

where p(c) is the number of items of category c divided by the number of items:
p(c) = nc/|I|.
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Finally, we define the diversity of a reviewer as follows:

Div(u) = exp(−KL(u)). (8)

Note that the exponential function is not essential, but is applied to make the
diversity function Div(u) positively correlate to the diversity. This diversity func-
tion becomes larger when the category distribution of a reviewer and prior cat-
egory distribution are closer. Thus, a reviewer who has evenly reviewed items is
considered as credible, as he is considered as unbiased to any category.

3.3 Estimating the Credibility of a Group of Reviewers

The second problem we address is to estimate the credibility of a group of review-
ers. Even if the credibility of individual reviewers is not so high, the credibility
of a group of reviewers can be high when their reviews are aggregated. For ex-
ample, the average review score of a group can be close to true quality of items,
even if no individual reviewer can precisely estimate the quality.

According to the previous studies on collective intelligence [12], the diversity
of members in a group is an important factor to obtain a high-quality result
from the group by means of aggregation. For example, there are two groups: one
includes ten SF maniacs, while another includes five SF and five horror maniacs.
Given an item to each group, the average review score given by the former group
might be more biased than the latter, as the aggregated score may reflect only
a specific preference of the homogeneous group.

Therefore, we propose methods to estimate the credibility of a reviewer group
based on the diversity of the reviewers. Our assumption for this problem is that a
group of many and diverse reviewers has high credibility. As the diversity can be
measured by three types of aspects, namely, balance, variety, and disparity [11],
we propose two diversity measures that take into account different aspects, i.e.
entropy-based and variance-based diversity measures.

The entropy-based diversity measure is similar to the one we used in estimat-
ing the credibility of individual reviewers, and takes into account the balance
and variety of reviewers1. A high entropy-based diversity measure indicates that
there are more types of reviewers in a group and the distribution of reviewers
is balanced across the types. On the other hand, the variance-based diversity
measure reflects the disparity aspect of diversity, and becomes high if reviewers
in a group are dissimilar each other.

To compute the two diversity measures briefly explained above, it is necessary
to model the similarity between reviewers in some way. To this end, we opted to
characterize reviewers by using their expertise estimated by their reviews, with
an assumption that a reviewer who has reviewed diverse items in a category has
high expertise in the category. For instance, a reviewer who have watched and
reviewed all of space opera, cyberpunk, and science fantasy movies is expected

1 Balance and variety are simultaneously measured since they are not divisible in many
cases.
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to have more knowledge in the SF category than one who have reviewed only
space opera movies.

In a similar way to the diversity computation for a single reviewer, the exper-
tise of user u in main category c is measured by Kullback-Leibler divergence of
the sub-category distribution of a reviewer and prior sub-category distribution:

KLsub(u, c) = −
∑

s∈Sub(c)

pu(s|c) log
pu(s|c)
p(s|c) , (9)

where Sub(c) is a set of sub-categories of main category c (i.e. Sub(c) = {s |
s ∈ C ∧ (s, c) ∈ H}), pu(s|c) is the probability that user u reviews an item of
category s conditioned by category c (pu(s|c) = pu(s)/pu(c)), and p(s|c) is the
prior probability of category c conditioned by category c (p(s|c) = p(s)/p(c)).

As the Kullback-Leibler divergence negatively correlates to the expertise in a
main category, we apply an exponential function in the same way as the diversity
computation for a single reviewer, and define the expertise of user u in main
category c as follows:

eu,c = exp(−KLsub(u, c)). (10)

Below, we explain the two diversity measures in the details.

Entropy-Based Diversity Measure

The entropy-based diversity measure is the entropy of the expertise distribution
of a group as a whole with consideration of the prior expertise distribution.
We first model the expertise of group G ⊂ U in category c by aggregating the
expertise of reviewers in the group:

eG,c =
1

|G|
∑
u∈G

eu,c. (11)

We then model the prior expertise in category c:

ec =
1

|U |
∑
u∈U

eu,c. (12)

The prior expertise can be interpreted as the average expertise in all the review-
ers. Although these expertise scores do not represent a probability, we could
normalize the expertise scores to treat them as probabilities:

peG(c) =
1

|G|
∑
u∈G

eu,c, (13)

pec =
1

|U |
∑
u∈U

eu,c. (14)
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Kullback-Leibler divergence of the expertise distribution of a reviewer group
and the prior expertise distribution is defined as follows:

KLe(G) = −
∑
c∈M

peG(c) log
peG(c)

pe(c)
. (15)

This divergence represents the closeness between the expertise of a group and
prior expertise, and becomes smaller if the group expertise is more evenly dis-
tributed against the prior expertise.

Entropy-based diversity measure EDiv is then defined as follows:

EDiv(G) = exp(−KLe(G)). (16)

Note that the exponential function is not essential again.
The entropy-based diversity measure increases as the expertise of a group as

a whole is evenly distributed in each category. Note that this measure does not
take into account the diversity of each reviewer in a group, and becomes high
in both of the following cases: 1) all the reviewers in the group have balanced
expertise in each category, and 2) the expertise distribution of the group is close
to the prior expertise distribution, even though the expertise distribution of each
reviewer is far from the prior expertise distribution.

Variance-Based Diversity Measure

As computing the variance-based diversity measure requires the dissimilarity
between reviewers, we first map reviewers on a |M |-dimensional space, where
each dimension represent the expertise in a main category. A vector of reviewer
u is denoted by vu and defined as follows:

vu = (eu,c1 , eu,c2 , . . . , eu,c|C|), (17)

where eu,c is the expertise of reviewer u in category c.
Variance-based diversity measure VDiv, which is the average dissimilarity

between individual reviewers and the mean of the reviewers in the group, is
defined as follows:

VDiv(G) =
1

|G|
∑
u∈G

‖vu − v̄G‖, (18)

where v̄G is the mean of reviewer vectors of group G, i.e. v̄G = 1
|G|

∑
u∈G vu.

In summary, we proposed diversity measures to estimate the credibility of re-
viewers as an individual and as a group. A variant of Shannon-Wiener index was
proposed to measure the diversity for both of the cases, and a variance-based
diversity measure was used only for a reviewer group. Note that the entropy-
based and variance-based diversity measures correlate to some extent, but be-
have differently in some cases. For example, the entropy-based diversity measure
becomes high if reviewers in a group have similar expertise in a wide variety of
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categories, whereas the variance-based diversity measure does not. In the next
section, we demonstrate the correlation between the credibility and diversity
measured by the proposed methods.

4 Experiment

To clarify the effectiveness of our diversity measures for estimating the credibil-
ity of reviewers, we conducted experiments by using movie review data taken
from Yahoo! Movies. Through the experiments, we tested the validity of the two
assumptions: 1) a reviewer who has reviewed many and diverse items has high
credibility, and 2) a group of reviewers is credible if the group consists of many
and diverse reviewers.

4.1 Dataset

The movie review data was taken from Yahoo! Movies2, which is one of the
biggest movie communities in Japan. We collected 27,516 movies and 158,385
reviewers. There are 1,124,555 reviews and 38 categories in this dataset.

Since some real review data including ours do not contain explicit hierarchy
information in categories, we applied a heuristic method to construct a hierar-
chy. Our method first extracted existing categories as main categories (e.g. 38
categories in our data), and then generated sub-categories by combining any
pair of co-occurring main categories. More precisely, letting M be a set of main
categories, we define a set of sub-categories as S = {cj ⊕ ck | i ∈ I ∧ (i, cj) ∈
B ∧ (i, ck) ∈ B}, where ⊕ is an operator to concatenate two category names.
We let the resultant set of sub-categories belong to main categories from which
the sub-categories were generated, e.g. edges (c, cj) and (c, ck) were added to H
for c = cj ⊕ ck. For example, “Star Wars” belongs to two main categories SF
and adventure. We created a sub-category SF - adventure and let it belong to
SF and adventure. Finally, a set of categories is defined as C = M ∪ S.

Note that we created a special sub-category indicating that a movie belongs
to only a main category and does not belong to any sub-category. Given a movie
belonging only to main category c, we added subcategory c′ = c ⊕ c to the
entire category set, and edge (c′, c) to H . This special type of sub-categories was
added because movies without any sub-category are not taken into account in
the expertise estimation. For instance, the movie “Blade Runner” belongs only
to SF category. This movie was assigned to a SF - SF sub-category.

Tables 1 and 2 show the detailed statistics of reviewers and movies in our
dataset, from which we can find many reviewers who posted a review only once,
and movies with a few reviews.

4.2 Evaluating the Credibility of a Reviewer

The first assumption is that a reviewer who has reviewed many and diverse
items has high credibility. To test this assumption, we compared the correlation

2 http://movies.yahoo.co.jp/

http://movies.yahoo.co.jp/
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Table 1. Statistics of reviewers

# of reviewers

Reviewed only 1 movie 140,180
Reviewed less than 10 movies 204,178
Reviewed 1,000+ movies 39
Reviewed 2,000+ movies 7

Total 158,385

# of reviews per reviewer

Arithmetic mean 6.35
Mode 1
Median 1
Max 5,301

Table 2. Statistics of movies

# of movies

Reviewed by only 1 Reviewer 6,326
Reviewed by 10+ Reviewers 8,877
Reviewed by 1000+ Reviewers 158
Reviewed by 2000+ Reviewers 29

Total 27,514

# of reviewers per movie

Arithmetic mean 40.82
Mode 1
Median 4
Max 6,304
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Quantity
#review →

Fig. 1. Quantity, diversity, and their combination vs. review score entropy

between the credibility and following measures: quantity (nu in Equation 2), di-
versity (Div(u) in Equation 10), and both diversity and quantity (Credibility(u)
in Equation 5 (α = 1)).

Before testing the first assumption, we start with illustrating the character-
istics of these three measures. Figure 1 shows how well the three measure dis-
tinguish expert reviewers from the others, where the horizontal axis represents
the value of each measure, and the vertical axis represents the entropy of re-
view scores. Each point in the figures represents the value of a measure and
review score entropy of a reviewer. According to McAuley and Leskovec’s work,
experienced reviewers have a higher review score entropy, while novice review-
ers cannot take full advantage of the range of scores, and are likely to evaluate
items in a narrow and biased manner. For example, novice reviewers may use
only three or four even if they are asked to evaluate movies at a five-point scale.
Thus, the review score entropy can be a good indicator of experts.

In the ideal case, points in the figures should converge towards the upper right
corner: some novice reviewers gave a wide or a narrow range of scores, while the
most expert reviewers gave a wide range of scores. It can be seen fromFigure 1 that
both of the quantity and diversity can distinguish experts (reviewers with high
review entropy) from the others. The diversity measure shows a slightly better
discriminative power as reviewers broadly spread along the horizontal axis.
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Fig. 2. Quantity, diversity, and their combination vs. RSS to professional scores

To test the first assumption, it is necessary to obtain true quality of each item.
Since it is hard to get exact true quality score, we approximated it by the score
given by a well-known professional reviewer. We extensively compared reviewers
who rated many and diverse movies, and carefully selected one who gives a widely
acceptable score. Finally, we decided to use reviews authored by Yuichi Maeda,
and manually collected his reviews from his Web site3. He is a Japanese profes-
sional critic and movie journalist who has written 1,832 reviews since 2003 to 2014
on his site. We found 1,689 movies included in both of his and our review data.
As the range of his review scores was different from ours, we converted them to a
five-point scale and used the scores as true quality of items.

The credibility of a reviewer was estimated by the residual sum of squares
(RSS) between his score and a score of reviewer u:

RSS(u) =
1

|Iu ∩ P |
∑

i∈Iu∩P

(score(u, i)− scorepro(i))
2, (19)

where P is a set of movies reviewed by the professional, Iu is a set of movies
reviewed by user u (Iu = {i | i ∈ I ∧ (u, i) ∈ R}), score(u, i) is a review score of
u for movie i, and scorepro(i) is a review score of the professional for movie i.

Figure 2 demonstrates that a reviewer becomes more similar in rating to the
professional reviewer if the reviewer has reviewed more and more diverse movies.

4.3 Evaluating the Credibility of a Group of Reviewers

To test the second assumption regarding the credibility of a group of reviewers,
we compared following measures: quantity (|{u | u ∈ U ∧ (u, i) ∈ R}| for item i),
entropy-based diversity measure (EDiv(G) in Equation 16), and variance-based
diversity measure (VDiv(G) in Equation 18). The absolute error between the
score of the professional and the average score of group G for item i is defined
as follows:

AE(G, i) =

∣∣∣∣∣
1

|G|
∑
u∈G

score(u, i)− scorepro(i)

∣∣∣∣∣ . (20)

If our second assumption is probable, the absolute error from large and diverse
groups is smaller than that of smaller and/or more homogeneous groups.

3 http://movie.maeda-y.com/

http://movie.maeda-y.com/
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Fig. 3. Quantity, entropy-based, and variance-based diversity measure vs. RSS to pro-
fessional scores (for all the groups)

Figure 3 shows the average absolute error of groups in each bin. We sorted all
the groups based on one of the three measures, and categorized them into five
bins based on the order of groups. For example, the leftmost bin of each figure
includes groups ranked within top 20% when they are sorted in descending order
of each measure. Thus, the left bins of each graph contain reviewer groups that
are estimated as more credible, whereas the right bins contain reviewer groups
that are estimated as less credible.

In the ideal case, the bars would slant upward to the right: the absolute error to
the professional should become bigger for smaller or more homogeneous groups,
while the error should be smaller for bigger or more diverse groups. of a group
whose members are many or diverse is close to it. The bars of the quantity
and entropy-based diversity measure show slightly similar trends to the ideal
case, though they are not conclusive. The graph of the variance-based diversity
measure does not show a trend similar to the ideal case. When we compare
the leftmost bins, which contains the most diverse groups (top 20%), it can be
seen that the entropy-based diversity measure outperforms the quantity-based
measure in finding the most credible reviewers.
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Fig. 4. Quantity, entropy-based, and variance-based diversity measure vs. RSS to pro-
fessional scores (for groups with less than 100 reviewers)
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As we have observed from Figure 3, there is much absolute error difference
between groups with different diversity. We hypothesized that the absolute error
to the professional can be small enough if plenty of reviews are available for each
movie, and investigated a case where a limited number of reviews are available.
Figure 4 shows the average absolute error of groups with less than 100 reviews.
In this case, the entropy-based diversity measure and number of reviewers can
more accurately estimate the credibility of reviewer groups.

5 Discussion

Our first experiment was successful in evaluating the credibility of a reviewer,
supporting our hypothesis that reviewers who see diverse movies and reviewers
who see many movies are reliable. We learned that these reviewers are character-
ized by a more even spread among their review scores and a amaller difference
in rating with professional reviewers.

The reason why the difference of opinion of amatures and of professional does
not converge to 0 is the difference of average; the professional’s average rating
is 3.3, and amature’s is 3.6. Professionals are sometimes forced to see and to
rate unfavorite movies at the job. Amateur can choose their favorite movies to
review.

From the second experiment, we established that the entropy-based diversity
and reviewer group size are good barometers to measure the credibility of a
group. In contrast, Variance-based diversity does not work well.

The entropy-based diversity can measure the credibility of a group especially
in case the number of reviewer is lower than 100. It’s interesting to note that,
when the number of members is small, the diversity of members is important,
but when it is large, this is not the case. Generally, when the size of the a group
is large enough, the most group is reliable when it is likely that the credibility
of the group is saturated, we don’t need to consider the size and diversity of the
group. Figure 5 shows the relationship between the effect of the entropy-based
diversity and the size of a group. The horizontal axis lists the groups binned
by size. Each bin contains same number of groups. Groups were classified into
high-diversity groups and low-diversity groups by their median entropy-based
diversity. The vertical axis shows the average distance between the rating of
the professional and that of the group. When the number of reviewers is less or
equal to 440, a high diversity of reviewers minimized the score difference with
the professional review. This fact supports our proposition. Contraly, in cases
where the number of reviewers exceeds 440, the diversity of reviewers did not
affect the score difference. Naturally, a larger group will be more credible be-
cause of the law of large numbers. The accuracy of the average score, however,
trended down for the cluster of movies that assumed 119 to 182 reviews. This
can be attributed to two possible causes. The movie reviewed by many review-
ers is a popular movie, who tend to attract an audience of persons unfamiliar
with movies. Their opinions are not very credible as evidenced by professional
reviewers often shooting down popular movies. It refrects a characteristic of the
review dataset; online user review are not implicit data, but intentional data.
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Fig. 5. Effectiveness of the Entropy-based Diversity

The variance-based diversity does not work well, regardless of the group size.
One reason could be a biased group (i.e. a community of specialists) providing
a correct opinion. Another cause could be generalists. They are simillar to each
other. A group that consists of non-diverse generalists can rate movies accurately.

6 Conclusion

In this paper, we proposed a method to estimate credibility of individuals and
reviewer groups. We proposed two simple assumptions: a reviewer who has re-
viewed many and diverse items has a high credibility, and a group of reviewers
is credible if the group consists of many and diverse reviewers. We modeled a
general user review structure with a category tree and proposed diversity-based
measurement calculations. Through experiments using a real dataset of movie
reviews, the effectiveness of the assumption 1 was confirmed; a reviewer, who
reviews many and diverse movies has a high credibility. The effectiveness as-
sumption 2 was partially confirmed; when the number of members is small, the
entropy-based diversity is a good indicator to measure the credibility of a group.
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Abstract. Despite the enthusiastic rhetoric about the so called collec-
tive intelligence, conspiracy theories – e.g. global warming induced by
chemtrails or the link between vaccines and autism – find on the Web
a natural medium for their dissemination. Users preferentially consume
information according to their system of beliefs and the strife within
users of opposite worldviews (e.g., scientific and conspiracist) may result
in heated debates. In this work we provide a genuine example of infor-
mation consumption on a set of 1.2 million of Facebook Italian users.
We show by means of a thorough quantitative analysis that information
supporting different worldviews – i.e. scientific and conspiracist news –
are consumed in a comparable way. Moreover, we measure the effect of
4709 evidently false information (satirical version of conspiracist stories)
and 4502 debunking memes (information aiming at contrasting unsub-
stantiated rumors) on polarized users of conspiracy claims.

Keywords: misinformation, collective narratives, crowd dynamics, in-
formation spreading.

1 Introduction

The large availability of data from online social networks (OSN) allows for the
study of mass social dynamics at an unprecedented level of resolution. Along
this path, recent studies have pointed out several important results in the emerg-
ing field of computational social science [1, 2] ranging from the influence-based
contagion, up to the emotional contagion, passing through the virality of false
claims [3–5]. In particular in [5, 6] it has been shown that massive digital mis-
information permeates online social dynamics creating viral phenomena even
on intentional parodistic false information. Social interaction, healthcare activ-
ity, political engagement and economic decision-making are influenced by digital
hyper-connectivity – i.e. the increasing and exponential rate at which people,
processes and data are connected and interdependent [7–16]. Everyone can pro-
duce and access a variety of information actively participating in the diffusion
and reinforcement of worldviews and narratives. Such a process has been dubbed
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as collective intelligence [17, 18]. However, despite the enthusiastic rhetoric about
the ways in which digital technologies have burst the interest in debating politi-
cal or social relevant issues, their role in enforcing informed debates and shaping
the public opinion still remain unclear. A large body of literature from polit-
ical science focused on the socio-cognitive aspects of citizens participating in
the political discussion. As pointed out by [19] individuals can be uninformed
or misinformed. The role of corrections in the diffusion and formation of biased
beliefs have been addressed in [20]. In this work we address such a challenge
by accounting for the consumption of information belonging to different world-
views on online social media. The World Economic Forum listed massive digital
misinformation as one of the main risks for the modern society [21]. Conspiracy
theories as alternative explanations to complex phenomena (e.g., globalization
or climate change) find on the Web a natural medium for their dissemination
and, not rarely, they are used as argumentation for policy making and foment
collective debates [22]. Conspiracy theses tend to reduce the complexity of reality
by explaining significant social or political aspects as plots conceived by power-
ful individuals or organizations. Since these kinds of arguments can sometimes
involve the rejection of science, alternative explanations are invoked to replace
the scientific evidence. For instance, people who reject the link between HIV
and AIDS generally believe that AIDS was created by the U.S. Government to
control the African American population [23]. The spread of misinformation in
such trusted networks can be particularly difficult to detect and correct because
of the social reinforcement – i.e. people are more likely to trust an information
originating from within their network or someway consistent with their system
of beliefs [24–34, 15, 35]. Since unsubstantiated claims are proliferating over the
Internet, what would happen if they were used as the basis for policy mak-
ing? Such a scenario makes crucial the quantitative understanding of the social
determinants related to content selection, information consumption, and beliefs
formation and revision. Misinformation is pervasive and as a first reaction we no-
ticed the emergence of blogs and pages devoted to debunk false claims, namely
debunkers. Meanwhile, the strong polarization of users with respect to one or
another worldview (fomented by the possibility to ban and to write negative
comments) triggered the proliferation of satirical pages producing demential im-
itation of conspiracy theses (e.g., chemtrails containing sildenafil citratum – i.e.
the active ingredient of ViagraTM– or the political action committee to abolish
the thermodynamic laws), namely trolls. In this work we provide a genuine ex-
ample of robust generative patterns about information consumption on the Ital-
ian Facebook on a sample of 1.2 million of individuals. In particular, we show,
through a thorough quantitative analysis, similar consumption patterns of infor-
mation supporting different (and opposite) worldviews. Then, we measure the
social response of polarized users of alternative news to 4709 satirical version of
conspiracy theses and to 4502 debunking memes (information aiming at correct-
ing the diffusion of unsubstantiated claims) for increasing level of user engage-
ment on the preferred category of information (scientific news and conspiracy
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news). We find that polarized users of conspiracy-like claims interacting with
debunking or parody of conspiracy claims are more likely to interact again with
conspiracy rumors.

2 Data Collection

In order to define the space of our investigation, we were helped by Facebook
groups very active in the debunking of conspiracy theses (see acknowledgments
section). The resulting dataset is composed of 73 public Facebook pages divided
in scientific news and conspiracist news for which we downloaded all the posts
(and their respective users interactions) in a timespan of 4 years (2010 to 2014).
In addition, we consider 6 pages very active in debunking conspiracy informa-
tion, namely hoax-busters, and 2 pages satirizing conspiracy theories by diffusing
intentional false information as a satirical imitation of conspiracy theses. These
latter have produced information that went viral despite their evident satirical
taste. Among these, the OGM yellow tomatoes and the violet carrots created
by industries to satisfy aesthetic needs (notice that the first tomatoes arrived
in Europe were yellow) or the wonderful anti-hypnotic effects of lemon (such
a post received more than 45.000 shares). The entire data collection process
is performed exclusively with the Facebook Graph API [36], which is publicly
available and which can be used through one’s personal Facebook user account.
The exact breakdown of the data is presented in Table 1. The first category
includes all pages diffusing conspiracist information – pages which disseminate
controversial information, most often lacking supporting evidence and sometimes
contradictory of the official news. The second category is that of scientific dis-
semination including scientific institutions and scientific press having the main
mission to diffuse scientific knowledge. We focus our analysis on the interaction
of users with the public posts – i.e. likes, shares, and comments. Each of these
actions has a particular meaning. A like stands for a positive feedback to the
post; a share expresses the will to increase the visibility of a given information;
and comment is the way in which online collective debates take form. Comments
may contain negative or positive feedbacks with respect to the post.

Table 1. Breakdown of Facebook dataset. The number of pages, posts, comments
and likes for all category of pages.

Total Science Conspiracy Hoaxbusters Troll

Pages 81 34 39 6 2
Posts 271, 296 62, 705 208, 591 4, 502 4, 709
Likes 9, 164, 781 2, 505, 399 6, 659, 382 67, 324 40, 341
Comments 1, 017, 509 180, 918 836, 591 17, 883 58, 686
Unique Comments 279, 972 53, 438 226, 534 5, 115 42, 910
Unique Likes 1, 196, 404 332, 357 864, 047 12, 427 16, 833
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3 Results and Discussion

3.1 Information Consumption

We start our analysis by characterizing information consumption patterns by
focusing on the behavior of usual consumers of conspiracy and scientific news.
Through a thresholding strategy we select the most active users in a specific
category according to their liking activity on the posts of the two categories. As
we assume likes to be positive feedbacks with respect to the information reported
on the post [37], a user is labeled as polarized in one category if the 95% of
his likes is given on posts published on pages of such a category. We are label
255, 225 users polarized in science and 790, 899 users polarized in conspiracy.
In Figure 1(a) we show the empirical complementary cumulative distribution
function (CCDF) of the users’ persistence rate, namely r, intended as the mean
time interval (in hours) between likes of a user on posts of their preferred category
of information (scientific or conspiracy news). Usual consumers of conspiracy and
scientific news present a very similar information consumption patterns.
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(b) User’s lifetime

Fig. 1. Panel a) Fruition Patterns: Empirical CCDF of the mean time interval (in
hours) between likes for each user. The two distributions are indicating a similar be-
havior in the rate of persistence of the users. Panel b) User’s lifetime. Empirical
CCDF of user’s lifetime (in hours) – i.e. the time interval between the first and the last
like of each polarized user in the category which he belongs to.

In Figure 1(b) it is shown the CCDF of users’ lifetime, namely l – i.e., the
time interval (in hours) between the first and the last like of the users on posts
of the category which they are assigned to. These results show that information
belonging to different (and opposite) worldviews are consumed in a similar way
by their respective users.
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3.2 Engagement and Interaction with External Information

We continue our analysis by addressing the relationship between the exposition
to external information and the level of engagement of a user preferred kind of
content. We use information from a) hoaxbusters pages aiming at debunking and
correcting the diffusion of false claims (mainly conspiracy theses) such as the link
between vaccines and autism or the astonishing medical powers of soursop and
b) troll pages intentionally posting satirical and imitations of conspiracy theses.
In particular, we analyze how the activity (comments and likes) of polarized users
on troll and debunking posts changes as a function of θ – i.e. the engagement
degree, intended as the number of likes of a polarized user in the category which
he/she belongs to. In Figure 2 we show the number of polarized users as function
of the threshold θ.
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Fig. 2. Users Engagement. Number of polarized users as a function of the engage-
ment degree θ.

In Figure 3 we show the activity (number of likes and comments) of polarized
users of scientific and conspiracy news on respectively, 4,502 debunking (panel
a) and 4709 troll (panel b) information as a function of θ. On the one hand,
consumers of scientific news are more active in liking and commenting debunking
posts. On the other hand, consumers of conspiracist posts are more prone to like
(and not to comment) satirical imitation of the story they are usually exposed
to. Such a trend of polarized users increases with their level of commitment and
engagement.



264 A. Bessi et al.

●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●

0 100 200 300 400 500

0

2

4

6

8

10

θ

%
 o

f 
p
o
la

ri
z
e
d
 u

s
e
rs

 c
o
m

m
e
n
ti
n
g
 i
n
 t
ro

ll 
p
o
s
ts ● science

conspiracy

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●

0 100 200 300 400 500

0

2

4

6

8

10

θ

%
 o

f 
p
o
la

ri
z
e
d
 u

s
e
rs

 l
ik

in
g
 i
n
 t
ro

ll 
p
o
s
ts

(a) Trolls

●●●

●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●

●●

●●●●●●●●●●●●●●●●●●●

●●●

0 100 200 300 400 500

0

2

4

6

8

10

θ

%
 o

f 
p
o
la

ri
z
e
d
 u

s
e
rs

 c
o
m

m
e
n
ti
n
g
 i
n
 h

o
a
x
b
u
s
te

rs
 p

o
s
ts

● science

conspiracy

●

●●

●●●

●●●●

●●●●●●●

●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●

●●●●●

●

●

●●●

●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●

●●

●●●●●●●●●●●●

●●●●●●●●●

●●●

●●●

●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●

●

0 100 200 300 400 500

0

2

4

6

8

10

θ

%
 o

f 
p
o
la

ri
z
e
d
 u

s
e
rs

 l
ik

in
g
 i
n
 h

o
a
x
b
u
s
te

rs
 p

o
s
ts

(b) Hoaxbusters

Fig. 3. Users on external contents. Users activity (likes and comments) as a func-
tion of the engagement degree θ of conspiracy and scientific news on troll (panel a) and
hoaxbusters (panel b) posts.

The results of Figure 3 suggest that conspiracists are interested in diffusing
their stories; their tendency to avoid scrutiny [38–40] allows for the mixing of
conspiracy news and their satirical imitation. On the other hand, also polarized
users of scientific news tend to like and comment information that are consis-
tent with their worldview (debunking of unsubstantiated claims). Such results
are a warning on the effectiveness of online debunking activities since they are
mainly fruited by users of scientific pages and are not considered by consumers
of conspiracy information. Coherently with [5], high levels of commitment in
conspiracy theses decrease the level of interest in official and main stream in-
formation and increases the possibility to interact with unsubstantiated rumors
even if these are statirical.

3.3 Conspiracy News within Online Debunking and Trolls

We want to understand if debunking posts are effective in changing the tendency
of engaged conspiracy users to interact with unsubstantiated claims. Hence, we
measure the survival probability of conspiracy users who commented (active in-
teraction) either posts from debunking pages or false information as a function of
the level of user engagement θ. More precisely, we compute the probability that
a user’s lifetime – i.e. the temporal distance between the first and the last like
of the user in the category which he belongs to – is greater than some specified
temporal distance t. Let define the random variable T with cumulative distri-
bution function F (t) on the interval [0,∞). Then the probability that a user’s
lifetime is not greater than a specific t is given by the cumulative probability
distribution F (t) = Pr(T ≤ t). Hence, the survival function is the probability
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that a user will continue to like posts supporting the narrative in which he is
polarized on beyond a given time t given by S(t) = Pr(T > t) = 1 − F (t). To
compute such a measure we use the Kaplan Meier estimate [41]. Let nt denote
the number of users that are still liking posts supporting the narratives in which
they are polarized on, just before time t; and let dt denote the number of users
that stop liking at time t. Then the estimated survival probability after time t
is (nt − dt)/nt. Assuming that the times t are independent, the Kaplan Meier

estimate of the survival function at time t is defined by Ŝ(t) =
∏t

(
nt−dt

nt

)
.

Figure 4 shows in panel (a) the quantile discretization, for different levels of
engagement θ, of the survival probability distribution of usual consumers of
conspiracy news which interacted with troll posts; and in panel (b), as a control,
the quantile discretization, for different levels of engagement θ, of the survival
probability distribution of polarized users not exposed to intentional false claims.

Fig. 4. Survival probability of conspiracists exposed to troll posts. Heatmap of
the quantile discretization of the survival probability distribution of conspiracy users
against their level of engagement θ exposed (panel a) and not exposed (panel b) to
satirical and demential imitation of the story they are usually exposed to.

Similar results hold for the reaction to information having the goal to persuade
users of the unsubstantiated nature of conspiracy theses. Figure 5 shows the
quantile discretization of the survival probability distribution for increasing level
of users engagement θ of usual consumers of conspiracy news exposed (panel a)
and not exposed (panel b) to debunking memes.
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Fig. 5. Survival probability of conspiracists exposed to debunking posts.
Quantile discretization of the survival probability distribution of conspiracy users
against their level of engagement θ exposed (panel a) and not exposed (panel b) to
posts debunking conspiracy theses.

These results suggest that with the increasing of the engagement of a user in
conspiracy stories, the more the exposure to external information reinforce the
user’s consumption pattern. Despite the size effect (this is not a controlled exper-
iment), users exposed and user not exposed with the same level of engagement
present a different behavior.
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Abstract. Nowadays, more and more people are using online news platforms
as their main source of information about daily life events. Users of such plat-
forms discuss around topics providing new insights and sometimes revealing hid-
den aspects about topics. The valuable information provided by users needs to
be exploited to improve the accuracy of news recommendation and thus keep
users always motivated to provide comments. However, exploiting user gener-
ated content is very challenging due its noisy nature. In this paper, we address
this problem by proposing a novel news recommendation system that (1) en-
rich the profile of news article with user generated content, (2) deal with noisy
contents by proposing a ranking model for users’ comments, and (3) propose a
diversification model for comments to remove redundancies and provide a wide
coverage of topic aspects. The results show that our approach outperforms base-
line approaches achieving high accuracy.

Keywords: News recommendation, Opinion mining, Diversification.

1 Introduction

News Media platforms play a crucial role in covering daily life topics ranging from so-
cial to political issues. Such platforms often allow users to publish their reactions to the
published information and freely express their opinions. The editorial content is gener-
ated using a top down approach where the provided information follows the publisher
plan and target specific aspects that are made explicit in the editorial content. By con-
trast, user generated content follows a bottom up approach where users start discussing
some specific issues forming debates around a given topic. Consequently, they reveal
hidden topic aspects which are not confined to any predefined plan and thus extend
information by continuously bringing new insights. This calls for an effective strategy
for news recommendation that would provide users news articles that match with their
interests and on which they are willing to comment. The willingness to comment on a
news article is driven by the kind of aspects discussed by users around the topic. For this
reason, it is important to capture that information when recommending an article to a
user. A straightforward way to achieve this goal is to enrich the content of news articles
with user comments for a more effective recommendation. User generated content is a
free source of information which can be subject to a lot of noise. Thus, it is important
to select only prominent comments using ranking strategy. Moreover, these comments
have to be representative which require the application of diversification techniques to
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capture a wide set of aspects. Our proposed approach goes beyond existing techniques
[1,20,26,4,26] that employ user generated content for search and recommendation in
several ways. First, Ganesan et al., [4] use product reviews and assume that comments
belong to an already known set of aspects. In our work, we are interested in aspects
about daily life topics reported by news articles. These aspects are not classified but
we extract them automatically using an unsupervised approach. Second, comments on
news sites usually contain a lot of noise, thus unlike the approach by Yee et al. [26], we
do not use all comments to enrich the content of news article but we select only the topk
comments. Additionally, we perform diversification on those comments to have a large
coverage of new aspects. Our work aims at providing an effective news recommenda-
tion to facilitate the access of users to published news stories and more importantly, to
motivate readers to comment on the news articles of interests and get involved in discus-
sions with other users. We first propose an unsupervised technique for aspect extraction
from user generated content and editorial content. Second, we propose a novel recom-
mendation approach that (1) enriches the content of news articles with user generated
content to improve the effectiveness of recommendation, (2) ranks user comments to
select only prominent content and filter noise, and (3) proposes a comment diversifica-
tion model based on authorities, semantic and sentiment diversification. Third, we test
our approach on four datasets.

2 Related Work

The emergence of Web 2.0 has led to a rapid growth of user generated content (UGC),
such as product, movie, and hotel reviews, and comments on news stories. Due to
its richness and insightfulness, user generated content was exploited by several stud-
ies [9,19,11,22,22,14,16,23,15,17] for different purposes including blog summarization
[9], community detection for predicting the popularity of online content [19], spam de-
tection [11], comments volume prediction [22], comments rating prediction [14], com-
ments ranking [23,15], and identification of political orientation of users [17]. A key
point for exploiting user generated content is to extract interesting and useful knowl-
edge from it. Hence, some approaches [25,27] have focused on aspect extraction from
annotated data. For instance, Wang et al., [25] identifies the main aspects of reviews by
starting from few seed keywords which are fed into a bootstrapping-based algorithm.
Most of these approaches are domain-specific, or usually highly dependent on the train-
ing data. In this paper, we employ an unsupervised approach to extract hidden aspects
of news articles from their related users’ comments. Another key point when exploiting
user generated content is how to find the most useful or helpful information. To ad-
dress this issue, several approaches have focused on ranking user reviews [8,12,24,3].
Danescu et al., [3] show, through extensive experiments, that exploiting relationships
between reviews can significantly improve ranking quality. Litva et al., [15], propose to
use PageRank to rank comments in news sites. In our work, we use this last technique
to rank user comments due to its simplicity, domain-independence, and effectiveness.
Directly related approaches to our work employ user generated content for search and
recommendation [1,20,26,4,26,4]. Shmueli et al., [20] analyze the co-commenting pat-
terns of users for recommending news articles to users who will likely comment them.
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The closest works to ours are by Yee et al., [26,4] and Ganesan et al., [26,4] which ex-
ploit users’ comments to enrich the content of documents. Yee et al., [26,4] prove that
the potential of Youtube users’ comments in the search index yields up to a 15% im-
provement in search accuracy compared to user-supplied tags or video titles. Similarly,
Ganesan et al., [4] use the content of customer reviews to represent entities (hotels and
cars) in the context of entity ranking. They measure the score of entities based on how
their reviews match with users’ keyword preferences. Two main points make the dif-
ference between our work and these approaches. First, Ganesan et al., [4] use product
reviews which belong to an already known set of aspects. In our work, we are inter-
ested in aspects about daily life topics reported by news articles. These aspects are not
classified but we extract them automatically using an unsupervised approach. Second,
comments on news sites usually contain a lot of noise, thus unlike the approach by
Yee et al., [26] we do not use all comments to enrich the content of news articles but
we select only the topk comments. Additionally, we perform diversification on those
comments to have a larger coverage of new aspects.

3 Aspects Extraction

We describe here how aspects are extracted from user comments and news article con-
tent. Note that the same extraction method is used for both types of content, with the
sole difference that the computation of aspects scores depends either on the corpus of
comments or on one of the articles.

3.1 Generation of Candidate Aspects

To extract aspects from the comments of user ui , we first identify the sentences1 ex-
pressed in all his comments. Then, we rank their contained terms using tf ∗ idf scoring
function. In our work, tf represents the term frequency in the set of sentences of user
ui , and idf represents the inverted document frequency in the set of sentences of all
users in the platform. The idea is to select highly scored unigrams as a base for gen-
erating candidate aspects. Similarly, for a given article aj , we use the same unigram
extraction from its content however this time tf represents the term frequency in the
set of sentences of article aj and idf represents the inverted document frequency in the
set of sentences of all news articles in the platform. From the selected unigrams, we
generate bi-grams, then we take the bi-grams as input and we build a set of n-grams by
concatenating bi-grams that share an overlapping word. At each step we take the topk
n-grams based on the score of their composed unigrams2. We check the redundancy of
the generated candidates using Jaccard similarity [18]. If two n-grams have a similarity
higher than a defined threshold, we would discard one of them. In our work, we have
set the maximum length of the n-grams to 3 since there were no meaningful n-grams of
a higher length.

1 Using OpenNLP http://opennlp.sourceforge.net/
2 In this work we have set k=500.

http://opennlp.sourceforge.net/
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3.2 Selection of Promising Aspects

Generating n-grams that have high tf ∗ idf scores is not enough to identify the aspects
discussed in users’ comments and articles content. It is important for the words in the
generated n-grams to be strongly associated within a sentence in the original text to
avoid covering incorrect information. To capture this association, we use pointwise mu-
tual information [21] (PMI) of words in n-grams based on its alignment to the narrow
comments of each user (or article content). Formally, suppose mi =w1...wn is a gener-
ated n-grams. We define the Scoren as follows:

SPMI (w1...wn )= 1

n

n∑

i=1
pmilocal (wi ) (1)

where pmilocal (wi ) is a local pointwise mutual information function defined as:

pmilocal (wi )= 1

2C

i+C∑

j=i=C
pmi ′(wi ,wj ), i �= j (2)

where C is a contextual window size. The pmilocal (wi ) measures the average strength
of association of a word wi with all its C neighboring words (on the left and on the
right). When this is done for each wi ∈ m , this would give a good estimate of how
strongly associated the words are in m. We used a modified PMI scoring [4] referred to
as pmi ′ and is defined as:

pmi ′(wi ,wj )= log2
p(wi ,wj ) ·c(wi ,wj )

p(wi ) ·p(wj )
(3)

where c(wi ,wj ) is the frequency of two words co-occurring in a sentence from the
original text within the context window of C and p(wi ,wj ) is the corresponding joint
probability. The co-occurrence frequency, c(wi ,wj ) is integrated into our PMI scor-
ing to reward frequently occurring words from the original text. By adding c(wi ,wj )
into the PMI scoring, we ensure that low frequency words do not dominate and that
moderately associated words with high co-occurrences have relatively high scores.

4 Comments Ranking

We adopt the opinion ranking approach proposed by Litva et. al., [15] because of its
simplicity, domain-independence, and effectiveness. For each article aj , we take all its
related comments and build a graph where each node is a comment. An edge is created
between two comments if their cosine similarity exceeds a given threshold3. Once we
have the comments graph, we apply the PageRank algorithm to compute a score for
each comment. The topk comments are then used to enrich the content of the news
article aj . We recall that the PageRank algorithm models use behavior in a hyperlink
graph, where a random surfer visits a web page with a certain probability based on the
page’s PageRank. The probability that the random surfer clicks on one link is solely

3 In our implementation we set the threshold to 0.5.
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given by the number of links on that page. So, the probability for the random surfer
reaching one page is the sum of probabilities for the random surfer following links to
this page. It is assumed that the surfer does not click on an infinite number of links, but
gets bored sometimes and jumps to another page at random. Besides its interpretation,
the random jump is used to avoid dead-ends and spider traps in the graph. Formally, the
PageRank algorithm is given by:

PR(A)= (1−d)+d

(
PR(T1)

C (T1)
+ ...+ PR(Tn )

C (Tn)

)

where PR(A) is the PageRank of page A, PR(Ti ) is the PageRank of pages Ti which
links to page A, C (Ti ) is the number of outgoing links of page Ti , and d is a damping
factor which can be set between 0 and 1. By replacing pages by comments, and hyper-
links by similarity edges, we can directly apply PageRank to our comment graph.

5 Comments Diversification

In this section, we introduce the technique used to diversify comments on news sites
which was inspired by the work in [10]. By diversifying comments, we aim to remove
redundancies and thus to provide a wide coverage of topic aspects. We are given a set
of comments C = {c1,c2, ....,cn } where n ≥ 2. Our goal is to select a subset Lk ⊆ C of
comments that is diverse. We assume three main components that define the diversity
of a set of comments : authority, semantic diversity, and sentiment diversity. Naturally,
before discussing whether a set is diverse or not, it should first contains comments
with high authority scores. Note that the authority of each comment is given by the
PageRank score described in the previous section. To diversify a set of comments,
we need to give more preference to dissimilar comments. We assume that two com-
ments are dissimilar if (1) they discuss different aspects, and/or (2) they exhibit different
sentiments about the news article topic, including positive, negative, and neutral senti-
ments. To satisfy these two requirements, we define two distance functions. The first
one is a semantic distance function d :C ×C → R+ between comments, where smaller
the distance, the more similar the two comments are. The second one is a sentiment
distance function s : C ×C → R+ between comments, where the smaller the distance,
the closer in sentiments the two comments are. We formalize a set selection function
f : 2C ×h×d×o→R+, where we assign scores to all possible subsets of C , given an au-
thority function h(.), a semantic distance function d(., .), a sentiment distance function
s(., .), and a given integer k ∈ Z+(k ≥ 2). The goal is to select a set Lk ⊆D of comments
such as the value of f is maximized. In other words, the goal is to find:

L∗
k =MaxLk⊆D,|Lk |=k f (Lk ,h(.),d(., .), s(., .))

where all arguments other than Lk are fixed inputs to the function. The goal of this
model is to maximize the sum of the authority, the semantic dissimilarity, and the sen-
timent dissimilarity of the selected set. The function we aim at maximizing can be
formalized as follows:

f (L)=α(k−1)
∑

a∈L
h(a)+2β

∑

a,b∈L
d(a,b)+2γ

∑

a,b∈L
s(a,b)
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where |L| = k, and α,β,γ> 0 are parameters specifying the trade-off between relevance,
semantic diversity, and sentiment diversity4. The model allows to put more emphasis
on relevance, on semantic diversity, on sentiment diversity, or on any mixture of these
measures. Note that we need to scale up the three terms of the function. The author-
ity scores are computed based on PageRank and the semantic distance is computed
based on Jaccard similarity function. As for sentiment distance s(a,b), it equals to 0
when a and b have the same sentiment, 1 otherwise. The sentiment orientation includes
positive, negative, and neutral sentiments. The problem of diversifying search results is
NP-hard [5,2]. However, there exist a well-known approximation algorithm to solve it
[6], which works well in practice [10]. Gollapaudi et al. [6] show that their Max-sum
diversification objective can be approached to a facility dispersion problem, known as
the MaxSumDispersion problem [7,13]. In our work, we follow the same principle and
model our diversification problem as a MaxSumDispersion problem having the follow-
ing objective function: f ′(L) = ∑

a,b∈L d ′(a,b) where d’(.,.) is a distance metric. We
show in the following that f ′ is equivalent to our f function. Thus, we define the dis-
tance function d ′(a,b) as follows:

d ′(a,b)=
{
0, if a=b;

α(r (a)+ r (b))+2βd(a,b)+2γs(a,b) otherwise.

Considering the binary sentiment function, we claim that if d(.,.) is a metric then d’(.,.)
is also a metric (proof skipped). We replace d ′(., .) by its definition in f ′(L), disregarding
pairwise distances between identical pairs, thus we obtain:

f ′(L)=α(k−1)
∑

a∈L
r (a)+2β

∑

a,b∈L
d(a,b)+2γ

∑

a,b∈L
s(a,b)

we can easily see that each r (a) is counted exactly (k −1) times. Hence, the function
f ′ is equivalent to our function f . Given this mapping, we can use a 2-approximation
algorithm as proposed in [7,13].

6 Experiments

We have crawled four real datasets based on the activities of 645 users on four news
sites, namely CNN, The Telegraph, The Independent and Al-Jazeera.5 The choice
of these users was based on two key-properties: the number of users’ comments and
whether they follow the four news sites or not. More precisely, we start, by selecting
the most active users on each news site based on the number of comments posted and
then we choose users that have posted comments on the four news sites. This process
results in the selection of four datasets, the first one contains the activities of 150 users
which are a subset of the most active users on CNN, the second dataset contains the
activities of 180 users which are a subset of the most active users on The Telegraph,

4 In our implementation we have set α=β= γ= 1.
5 http://www.cnn.com/, http://www.telegraph.co.uk/,
http://www.independent.co.uk/ and http://www.aljazeera.com/

http://www.cnn.com/
http://www.telegraph.co.uk/
http://www.independent.co.uk/
http://www.aljazeera.com/
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the third dataset contains the activities of 164 users which are a subset of the most ac-
tive users on The Independent and the last dataset contains the activities of 151 users
which are a subset of the most active users on Al-Jazeera. For each of those users,
we have collected the details of his comments in the four news sites mentioned ear-
lier (content, published time, etc.). Additionally, we have collected the details of all the
commented news articles (e.g., news title, content, opinions, published time, etc.) from
May 2010 to December 2013. Statistics about the number of commented articles and
the number of comments for each dataset are shown in Table 1. To evaluate our ap-
proach, we have randomly selected 233 users among the most active users in the four
news platforms described above. For each user we performed recommendation at dif-
ferent time points t1, t2, ..tn . The reason behind time dependent evaluation is twofold:
(1) to take into account profile updates since users continuously post comments bring-
ing new information about their interests, and (2) to use data before time point ti for
recommendation and data starting from time point ti for assessment, as described later.
The time points t1, t2, ..tn are chosen in such a way that between ti−1 and ti , there is at
least m news articles commented by the user. For each user ui , we have chosen m = Ni

10
where Ni is the total number of commented news articles by the user ui . This setting
resulted in 2330 rounds of recommendation.

Table 1. Dataset statistics

Dataset1 (CNN Seed) Dataset2 (Telegraph Seed)
#articles #comments #articles #comments

CNN 41, 245 12, 056, 789 665 874, 879
Telegraph 1, 908 1, 257, 645 56, 527 10, 704, 741

Independent 1, 412 987, 437 7, 999 1, 608, 665
Al-Jazeera 801 102, 254 451 62, 835

Dataset3 (Independent Seed) Dataset4 (Al-Jazeera Seed)
CNN 528 421, 542 2, 233 1, 652, 875

Telegraph 23, 272 6, 710, 580 1, 126 894, 710
Independent 27, 012 2, 985, 412 394 54, 760
Al-Jazeera 303 48, 058 9, 313 531, 452

To assess the effectiveness of our approach we have used an automatic evaluation to
avoid the subjectivity of manual assessments. We have considered the action of com-
menting on an article to be an indicator that the article fits the interests of the user.
Based on this assumption, we check the list of recommended articles. The one that user
has commented on are considered relevant. Note that it is probable that we have miss-
ing information. A person might well be interested in an article even though he does
not comment on it. So, the actual results are most probably higher than our findings.
We have used two baseline approaches and tested several variations of our proposed
technique. We have used the following strategies:(1) NoEnrich is the first baseline and
its a simple content filtering approach based solely on the content of news articles. (2)
Yee is the second baseline and its the closest works to ours which exploit all the set
of user comments to enrich the content of documents (news articles in our case). (3)
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Authority_k where we use our approach to enrich news articles with the topk authori-
tative comments related to it, selected as described in section 5. In our experiments we
have used k = 5, k = 10, and k = 20. (4) Diversity_k where we use our approach to
enrich news articles with the most diverse topk comments related to it, as described in
section 6. In our experiments we have used k = 5, and k = 10. To compare the results of
the different methods, we use Precision at k (P@k). The P@k is the fraction of recom-
mended articles that interest the user in question considering only the top-k results. The
results of our experiments are shown in table 2. We can clearly see that our approach
outperforms the baseline approaches by a significant margin. The improvement goes up
to 17% in precision@5 compared to NoEnrich and 21% compared to Yee which is sub-
stantial. Having a closer look at the results, we can see that relying only on the content
of news articles does not provide good performance. Even worse, when trying to enrich
the content by all user comments, the precision decreases. By applying ranking, the
precision improves but the gains are small ranging from 1% to 4%. However, when we
apply diversification to the top 100 comments, the top5 and top10 diversified comments
give the best results. These results meet our expectations since they perfectly reflect the
role and the nature of comments in news platforms. Relying only on the content of ar-
ticles does not perform well because user profiles built from comments focus on some
aspects that might be different from the ones provided by the news article. Taking all
comments into account is not a good idea either since comments are subject to noise
and some of them might even deviate from the topic of interest, and thus this approach
had the worst performance. Selecting the topk comments to be included in the article
content is a good idea but due to redundancies this method loses its effect especially
when k increases, which is the case of Authority_20. Finally, diversifying comments
before enriching the content of articles provides a high gain in precision. This is be-
cause of the wider coverage of aspects. If the aspects discussed in the comments are
explicit in the news article, then their weight is increased, otherwise they are added
which increase the chance of more users getting interested in the article. For example,
the aspects extracted from the CNN news article British couple to be deported from
Australia for living in wrong suburb are too generic with NoEnrich and Yee strategies.
They are mainly about Australian Live. By contrast, the aspects become more focused
with comment ranking and talk for example about Australian Visa and Deportation.
Then, we see that diversification extracts more aspects such as Australia tax and people
contracts.

Table 2. Overall performance of our approach

P@1 P@3 P@5 P@10 P@20
NoEnrich 0.424 0.494 0.481 0.513 0.540
Yee [26] 0.393 0.474 0.445 0.453 0.503

Authority_5 0.439 0.510 0.509 0.534 0.558
Authority_10 0.454 0.535 0.530 0.550 0.565
Authority_20 0.439 0.530 0.521 0.553 0.559
Diversity_5 0.484 0.575 0.587 0.595 0.586

Diversity_10 0.575 0.646 0.654 0.640 0.607
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7 Conclusions

In this paper, we addressed the problem of recommendation in the context of news sites.
In particular, we employed different ways to leverage user generated content on articles
for refining the list of recommended news stories. Two approaches were proposed: (i)
employing only relevant comments using comments ranking strategy, and (ii) using
diverse comments. Our study on an extensive set of experiments showed that diverse
comments achieve the best results compared to baseline approaches. As future work,
we aim at exploring the impact of co-comments patterns. To this end, we plan to extend
our model to a hybrid recommender model in which we employ collaborative filtering
recommendation techniques.
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Abstract. Geographical processes might well impact online engagement
in big countries like the USA. Upon a random sample of 200K news ar-
ticles and corresponding 41M comments posted on the Yahoo! News in
that country, we show that nearby individuals tend to comment and
engage with similar news articles more than distant individuals do. In-
terestingly, at state level, topics one reads about are associated with
specific socio-economic conditions and personality traits.

1 Introduction

Online actions whose geographic processes have been well-studied include not
only posting status updates on Twitter [34,12,14], but also uploading pictures
on Flickr [7,27], and visiting Foursquare venues [26,24].

Despite their importance, the geographic processes of online engagement on
news platforms have not been widely studied. To partly fix that, we consider a
dataset containing articles and user comments posted on the Yahoo! News site
for more than two years, and we make two main contributions:

– We find that users engage with each other (i.e., they comment on the same
articles) depending on where they live (Sections 4 and 5).

– Since one’s interests have been linked to one’s socio-economic conditions and
personality traits, we test whether this is also the case at geographic level,
and we do so by combing our online data with census data (Section 6).
We find that those in states with high levels of education and well-being
comment articles about research&technology but not those about politics,
gossips, or sport. Instead, those in states with high levels of crime and unem-
ployment comment on articles about sports, but not on those about economy
or research&technology. Also, as for personality traits, users from states that
tend to have residents low in Neuroticism (emotionally stable) comment on
articles about music, those in Open and Extravert states on articles about
sports, and Conscientious states on articles about economics.

2 Related Work

The main goal of this work is to study the influence of geographic processes on
user engagement with online news. Next, we review work related to this topic.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 279–289, 2014.
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Influence of Time on Our Actions Online. Golder and Macy [11] examined
how the use of emotion words by Twitter users changed over the course of one
day, and they found that it was regularly shifted along time zones. That is similar
to what Mislove et al. [25] independently reported when contrasting the usage
of Twitter in the west coast with that in the east coast.

News in Tweets and Geographic Spread on Twitter. Kwak et al. [23]
found that reciprocal relations on Twitter (75% of them) tend to be between
users who live no more than three time zones away, hinting that the geograph-
ical distance may be related to the interest similarity. Recent studies have also
examined the geographic spread of topics on Twitter by investigating the adop-
tion of hashtags across locations around the world [20]. They found that physical
distance between locations constrained the spreading of hashtags: the adoption
of the same hashtag by two locations was inversely proportional to their geo-
graphical distance.

User Engagement in Online News Platforms. Jones and Altadonna [16]
examined the introduction of badges (i.e., awards for users with frequent post-
ing) to encourage user engagement on the Huffington Post website. They found
that longer threads do not come from badges, but from the desirability of news
articles. Diakopoulos and Naaman [8] studied the relationships between news
comment topicality, temporality, sentiment, and quality. They found that some
topics aroused more deleted comments (by the moderators), and correlation be-
tween the negative sentiment and the fraction of deleted comments. They also
found that the frequency at which users comment is correlated with the nega-
tivity of the comments.

From this brief literature review, one concludes that we hitherto lack a detailed
understanding of how geography impacts the engagement on news platforms. We
thus set out to partly fix that by studying how geographical processes impact
user engagement on news articles (Sect. 4).

3 Initial Analysis

3.1 Data Description

Our dataset consists of a random sample of 200K news articles and corresponding
41M comments, published from August 2010 to February 2013. Yahoo! News
features articles from a variety of news publishers including: Reuters, ABC News,
Associated Press, The Atlantic Wire and other. For each article, we know its
publication time and comments. Each comment comes with a timestamp, the
commenter’s anonymous user identifier and IP address (which we translate into
the corresponding city name using the Yahoo! Places Web service).
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Fig. 1. (Left) USA Map of time zones. (Right) US Map of like-minded states that
engage on the same articles (four different clusters of like-minded states emerge).

3.2 State Commenting Graph

To understand whether any geographical process shapes user engagement, we
build a graph whose nodes are US states and whose links are weighted with the
number of times two users in states i and j comment on the same article. To see
the extent to which different states show similar commenting patterns (whether
they are like-minded, in that, they tend to engage with the same articles), we
apply a community detection algorithm on the graph. We use the Louvain com-
munity detection algorithm [5], whose main advantages are both the automatic
detection of the optimal number of communities (no need to set that number
a priori) and its high clustering accuracy [9]. After running the algorithm, four
main clusters of like-minded states are detected and mapped in Figure 1 (right).
Interestingly, we see that the four detected groups are geographically clustered
(i.e., cover contiguous regions). Furthermore, one readily sees a similarity be-
tween this map and the USA Map of time zones (left panel of Figure 1).

4 The Time Zone Effect

To quantify whether time zone affects engagement, we test the hypothesis:

[H1] Users in the same time zone preferentially engage with the same articles,
while users in different time zones engage with different articles.

To this end, we perform an experiment in three steps (which we shall detail):
(1) We measure the observed engagement among users in the same time-zone,
1-time, ..., k time zones apart; (2) By keeping all factors constant except the
time zone that are randomly permuted, we measure again the user engagement
due to chance; and (3) we compare both engagement measures to assess if the
time zone affects engagement.
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(1) Engagement in k-Time Zone Apart. To measure engagement, we as-
sociate users with their time zones1 and count the number of times users from
k-time zone apart engage in the same articles. More formally, we measure the
probability pk that two users in k time zones apart engage in the same article:

pk =

∑
i∈S

∑
j∈S Ik(i, j) · interactionij

n
,

where S is the set of all states; Ik is an indicator function that equals to 1
if states i and j are k time zones apart, or 0 otherwise; interactionij is the
number of times users from states i and j have engaged in the same article; and
n normalizes the numerator for the total number of interactions across all time
zones.

(2) Engagement due to Chance. To test whether what we observe is not due
to chance, we resort to a null (random) model [30]. We reshuffle the assignment of
time zones by associating each user to a random zone, and repeat this procedure
2000 times to obtain accurate estimates. The random model removes the time
zone effect and keeps all other factors constant. Thus, the difference between
the engagement values that are observed and those in the random model depend
only on effects strictly related to time zones. If there is no difference, then what
we observe does not depend on time zone. As one may expect, if the time zones
associated with each user are shuffled, the probability of engagement between
two users is approximately the same (i.e.,≈0.27) regardless of the time difference.

(3) Compare the Two Engagements. By comparing the observed engage-
ment with the engagement under the random model (Figure 2), we find that
users in the same time zone and (to a lesser extent) those one time zone away
engage with the same articles (first two dark bars) more than expected by chance
(light bars). By contrast, those in three and four-time zone away engage less than
chance. We perform a t-test to verify whether the differences between observed
values and those in the random model are statistically significant. We find that
all differences are significant at p-value less than 0.001.

5 The Geography of News Engagement

We have just ascertained that users who live in the same time zone interact with
each other more than what people in different time zones do. Since our null model
is oversimplified, we now adopt a geographic notion that is finer grained than
that of time zones. We do so by resorting to a widely-used spatial interaction
model called “the gravity model” [35]. In analogy to the gravitational interaction
between planetary bodies, the model posits that the interaction between two

1 States that belong to more than one time zone are assigned to the time zone in which
the majority of the territory belongs to. We considered only the continental states,
Alaska and Hawaii have been excluded from the analysis.
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Fig. 2. The probability that two users who are k time zone (TZ) apart engage on the
same article. Light bars show the expected engagement in a random model (suppressing
the time zone effect), and the dark bars show the observed levels of engagement.

places (e.g., two states) is proportional to their mass (e.g., their population) and
inversely proportional to their distance. Despite some criticisms [31], the model
has been successfully used to describe ‘macro scale’ interactions (e.g., between
cities, and across states), using both road and airline networks [4,18] and its
use has extended to other domains, such as the spreading of infectious diseases
[3,33], cargo ship movements [19], and to model intercity phone calls [22].

Here we posit that a gravity model can be used to estimate user engagement
on the same articles at the inter-state level. The model takes the form:

F est
i,j = g

mimj

d2i,j
(1)

where F est
i,j is the estimated engagement, or number of comments users living in

states i and j make on the same articles, g is a scaling constant fitted to the data,
and di,j is the distance between the two states, for which we use the Euclidean
distance between the two centroids of i and j. Engagement between areas with
large number of users and at short distances are predicted to be large, whereas
engagement at longer distances or between areas with low mass are predicted
to be small. Overall, the correlation between the observed number of comments
and gravity model estimates, measured with the Pearson Correlation Coefficient,
is as high as .70, which suggests that overall the gravity model provides a good
description of user engagement between states, but also that there is still a
significant amount of variation not accounted for by the model. We posit that
this unexplained portion is due to prevailing socioeconomic factors.

6 The Socio-economic Factors of Engagement

To begin with, we assign topics to both articles and comments. Since we need
explicit topic labels (previously we just needed to compute similarity measures),
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Table 1. The big five personality traits

Personality trait High scorers Low scorers

Openness Imaginative Conventional
Conscientiousness Organized Spontaneous
Extraversion Outgoing Solitary
Agreeableness Trusting Competitive
Neuroticism Prone to stress and worry Emotionally stable

we cannot use unsupervised techniques (e.g., topic modeling). Instead, we opt
for studying a subset (13.8%) of the articles that have been editorially labeled
with topical categories from the IPTC news subject taxonomy2. The taxonomy
consists of 1400 topics and is organized into three levels, according to the speci-
ficity of the topics. To have the finest-grained topical view, we use the lowest
level of the taxonomy. The number of labels associated with each article ranges
from 1 to 25, where the average number of labels per article is 5. We aggregate
these topics at state level by considering the number of times users from a given
state commented on articles with a certain tag, and the number of times the tag
appears in the data set (to avoid the bias of dominant topics).

The Big Five Personality Traits. The five-factor model of personality, or
the big five, is the most comprehensive, reliable and useful set of personality
concepts [6,10]. An individual is associated with five scores that correspond to
the five main personality traits and that form the acronym of OCEAN (Table 1
collates a brief explanation). Imaginative, spontaneous, and adventurous individ-
uals are high in Openess. Ambitious, resourceful and persistent individuals are
high in Conscientiousness. Individuals who are sociable and tend to seek excite-
ment are high in Extraversion [2,32]. Those high in Agreeableness are trusting,
altruistic, tender-minded, and are motivated to maintain positive relationships
with others [15]. Finally, emotionally liable and impulsive individuals are high
in Neuroticism [17,21].

These big five traits have been studied not only at individual level but also at
geographic level [28]. Rentfrow et al. [29] have examined the personality scores
of half a million US residents and found clear patterns of regional variation
across the country, and they have also strong relationships between state-level
personality and socioeconomic indicators.

We now correlate state-level personality scores with engagement with articles
about specific topics (Figure 3, right). Economy is popular in states with consci-
entious residents (r = 0.42), and unpopular in states with residents who tend to
be agreeable (r = −0.61) and open (r = −0.42). Sport is popular in states whose
residents tend to be both extroverts (r = 0.49) and open to new experiences
(r = 0.50). As one might expect, agreeable states avoid articles about religion
(r = −0.53) and war&unrest (r = −0.63). The latter category is also avoided

2 http://www.iptc.org/site/NewsCodes/View_NewsCodes/

http://www.iptc.org/site/NewsCodes/View_NewsCodes/
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Fig. 3. Correlation between state’s topics of interest and: socioeconomic indicators (left
panel) and personality traits (right panel)

by conscientious states (r = −0.49). States with prevalence of neuroticism (emo-
tional instability) tend to avoid article about music&theater (r = 0.44). Finally,
states with low levels of neuroticism (i.e., emotional stability) show interest in
diverse topics (r = −0.44).

Socioeconomic Indicators. We analyze the correlations between a state’s
assigned topics and the five most studied socioeconomic indicators: well-being
index3, crime level4, rate of unemployment5, Gross State Product6, and educa-
tion level7 (number of people with higher education).

As illustrated in Fig. 3 (left), states with high levels of well-being (satisfaction
with life) do not engage with articles about economy&business&finance (r =
−0.50), about elections (r = −0.53), or about gossip&celebrities (r = −0.53).
Economy is also not popular in states with unemployment (r = −0.46). Sport,
instead, is popular in states with high levels of crime (r = 0.48), unemployment
(r = 0.39), and low gross state product (r = 0.52); it is, instead, not very
popular in states with high levels of education (r = −0.43) whose residents
prefer to engage with articles about research&technology (r = 0.43) and avoid
those on celebrities (r = −0.40). States with high levels of education also tend
to be interested in diverse topics (i.e., those states have topical vectors with high
Shannon diversity, which are correlated with education with an r = 0.44).

Putting All Together. In the previous section, we have found that the gravity
model explains 70% of the variability of user engagement. We have now shown
that socio-economic variables matter and, as a result, they might well explain

3 http://www.thewellbeingindex.com
4 http://www.ucrdatatool.gov
5 http://www.bls.gov/web/laus/lauhsthl.htm
6 http://www.usgovernmentspending.com
7 http://www.census.gov

http://www.thewellbeingindex.com
http://www.ucrdatatool.gov
http://www.bls.gov/web/laus/lauhsthl.htm
http://www.usgovernmentspending.com
http://www.census.gov
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Fig. 4. Adjusted R2 as predictors are incrementally added to the linear model

Table 2. Linear regression of comments on the same articles from different States.
Significance: *** p < 0.0001, ** p < 0.001, * p < 0.01.

Variable β t-value p-value Variable β t-value p-value

Gravitational Model 0.694 43.947 *** Bachelor 0.057 5.440 ***
Time zone difference 0.855 11.893 *** SAT Scores 0.029 4.574 ***
Well-being 1.181 9.220 *** Extraversion 0.002 7.383 ***
Crime -0.031 -1.365 Agreeableness 0.987 0.994
Unemployment 0.000 0.045 Conscientiousness -7.299 -6.038 ***
GSP -0.071 -3.734 *** Neuroticism 8.247 7.936 ***
High Education 0.000 0.749 Openness 2.226 2.987 **

part of the remaining variability. To test the extent to which that is true, we
build a linear regression predicting the number of user comments on the same
articles from different states. By having not only the gravity model but also the
socio-economic variables as predictors, the percentage of variability explained
goes indeed up to 82% (Figure 4), which suggests that the linear model effec-
tively predicts the observed user engagement (Figure 5). Table 2 reports the beta
coefficients of the individual predictors in detail.

7 Discussion

Our study suffers from two main limitations. First, we have used the users’
IP addresses to localize them. So users on the move might be associated with
different IP addresses and consequently with different locations. While it might
happen to associate the same user to different cities, we found that it had been
extremely rare to associate them to different states. Second, our study does not
establish any casual relationship. To that end, one would need to apply our
methodology to different snapshots over a long period of time.
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Fig. 5. Observed engagement versus the linear model’s predictions

Based on our results, one might well wonder whether like-minded users com-
ment on the same articles, creating fertile ground for group polarization [13]: as a
by-product of commenting together (i.e., of engaging with each other), those like-
minded users, the theory goes, might develop views that are more extreme than
their initial inclinations [1]. For the future, it might be beneficial to explore how
geo-temporal patterns of news engagement impact a country’s opinion formation.
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31. Simini, F., González, M.C., Maritan, A., Barabási, A.L.: A universal model for
mobility and migration patterns. Nature, 8–12 (2012)

32. Swickert, R.J., Rosentreter, C.J., Hittner, J.B., Mushrush, J.E.: Extraversion, so-
cial support processes, and stress. Personality and Individual Differences 32(5),
877–891 (2002)

33. Viboud, C., Bjornstad, O.N., Smith, D.L., Simonsen, L., Miller, M.A., Grenfell,
B.T.: Synchrony, waves, and spatial hierarchies in the spread of influenza. Sci-
ence 312(5772), 447–451 (2006)

34. Zhao, D., Rosson, M.B.: How and why people twitter: the role that micro-blogging
plays in informal communication at work. In: Proceedings of the ACM 2009 Inter-
national Conference on Supporting Group Work, pp. 243–252 (2009)

35. Zipf, G.K.: The P 1 P 2/D hypothesis: On the intercity movement of persons.
American sociological review 11(6), 677–686 (1946)

www.ccs.neu.edu/home/amislove/twittermood/


On the Feasibility of Predicting

News Popularity at Cold Start

Ioannis Arapakis, B. Barla Cambazoglu, and Mounia Lalmas

Yahoo Labs, Barcelona, Spain
{arapakis,barla,mounia}@yahoo-inc.com

Abstract. We perform a study on cold-start news popularity prediction
using a collection of 13,319 news articles obtained from Yahoo News. We
characterise the online popularity of news articles by two different metrics
and try to predict them using machine learning techniques. Contrary to
a prior work on the same topic, our findings indicate that predicting
the news popularity at cold start is a difficult task and the previously
published results may be superficial.

Keywords: News popularity prediction, cold-start prediction.

1 Introduction

So far, some research effort has been made to address the problem of news popu-
larity prediction relying on early-stage measurements and user-generated content
associated with the articles. The cold-start prediction scenario has been investi-
gated, for the most part, in the context of recommender systems. To our knowl-
edge, the only exception is the recent, widely cited work of Bandari et al. [2],
who investigate the problem using exclusively content-based features available at
cold start. The performance results reported by the authors imply that cold-start
popularity prediction may be feasible.

Our work challenges the positive interpretation of high accuracy values re-
ported in [2]. To this end, we first try to reproduce the performance results
reported in [2] by following their experimental setting and methodology. We
then improve their methodology and integrate the right performance metrics
in a step-by-step fashion. Our work introduces a large number of new features
(including those used in [2]) which may further help predicting future article
popularity. As the popularity metric, in addition to tweet counts (the metric
used in [2]), we also use the view counts of article pages.

Although we could mostly reproduce the findings of [2] and obtain similar
results, our final findings, which are obtained after a more rigorous evaluation
and interpretation, indicate that predicting the popularity of news articles at
cold start is not really a viable task with the existing techniques. We point at
the high skewness in the popularity distribution as the source of the problem (i.e.,
large number of unpopular articles and very few popular articles). We show that
the techniques are biased to predict the large class of unpopular articles more
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accurately than the small class of popular articles (a common phenomenon in
machine learning). Therefore, popular articles, which are more important to
detect early, cannot be predicted and surfaced to a large extent.

2 Related Work

Some research efforts have addressed the cold-start prediction problem in the
context of recommender systems. In [6], the authors present an approach to
identify representative users and items using representative-based matrix fac-
torisation. The authors of [5] discuss a hotel recommender system that employs
context-based features. The authors overcome the cold-start problem by mining
contextual information and analysing it for common traits per context group.
In [3], the authors demonstrate how cold-start book recommendations based on
social-tags can be combined with traditional collaborative filtering methods to
improve performance. Finally, the work in [8] addresses the problem of cold-start
social event recommendation, using the home location of the mobile phone users
and the social events they have attended in the past.

To the best of our knowledge, the only work that has tackled the cold-start
popularity prediction problem in the context of online news is the work of Ban-
dari et al. [2]. In their work, the authors use a measure of popularity based on
the number of times a news article is shared on Twitter. They devise a machine
learning framework using some basic features including news source, genre, sub-
jectivity of the language, and entities in the articles. The performance results
reported by the authors suggest that popularity prediction is possible using only
the limited information available before a news article is published. In this work,
we reproduce the experimental results of [2] and demonstrate, using a more uni-
form dataset and a larger set of features, that predicting the news popularity
at cold start is not a viable task with the existing techniques. Contrary to the
findings of Bandari et al., we show that an article’s popularity cannot be accu-
rately estimated, solely on the basis of content features without incorporating
any early-stage popularity information.

3 Data, Setup, and Characterisation of Metrics

Our analysis was conducted on a dataset consisting of 13, 319 news articles taken
from Yahoo News. We opted for a single news portal to be able to extract
features that are consistent across all articles. The dataset was constructed by
crawling news articles over a period of two weeks. During the crawling period,
we connected to the RSS feed API of the news portal every 15 minutes and
fetched newly published articles. Each article was identified by its unique URI
and stored in a database, along with meta-data like genre (e.g., politics, sports,
crime), publication date, and article’s HTML content at the time of publication.

To quantify the online popularity of news articles, we opted for two different
metrics: the number of times an article was posted or shared on Twitter (Tweets)
and the number of times an article page was viewed by the users (Pageviews).
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Fig. 2. Tweet counts over time

The choice of Tweets was informed by the fact that, nowadays, an increasing
number of users are interacting with social media applications and exchanging
content. Online communities, such as Twitter, serve as conduits for information
flow and can thereby help to assess the virality of online content. We also in-
clude Pageviews as a metric since it is commonly used as a proxy for website
engagement and online content popularity.

In our setup, every request to the RSS feed API was followed by a request to
a public Twitter API to collect sample values for the Tweets metric across time.
For all articles stored in the database, the metric values were sampled every half
an hour, over a period of one week after the articles’ publication. This resulted
in 337 observations per article. In addition, we sampled data about the page
views, again every half an hour, from the access logs of the news site.

Fig. 1 shows the tweet counts of articles in decreasing order of counts. As
expected, the distribution is heavily skewed, i.e., most articles are tweeted a few
times while very few articles are tweeted many times. Consequently, the problem
of identifying soon-to-be-popular news articles becomes a challenging task as we
will see in Section 5. Fig. 2 shows the increase in Tweets over time (the values
are averages over all articles). We report both the original values (inner plot)
and normalized values (outer plot). According to the figure, the increase in the
Tweets metric saturates after two days. About 90% of the tweets happen in the
first 12 hours after an article is published.1

4 Features

We use a larger number of features that we extract from the content of the
news articles as well as external sources. Our features are categorised under ten
main headings, depending on how or where the feature is obtained from. In what
follows, we explain each feature category separately.

1 Pageviews were omitted in Figs. 1 and 2 due to the confidential nature of this metric.
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Time. We use features related to the time of news publication. Our choice is
motivated by [1,7], where the authors successfully employ date and time infor-
mation as features for their prediction tasks.

News Source. Similar to [2], we use the news source as a feature. In our study,
the articles are obtained from five news distributors. A large portion of the
articles are delivered by two major distributors, Reuters and Associated Press,
while the share of the remaining agencies in the news volume is much smaller.

Genre. In [2], Bandari et al. use meta-data about the article category (i.e.,
genre) as one of the features. The authors observe that news related to certain
genres have a more prominent presence in their dataset and most likely in the
social media as well. Based on their results, we use specific genres as features.

Length. Our length features include the number of characters, words, and sen-
tences in the body of the articles. The first two types of features are also com-
puted for the titles of the articles.

NLP. We also use linguistic features which may have an effect on the online
popularity of news articles. Our approach involves computing the distribution of
nouns, adverbs, and verbs in the title and body of news articles. Our motivation
for applying text analysis, even at this basic level, is that linguistic features can
provide insights into certain aspects of the textual meaning or the impact on the
reading experience.

Sentiment Analysis. For sentiment analysis, we use SentiStrength, a lexicon-
based sentiment analysis tool [9]. We compute a sentimentality score and a po-
larity score for an article by averaging the positive/negative sentiment scores
returned by SentiStrength for the individual sentences in the article (as de-
scribed in [4]). We compute the two scores also for the article’s title, treating it
as a single sentence.

Entity Extraction. Similar to [2], we use an in-house software to extract named
entities from the news articles. Here, in particular, we were interested in observ-
ing if the number of named entities in a news article affects its popularity. In
general, we observed that articles that mention at least one entity are more likely
to become popular than articles that do not mention any entity.

Wikipedia. For each named entity extracted from the article, we retrieve the
popularity of the entity in Wikipedia.2 Title- and body-level popularity values
are then computed by summing the popularity values of all entities extracted
from the title and article body, respectively. Other aggregation techniques, like
averaging, yield inferior performance.

2 http://www.mediawiki.org/wiki/API:Main_page

http://www.mediawiki.org/wiki/API:Main_page
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Twitter. To determine the short-term popularity of articles, we compute the
popularity of named entities in Twitter. For each entity, we track the volume of
tweets referring to the entity starting one hour, one day, and one week before
the article’s publication date.3

Web Search.We repeat the same technique on a large sample of queries submit-
ted to the front-end of a popular web search engine and compute the frequency
of entities in the sample. Again, the popularity of an entity is computed at
three different time intervals and the aggregate search popularity for an article
is determined as before.

5 Experiments

We start our experiments by reproducing the classification results presented in [2]
by Bandari et al. for Tweets. To this end, we split two weeks of articles (13,319
articles) into three classes based on their tweet counts: A (low popularity), B

(medium popularity), and C (high popularity). Adopting the choice made in [2],
the tweet count ranges are set to [1, 20], (20, 100], and (100,∞) for the A, B, and C

classes, respectively. Articles that are not tweeted are removed from the data and
not included in set A. We experiment with the same classifiers used in [2]: naive
Bayesian (NB), bagging (Bagging), decision trees (J48), and support vector ma-
chines (SVM). Moreover, for comparison purposes, we include a baseline classifier
Baseline that always predicts the majority class in the training data. We make
predictions for one hour, one day, and one week after an article is published. We
perform log transformation on features exhibiting a skewed distribution.

Despite our efforts to create a similar setup, there are two minor differences
between our setup and the setup in [2]. First, the articles used in [2] (10,000
articles) are obtained from a large number of news sites while our collection is
obtained from a single, relatively major news site. Second, in [2], the popularity of
articles are assumed to saturate after four days. In our case, as the closest value,
we can use the popularity values obtained after one week. Nevertheless, since the
features used in our study form a more powerful superset of the features used
in [2], we expect to attain better or at least similar classification performance.

In Table 1, we report the performance in terms of the accuracy metric, i.e., the
fraction of test articles whose class is correctly predicted by the classifier.4 The
reported results are obtained by performing cross-validation with ten folds, again
adopting the choice made in [2]. According to the table, for the (Tweets, Week)
case, the best performing classifier (SVM) achieves an accuracy of 79.7%, which
is a bit lower than the best accuracy value (83.96%) reported in [2] (achieved by
Bagging). However, when we observe the relative improvement with respect to
the baseline (79.7%−70.3%=9.4%), we find it to be slightly higher in our case.
Although it is not directly reported in [2], the relative improvement in their case

3 We use Topsy’s Otter API, available at http://code.google.com/p/otterapi/
4 We do not report the classification accuracies for the Pageviews metric as this may
reveal confidential information about the distribution of page views.

http://code.google.com/p/otterapi/
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Table 1. Accuracy (ten-fold cross valida-
tion, without zero-popularity articles)

Tweets
Technique Hour Day Week

Baseline 0.840 0.710 0.703
NB 0.693 0.581 0.574
Bagging 0.858 0.749 0.741
J48 0.856 0.781 0.775
SVM 0.859 0.802 0.797

Table 2. Accuracy (training/test
split, without zero-popularity articles)

Tweets
Technique Hour Day Week

Baseline 0.839 0.706 0.698
NB 0.735 0.589 0.584
Bagging 0.858 0.737 0.74
J48 0.852 0.779 0.774
SVM 0.861 0.803 0.798

can be estimated as 83.96%−76%=7.96% using the data the authors provided in
Tables 5 and 6. In general, the reported results are comparable, and we believe
that we were able to reproduce the results reported in [2] to a certain degree.

Next, we repeat the same experiment using a training/test split in the time
dimension instead of cross-validation. This is because, in the latter approach,
the classifiers are allowed to use future information. In a real-life setting, this is
not meaningful since a model would be trained at a fixed point in time using
features extracted from previously seen articles and then it would be applied to
predict the popularity of new articles. Hence, we repeat the previous experiment
by splitting the data into training and test sets. The training set contains arti-
cles published in the first week and the test set contains articles published in the
following week. The two sets are roughly equal in size. According to Table 2, the
classification performance is somewhat similar to that in the previous experi-
ment, i.e., there was no positive bias in results due to the use of cross-validation.
In the remaining experiments, we use the setup with a training/test split.

Another issue that we observe in the methodology followed in [2] is the artifi-
cial manipulation of the original news collection. Before conducting their exper-
iments, the authors remove from the data every article that is not tweeted at all
after it was published. This manipulation may lead to unfair results because, in
a real-life setting, it is not possible to know whether an article will be tweeted
or not before it is published. Hence, herein, we repeat the previous experiment
after including zero-popularity articles in the A class. The results are reported
in Table 3. We observe that the classification problem is now easier than before
as the accuracy of the best performing classifier has increased in all scenarios.
In particular, the best accuracy increases from 79.8% to 82.5% in case of the
(Tweets, Week) scenario. On the other hand, the performance gap between the
best performing classifier and Baseline gets smaller. As an example, in case of
(Tweets, Week), the improvement drops from 10.0% to 8.5%.

All results reported so far indicate high classification accuracy. But, how
meaningful or useful are these results in practice? Can we really distinguish ar-
ticle popularity through classification? The answer lies in the surprisingly good
performance of the Baseline classifier, which always predicts the label of the ma-
jority class in the training data. This implies that high accuracy values could be
due to the highly skewed nature of the popularity distribution and the resulting
class imbalance. In such scenarios, the classifiers are biased to learn and predict
the majority class, leading to superficial accuracies.
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Table 3. Accuracy (training/test split,
with zero-popularity articles)

Tweets
Technique Hour Day Week

Baseline 0.871 0.746 0.740
NB 0.772 0.642 0.633
Bagging 0.886 0.780 0.769
J48 0.883 0.805 0.804
SVM 0.890 0.829 0.825

Table 4. Fraction of instances in each
of the three popularity classes

Tweets
Class Hour Day Week

A 0.871 0.746 0.740
B 0.125 0.227 0.231
C 0.004 0.027 0.029

Table 5. The confusion matrix for
(Tweets, Week)

Predicted
Actual A B C

A 4,698 247 0
B 728 812 0
C 98 96 0

Table 6. Root mean squared error
(training/test split, with zero-popularity
articles)

Tweets
Technique Hour Day Week

BaselineR 1.701 1.931 1.950
LR 1.132 1.270 1.305
kNNR 1.537 1.720 1.753
SVM 1.135 1.278 1.315

But, how skewed is the class distribution at hand? In Table 4, we display
the fraction of articles in the test set for each of the three classes (confirming
Fig. 1). As we can see, the collection is dominated by the unpopular articles
in class A. In all cases, class C (the class of most popular articles) constitutes
less than 4% of the sample. In a real-life setting, it is much more important to
distinguish the articles in class C from the rest. The question is then how good
are we in predicting class C articles. To answer this question, one can look at
the confusion matrices, showing the true and false positive rates per class. In
Table 5, as a representative, we provide the confusion matrix for the (Tweet,
Week) scenario (using the best performing classifier, SVM). According to the table,
the classifier does quite well in correctly identifying class A articles. However, it
fails to distinguish class C articles from class A and B articles. This result indicates
that the accuracy numbers reported in [2] are very likely to be not useful either.

Given that classification does not yield meaningful performance, we turn our
attention to regression and observe the performance in predicting the actual
popularity values rather than the popularity class values. To this end, we evaluate
three regression approaches: linear regression (LR), k-nearest neighbor regression
(kNNR), and support vector machines (SVM). For comparison, we also use a simple
baseline (BaselineR) that always predicts the mean value in the training data.
We perform a logarithmic transformation on the target values before regression.

In Table 6, the regression performance is reported in terms of root mean
squared error. According to the table, LR is the best performing technique. Over-
all, the calculated errors are low and also there is considerable improvement with
respect to BaselineR. As we go from Hour to Week, the error increases due to the
larger variation in popularity. However, the improvement relative to BaselineR

also increases since predicting the late-stage popularity is easier.
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Fig. 3. Actual versus predicted ranks

Although the regression results give an idea about the prediction quality,
they still do not tell us whether the predictions are biased towards unpopular
articles. Moreover, in practice, accurate ranking of articles (in decreasing order
of popularity) is more important than accurate prediction of their popularity.
That is, given a popular and an unpopular article, the difference between the
predicted popularity values is not of high importance as long as we can correctly
rank the popular article above the unpopular article.

To visualize the ranking performance, in Fig. 3, we display the actual ver-
sus predicted popularity ranks of the articles (e.g., the article with the highest
popularity is ranked first). A stronger correlation is observed between the actual
and predicted tweet counts. In case of Tweets, we observe a stronger correlation
between the actual and predicted values compared to Pageviews. The Kendal
Tau (KT) correlation values in Table 7 are consistent with the plots.

Finally, we evaluate the performance focusing on the top ranked articles. This
is important because, as we mentioned before, only a small fraction of articles
gain visibility due to the limited space in web pages and the limited attention
span of users. Therefore, it is vital to get the popularity ranking right especially
at the high ranks by correctly identifying the most popular articles. To evaluate
the performance at top ranks, we define the recall@k (R@k) metric (this is different
than the traditional recall metric in information retrieval). Our metric basically
selects the articles that are placed in the top k ranks by the prediction algorithm
and then computes what fraction of them also appear within the top k ranks
in the actual popularity ranking. We report R@k values for k ∈ {10, 100, 1, 000}
in Table 7. For k=1, 000, even with the best prediction scenario (i.e., Tweets),
we observe that about 45% of the articles in the top 1,000 ranks are not ranked
among the top 1,000 articles in the actual popularity ranking. The results are
even worse as the k value decreases. These final results illustrate the real difficulty
of the problem and indicate the superficial nature of the previous results obtained
through classification and regression [2].
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Table 7. Performance in terms of the Kendal Tau and recall@k metrics

Tweets Pageviews
Metric Hour Day Week Hour Day Week

KT 0.551 0.569 0.561 0.078 0.286 0.287
R@10 0.000 0.000 0.000 0.000 0.000 0.000
R@100 0.240 0.110 0.090 0.010 0.020 0.060
R@1000 0.578 0.557 0.548 0.212 0.173 0.245

6 Conclusion

In this work, we investigated the cold-start news popularity prediction problem.
We measured the popularity of articles in terms of their tweet counts as well
as page views. Using the content of news articles and external sources, we engi-
neered a large number of features that may indicate the future popularity of news
articles. Our work revealed that predicting the news popularity at cold start is
not a solved problem yet. We observed that classifiers were biased to learn un-
popular articles due to the imbalanced class distribution. Hence, highly popular
articles could not be accurately detected, rendering the predictions not useful in
most practical scenarios. Our findings suggest that popularity is disconnected
from the inherent structural characteristics of news content and cannot be easily
modelled. News popularity may be more accurately predicted if early-stage pop-
ularity measurements are incorporated into the prediction models as features. In
general, increasing the duration of such measurements will increase the accuracy
of predictions but decrease their importance, leading to an interesting trade-off.
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Abstract. In this work, we reveal the structure of global news coverage of disas-
ters and its determinants by using a large-scale news coverage dataset collected by
the GDELT (Global Data on Events, Location, and Tone) project that monitors
news media in over 100 languages from the whole world. Significant variables
in our hierarchical (mixed-effect) regression model, such as population, political
stability, damage, and more, are well aligned with a series of previous research.
However, we find strong regionalism in news geography, highlighting the neces-
sity of comprehensive datasets for the study of global news coverage.

Keywords: GDELT, global news coverage, news geography, regionalism, theory
of newsworthiness, international news agency, foreign news, disaster.

1 Introduction

A wide news network woven by international news agencies helps to transform a re-
mote disaster into an international crisis. Even though a majority of disasters remains
unreported [9], the reported ones evoke compassion, and this potentially leads to vari-
ous charitable acts, such as fund-raising to provide monetary support. These days it is
not uncommon to expect help from the world when a tragedic disaster happens. In this
sense, global news coverage of a disaster is a sufficient condition for worldwide public
action. Then, a central question naturally arises: which disasters are covered and which
are not? The systematic approach to address this question requires a comprehensive
dataset of news media sites in different countries over long period, which remains to be
unexplored in traditional media research. We revisit previous research based on a single
country or a region [11,19] and examine whether it also holds globally.

In this work we use a large-scale news media coverage dataset collected by the
GDELT (Global Data on Events, Location, and Tone) project. GDELT project monitors
news media in over 100 languages from the whole world [14]. With large-scale data of
195 thousand disasters happening from April 2013 to July 2014 [1], we examine which
disasters receive a great deal of attention from foreign news media.

� A long version of this work, “Understanding News Geography and Major Determinants of
Global News Coverage of Disasters”, will be available on arXiv.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 300–308, 2014.
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2 Theoretical Orientation

We clarify the theoretical orientation to address our research questions by reviewing
previous literature. We begin with the theory of newsworthiness proposed in 1965 and
proceed to following studies.

2.1 Theory of Newsworthiness

Foreign news coverage is the outcome of a news selection process [8]. Making a de-
cision on which news items to report is essential because news is delivered through
physically limited channels, such as pages in newspapers and minutes in TV news.

On one hand, one of the seminal studies that examines the factors of news selection
was conducted by Galtung and Ruge [11]. They propose the theory of newsworthi-
ness that is based on psychology of individual perception and explain which factors
influence newsworthiness of an event. The suggested factors are frequency, intensity,
unambiguity, meaningfulness, consonance, unexpectedness, continuity of an event, and
some characteristics (e.g. identity) of an actor involved in the event. Some critics ar-
gue that applying their theory to the global news flow between nations is insufficient
owing to the lack of systematic determinants based on the power structures of the
world [21].Nevertheless, the theory of newsworthiness has provided a foundation of
subsequent news flow studies with a few variations of some factors [12]. We consider
several factors among their suggestions, such as unexpectedness and intensity of an
event and the identity of an actor extracted from the GDELT dataset.

The significance of the number of people killed by a disaster in predicting its news
coverage is still debatable. Gaddy and Tanjong reported its importance [10], while oth-
ers found no significance [5]. Yet, the number of victims is a good proxy to reflect the
intensity of a disaster, especially when the other measures for the damage of a disaster
is unavailable. We thus include the number of victims of a disaster in our study and
validate its importance.

2.2 Effect of National Attributes on Foreign News Coverage

While determinants of global news flow, in terms of the amount and its direction, have
been repeatedly investigated based on a single or few countries for decades [16], results
are not consistent between countries, mainly due to cultural difference [17].

On the other hand, one of the earliest studies reporting general patterns of global
news flow was conducted with the ‘Foreign News’ dataset that contains news media
of 46 countries for two weeks in 1995 [18]. The findings are relatively stable, and
confirmed by subsequent studies. We note that these studies are usually conducted from
the view of a guest and a host country relationship. The guest country is where the event
happens, and the host country is where the news media exist. In this view, the problem
of global news flow is transformed into the problem of dyadic relationship between
countries, like whether an event in a certain guest country is covered in a particular host
country. The general factors to affect the news coverage of a host country can be divided
into two categories. One is the attributes of a guest country, and the other is proximity
between two countries. We focus only on the former, the national attributes of the guest
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country, because our aim is to capture the global view and thus does not necessarily
assume the dyadic relationship led by a specific host country.

A wide range of national attributes affecting news coverage is found across the stud-
ies [6,16], such as GNP per capita, territorial size, GDP, defense budget, population
density, share in world trade, press freedom index, number of scientific publications,
and Internet use. We consider all these variables. We also include some variables such
as world giving index, to consider the humanitarian view of the disasters.

3 The GDELT Project

GDELT (Global Data on Events, Location, and Tone) is a recently developed event
dataset containing more than 200 millions geolocated events with global coverage since
1979 [14]. GDELT began with monitoring a wide range of international news sources,
including AfricaNews, Agence France Presse, Associated Press Online, Associated
Press Worldstream, BBC Monitoring, Christian Science Monitor, Facts on File, For-
eign Broadcast Information Service, United Press International, and the Washington
Post. Now in cooperation with Google, it has expanded its sources to cover non-English
news media. Today it tracks news media in over 100 languages from the whole world.
After the first release of GDELT, several studies have confirmed that the GDELT dataset
performs as well or better than the previously widely-used datasets, such as ICEWS
(Integrated Conflict Early Warning System) due to its large coverage and the improved
automatic coding system [7].

GDELT provides two types of datasets. One is called the Event Database, coded by
CAMEO taxonomy since 1979, and the other is the Global Knowledge Graph (GKG),
an expanded dataset about ‘every person, organization, company, location, and over
230 themes and emotions from every news report’ since 2013. We use the GKG dataset
because it offers various fields to describe the characteristics of natural and man-made
disasters, such as the type of a disaster, the number of news articles reporting the disas-
ter, the number of victims, the location where the disaster occurred, and etc.

4 News Geography of Disasters

We first concentrate on news geography, the extent to which countries are represented
in international disaster news. We show how different their news geographies are and
then move on to examine the representativeness of each region for global attention. It
directly relates with the external validity of previous studies about foreign news rooted
on a single or several countries.

We divide the world into seven regions according to the World Bank: East Asia & Pa-
cific, Europe & Central Asia, Latin America & Carribean, Middle East & North Africa,
North America, South Asia, and Sub-Saharan Africa. The division mainly reflects geo-
graphical proximity. We map 10,009 news media into one of the seven regions accord-
ing to the classification of Alexa, which is based on the nationality of website visitors.
A list of news media falling in each region becomes a basis to construct news geography
seen by each region.

We define the attention of a region, ri, to a country, cj , as the number of the dis-
asters occurred in cj covered by news media of ri. We use the notation, Nri=⇒cj ,
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for representing the attention of ri to cj . Then, we define news geography seen by
ri as Nri = {Nri=⇒c1 , Nri=⇒c2 , Nri=⇒c3 , ..., Nri=⇒cK} where K is the number of
the countries.

(a) North America (b) South Asia

Fig. 1. News geography seen by each region

Figure 1 shows the news geography seen by North America and South Asia, respec-
tively, through Cartogram, an intuitive visualization method of illustrating the territory
of a country that is proportional to the assigned value. In the figure, the size of a territory
is proportional to Nri=⇒cj in the news geography seen by ri.

By visual inspection, we observe clear differences of the news geography across the
region. Although we omit other regions due to lack of space, as similar with two visual-
izations in Figure 1, every region is overrepresented in the news geography seen by the
corresponding region. For example, disasters occurring in Latin America & Caribbean
are not frequently reported in other regions. Similarly. Indonesia is well-recognized in
NEast Asia, Serbia in NEurope, Saudi Arabia in NMiddle East, USA in NNorth America, India
in NSouth Asia, and Kenya in NAfrica. This strong regionalism raises concerns about the
external validity of studies of foreign news coverage based on a single country or region.

At the same time, Figure 1 poses an interesting question about the over-representation
of a certain country (e.g. Syria in news geography seen by North America) that can-
not be explained by regionalism. This relatively regionalism-free country could be ex-
plained by the proximity in another layer, such as politics, economy or culture, instead
of geographic proximity. Since the scope of this work is investigating global attention
to disasters, rather than attention of a certain region or country, we do not study this
further here.

5 Determinants of Global News Coverage of Disasters

5.1 Methods

We build a hierarchical (mixed-effect) multiple regression model to examine what af-
fects global news coverage of disasters. We choose this model to control a random
effect driven by variation rooted on country-level differences. Previous studies have
shown that international news coverage varies significantly by country [20].

We define global news coverage of a disaster as the number of countries reporting
the disaster, and use it as the dependent variable in our model. For 10,009 news media
appearing in the GKG dataset, we extract the origin country of each news media from
Alexa. In our data, the range of global news coverage lies between 1 and 34. The median
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is 1 (mean: 1.78), indicating that a large fraction of disaster news is consumed within a
single country.

We consider 26 independent variables as candidates that might exert influence on the
global news coverage of a disaster according to our theoretical orientations. The vari-
ables can be organized into three broad categories: (1) the attributes of a nation which
measures political and economical status of a nation; (2) the attributes of a disaster; and
(3) logistics of news gathering.

We obtain national attributes for all the countries listed in the GDELT dataset from
various sources, including the World Bank Open Data, which provides a wide range
of up-to-date measures of 254 countries. Fifteen national variables are driven from it:
GDP (gross domestic product) per capita, GNI (gross national income) per capita, mili-
tary expenditure, population, land size, population density, merchandise exports (US$),
merchandise imports (US$), number of scientific journal publications, unemployment
rate, foreign aid received (US$), Internet use (per 100 people), mobile cellular subscrip-
tions (per 100 people), and homicide rate (per 100,000 people). In addition, we create
a trade variable as the sum of the magnitude of exports and imports. While some in-
formation is not up-to-date, most of variables are reported for 2013. We additionally
consider the index of press freedom [2], the world giving index [4], and the political
stability index [3].

We obtain attributes of disasters directly from the GKG dataset. It marks a disaster
as either man-made, natural, or both. Also, a fine-grained subtype of a disaster, such as
‘Flooding’ and ‘Landslide’, is available. We select one representative subtype for the
disaster by considering the frequency of subtypes across all the disasters, while GDELT
can assign multiple subtypes to one disaster. For the matter of categorical coding, we
select top 30 subtypes out of 274 subtypes, which account for 31.5% of all disasters.
All the other types are coded as ‘other’. To measure unexpectedness of a disaster (de-
noted as UE disaster), we use the inverse of the frequency of the same-subtype disaster
occurring in the corresponding country. In other words, the more frequently a disaster
occurs, the more expected the disaster is. We add variables about the impact of disas-
ters: the number of people involved in the disaster, the type of people’s involvement
in the disaster (denoted as count type), and the type of people affected by the disaster
(denoted as object type). We also consider the country where the disaster occurs.

We finally add one binary variable to show whether a disaster is reported by any of
international news agencies, denoted as INAs covered. This reflects logistics of news
gathering, determining the news flow by gate-keeping. We focus on three global news
agencies, as many previous literature does: Agence France-Presse (AFP), Associated
Press (AP) and Reuters.

After considering the above variables, elimination of multicollinearity is a crucial
step because multicollinearity distorts estimated coefficients of variables. We take three
steps of analysis to select relevant variables. First, we build a linear regression for each
of the independent variables to see its predictive power for global news coverage of dis-
asters. In this step, we discard the homicide rate variable as it shows low significance in
predicting the global coverage. Then, we compute the (Pearson) correlation coefficient
between each pair of variables. We find that a few national variables are correlated with
each other (i.e., there are high positive correlations (where r > 0.60) among GDP, GNI,
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GNI, Internet use, life expectancy, the number of scientific journal articles, political
stability, and index of press freedom). We retain “political stability” as it is the most
predictive factor among those eight variables. By a variance inflation factor (VIF) test,
we additionally remove the trade variable. Lastly, through stepwise variable selection
using AIC, we get the final regression model with 14 independent variables and an ad-
ditional control variable (location). We confirm no collinearity by a VIF test; all the
remaining variables have VIF below than 5.3.

For the analysis, we use the GKG dataset provided by the GDELT project that incor-
porates 3,574,627 events happening in 205 countries from April 2013 to July 2014. We
extract 666,150 natural or man-made disasters and filter out disasters if any variable is
missing. As a result, we have 195,513 disasters to build the model.

5.2 Results

We move on to examine the explanatory power of variables in determining global news
coverage of a disaster with our hierarchical multiple regression model. Seven national
variables are entered in the first model. Then, six disaster attributes are added to the sec-
ond model for determining their unique contribution while controlling for the national
characteristics. Finally, the full model is tested, including the simultaneous examina-
tion of all variables. We discuss only the contribution of individual variables in the full
model due to lack of space. We use a 0.05 level of statistical significance to evaluate the
results of the regression analysis.

Table 1 shows the regression result with estimated coefficient and its statistical sig-
nificance. In the first model, three national variables, which are log(population), mobile
subscription, political stability, have a significant effect on the dependent variable and
explain 3.1% of its variance. The figures for the second model, in which disaster vari-
ables are added to the first model, indicate that the characteristics of a disaster them-
selves explain an additional 4.3% of the variance. Together, the national and disaster
variables explain 7.9% of the variance in global news coverage.

In the final step, the newly added variable, INAs covered, explains an additional 18%
of the variance, resulting in a total of 25.4% of the variance in global news coverage. Its
gain is much more than the amount of variance explained by the national and disaster
variables. The explanatory power of our model is comparable with previous studies in
this research area; in the study of finding systemic determinants of news coverage of 38
countries [22], 20 out of 38 models have lower R2 than ours.

National Attributes. We find that out of 7 variables considered, only two are statisti-
cally significant. Population has a positive coefficient, but its effect is marginal. High
population of a country commonly leads to more emigrants to other countries. For ex-
ample, China and India are major nationalities of US immigrants, in spite of their re-
moteness to US. As Lacy et al. point out, news coverage of newspapers is influenced
by audience demand [13]. Higher number of immigrants possibly explain more news
coverage for them. This relationship would be clarified when a guest, a host country
framework for foreign news coverage is adopted, when the number of immigrants can
be counted.



306 H. Kwak and J. An

Table 1. Hierarchical multiple regression predicting global news coverage (N = 195,513)

Model 1 Model 2 Full model

Intercept −0.87 (0.63) 0.33 (0.64) 0.19 (0.54)

National attributes
Mobile subscriptions 0.00 (0.00)∗∗ 0.00 (0.00)∗∗ 0.00 (0.00)∗∗

log(Population) 0.08 (0.03)∗ 0.07 (0.03)∗ 0.06 (0.03)∗

Political stability −0.17 (0.06)∗∗ −0.17 (0.05)∗∗ −0.13 (0.04)∗∗

Disaster attributes
Manmade disaster −0.95 (0.02)∗∗∗ −0.76 (0.02)∗∗∗

Natural disaster −1.06 (0.01)∗∗∗ −0.83 (0.01)∗∗∗

# of affected people 0.00 (0.00)∗∗∗ 0.00 (0.00)∗∗∗

UE of disaster −0.28 (0.07)∗∗∗ −0.17 (0.07)∗∗

Count type
Kill −0.33 (0.04)∗∗∗ −0.22 (0.04)∗∗∗

Other −0.73 (0.04)∗∗∗ −0.52 (0.04)∗∗∗

Protest −0.56 (0.04)∗∗∗ −0.45 (0.04)∗∗∗

Wound −0.40 (0.04)∗∗∗ −0.26 (0.04)∗∗∗

Object type
Victims −0.47 (0.22)∗ −0.44 (0.20)∗

Disaster subtype
Radiation leak 0.58 (0.37) 0.65 (0.33)∗

Toxic waste 0.37 (0.17)∗ 0.06 (0.15)
Aftershocks 1.37 (0.37)∗∗∗ 1.08 (0.34)∗∗

Flooding 0.56 (0.14)∗∗∗ 0.33 (0.13)∗∗

Heat wave 0.33 (0.17)∗ 0.18 (0.15)
Ice 0.58 (0.14)∗∗∗ 0.31 (0.13)∗

Landslide 0.67 (0.14)∗∗∗ 0.30 (0.13)∗

Monsoon 0.29 (0.15)∗ 0.14 (0.13)
Severe weatehr 1.10 (0.17)∗∗∗ 0.07 (0.15)
Tsunami 0.33 (0.15)∗ 0.20 (0.13)
Other 0.38 (0.14)∗∗ 0.20 (0.13)

Logistics of news gathering
INAs covered 3.74 (0.02)∗∗∗

R2 0.03090539 0.07369887 0.2536145
AIC 802417.49 793681.70 750501.26
BIC 802519.33 794241.77 751071.51
Log Likelihood −401198.75 −396785.85 −375194.63
Num. groups 74 74 74
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

The political stability is negatively correlated with global news coverage. In other
words, disasters happening in politically unstable countries receive more global atten-
tion. This finding is aligned with the study by Masmoudi that reveals the Western news
media intentionally cover crisis or conflicts of unstable countries so that the stereotype
of them can be reinforced [15]. Even though we find the possibility of such a tendency
from the aggregated news media, we do not attempt to quantify the contribution of
Western news media to this. In-depth analysis is required to assess the universality of
reinforcing stereotype.

Disaster Attributes. The negative coefficients of man-made disaster and natural disas-
ter mean that a disaster tagged as both man-made and natural disasters is more likely to
get global attention than when only one theme is tagged. It implies that when a natural
disaster happens, a complex situation where human factors are involved is likely to be
covered by news media.
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We find that the number of affected people is statistically significant with a marginal
effect. This supports the previous finding that the number of killed people is an im-
portant factor for the natural disaster news coverage [10]. In our study, not only killed
people but also affected people have been taken into account and we find that it has
significant explanatory power.

The number of affected people greatly varies across disasters. For example, some-
times a few tens of thousands of people are evacuated when serious flooding occurs.
Given that the significance of the number of killed people is still debatable [5], we
believe that follow-up investigations in various settings are vital for assessing the sig-
nificance of the affected people in global news coverage.

Unexpectedness of disaster subtype is negatively correlated with global news cover-
age. This finding counters what had been found in the theory of newsworthiness [11].
We explain a possible mechanism in the discussion section.

The count type is a categorical variable. The beta coefficients of category show the
relative predictive power of each type compared to the base type, which is Kidnap in
our model. Among the count types we consider, we find that the Kidnap type tends
to get the most global attention compared to other type: Kill (-0.22), Wound (-0.26),
Protest (-0.45), Other (-0.52). The negative coefficient of the Other type means that
fewer countries report the Other type than they report the Kidnap type.

Lastly, some disaster types are more favorable globally than others. Although
marginal, five disaster types are statistically significant and positively related to the
number of countries covering the disaster: Aftershocks (1.08), Radiation leak (0.65),
Flooding (0.33), Ice(0.31), and Landslide(0.30).

Logistic of News Gathering. INAs covered has the largest beta coefficients (3.74).
Its positive sign indicates that a disaster covered by INA is more likely to get global
attention. This is expected; however, the extent of the effect is not expected. INAs cov-
ered alone explains 18% of the variance in global news coverage. This result is in line
with previous work reporting that the presence of INAs is a primary predictor of the
amount of news coverage about the country [22]. We also agree with Wu’s argument
that the most news media sites are dependents of INAs because the cost of managing
correspondents to investigate foreign issues is higher than using news copy of INAs.
We discover that the INAs still play a prominent role in expanding news coverage of a
foreign disaster.

6 Discussion

A lot of US media are tracked by GDELT, as the strongest player in the media industry.
Thus, the number of news articles about a disaster is readily influenced by US news
media. To neutralize this possible bias, we define global attention to a disaster as the
number of countries covering the disaster. This equalizes the contribution of news me-
dia in each country to global attention. While this simplifies the international power
relationship, it also captures well the news geography and news flow among countries,
which is essential to our research question.
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Abstract. The mass popularity of online social networks, such as Face-
book and Twitter, makes them an interesting and important platform
for exchange of ideas and opinions. Accurately capturing the opinions
of users from their self-generated data is crucial for understanding these
opinion flow processes. We propose a supervised model that uses a com-
bination of hashtags and n-grams as features to identify the opinions of
Twitter users on a topic, from their publicly available tweets. We use it
to detect opinions on two current topics: U.S. Politics and Obamacare.
Our approach requires no manual labeling of features, and is able to
identify user opinion with a very high accuracy over a randomly chosen
set of users tweeting on each topic.

1 Introduction

Social networks have emerged as one of the most powerful means of commu-
nication today. From beginning as a medium through which people remained
connected to friends and family, they have emerged to become a facilitator of
social causes and revolutions. Facebook and Twitter proved to be effective medi-
ums of communication for protesters during the Arab Spring, enabling them to
coordinate and conduct a revolution [24,21]. More recently, social media has been
instrumental in facilitating the protests in Ukraine [27]. The massive popularity
of social networks has led to their extensive use in political campaigns as well
[34]. Social and political organizations such as MoveOn.org [15] and Avaaz.org
[3] have emerged as platforms through which people start online petitions to
increase public awareness on a myriad of important social and political issues.

Knowing the opinions of people is useful not only for predicting the outcome
of socio-political events, but also for viral marketing, advertising and market
prediction [20,7,2]. Since the volume of social network posts generated on a
daily basis is enormous, it is important to be able to perform opinion detection
in an automated fashion.

In this work we focus on the detection of opinions of Twitter users on a given
topic by extracting informative features from their publicly available tweets,
using a supervised learning approach. We chose two topics for which users tend
to have strong opinions: U.S. Politics (during the 2012 Presidential Election)
and Obamacare.
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c© Springer International Publishing Switzerland 2014
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Twitter has gained popularity among researchers due to its emergence as
one of the most widely used social networks, and also because it allows for the
crawling of some of its data. However, this data also brings along with it a host
of challenges. The short length of a tweet, the abundance of grammatical errors,
misspelt words, informal language and abbreviations make it difficult to extract
the opinion expressed through a tweet accurately.

To overcome the above issues, we adopt the following strategies. We begin by
preprocessing the data to reduce the amount of noise as described in detail in
Section 3. This is a non-trivial step especially when dealing with Twitter data.
Because the opinions detected on the basis of a single tweet are unreliable, we
focus instead on assessing the opinion of a user by aggregating the information
in all of their tweets relating to the topic of interest over a given time period. We
use a probabilistic approach, regularized to avoid overfitting [26], to classify the
user opinions as positive or negative on a given topic. The selection of features is
critical to this task. We found that combining the use of hashtags and n-grams
was highly informative in detecting user opinion. It is to be noted here that our
method requires no prior manual selection or labeling of features. To test the
robustness of our methodology, we implemented it for the detection of political
opinions on the 2012 U.S. Presidential election, and on the topic of Obamacare,
and obtained a high level of accuracy.

The remainder of this paper is organized as follows. In Section 2 we discuss
related research. Section 3 describes the Twitter data that we crawled, and the
labeling of users for the training and test sets. In Section 4, we present the
model and the features that we used for opinion detection. Section 5 describes
the experiments conducted on our test dataset, and the results obtained. Finally,
in Section 6, we present conclusions on our work.

2 Related Work

Research involving sentiment analysis or opinion mining on social networks may
be divided into two areas: techniques that are based on lexicons of words, and
techniques that are based on machine learning. The lexicon-based methods work
by using a predefined collection (lexicon) of words, where each word is annotated
with a sentiment. Various publicly available lexicons are used for this purpose,
each differing according to the context in which they were constructed. Examples
include the Linguistic Inquiry and Word Count (LIWC) lexicon [32,31] and the
Multiple Perspective Question Answering (MPQA) lexicon [25,40,41]. The LIWC
lexicon contains words that have been assigned into categories and matches
the input text with the words in each category [23]. The MPQA lexicon is a
publicly-available corpus of news articles that have been manually annotated
for opinions, emotions, etc. These lexicons have been widely used for sentiment
analysis across various domains, not just specifically for social networks [1,17,8].
Other popular sentiment lexicons that have been designed for short texts are
SentiStrength [38] and SentiWordNet [13,4]. These lexicons have been extensively
used for sentiment analysis of social network data, online posts, movie reviews,
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etc. [16,22,37,12]. However, as we will see in Section 5.3, they do not perform
very well when applied to our problem of assessing user opinion.

Machine learning techniques for sentiment analysis include classification tech-
niques such as Maximum Entropy, Naive Bayes, SVM [18], k-NN based strategies
[11], and label propagation [39]. These usually require labeling of data for train-
ing, which is accomplished either by manually labeling posts [39], or through the
use of features specific to social networks such as emoticons and hashtags [18,11].
Some of the existing research combines lexicon-based methods and machine-
learning methods [36]. These papers address a different (but related) problem
than ours in that they perform tweet-level as opposed to user-level sentiment
analysis. In Section 5.5, we will compare our method to user-level sentiment
generated via tweet-level sentiment obtained by the methods of [36] and [18].

The methods in [35,30,9] perform user-level sentiment analysis. The method
in [30] uses features derived from four different types of information of a social
network user: user profile, tweeting behavior, linguistic content of the messages
and the user network. Our method focuses on extracting informative features
from only a user’s tweets, and can achieve high accuracies with a smaller number
of features and a simpler model. The methods in [9] determine the political
alignment of Twitter users using their tweets, as well as their retweet networks.
The dataset is selected by first creating a set of politically discriminative hashtags
that co-occur with the hashtags #p2 (“Progressives on Twitter 2.0”) and #tcot
(“Top Conservatives on Twitter”). The tweets selected for the dataset carry at
least one of the discriminative hashtags. In contrast, we select our dataset via
identification of users who use the generic keywords in Table 1 at least once,
which does not require the determination of discriminative words or hashtags.
Moreover, [9] does not conduct any study on using combinations of hashtags
and n-grams as features, which we have found to yield the best performance in
opinion detection across two different topics (as described in Section 5.4 of this
paper). Thus the results are not directly comparable. In addition, our method
performs automatic feature selection, which [9] does not address. In [35], user-
level sentiment analysis is performed using the users’ following/mention network
information. Since our dataset consists of randomly chosen users, we do not have
the entire neighborhood of any user.

3 Datasets

Data Collection.We focused on two current topics for which people were more
likely to voice their opinions on social media: U.S. Politics and Obamacare. For
each of the topics of interest, we randomly selected users and collected their
tweets over a period of time using the Twitter REST API. For U.S. Politics, our
tweets were collected over the period of January 2012 to January 2013. The time
period of the data collection coincided with the political campaigns leading up
to the November 2012 U.S. Presidential election. For the dataset on Obamacare,
we crawled tweets for 6 weeks over the months of June and July 2013.

To extract topical tweets, we filtered out tweets that contained words related
to the topic of interest. For instance, for political tweets, we used words related
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to political figures, parties, causes or issues, or commentators whose bias is well-
known. This approach is similar to that used in [33]. Table 1 shows the list of
keywords used to obtain both the datasets and the categories that they belong
to. The political dataset thus obtained was composed of 672,920 tweets from
552,524 users. The Obamacare dataset consisted of 187,141 tweets from 65,218
users. For the purposes of training and testing, we randomly picked users from
each of the datasets, and then assigned a positive or negative opinion label
(definition of these opinions are provided in Section 4.1) to them by manually
reading all of their tweets. We labeled only those users whose opinion could be
unambiguously determined from their tweets. We randomly chose 490 users (222
positive and 268 negative) for our labeled dataset on U.S. Politics, and 201 users
(90 positive and 111 negative) for our labeled dataset on Obamacare.

Table 1. Keywords used to filter out topical tweets

Keyword Keyword Type Dataset

obama Political figure U.S. Politics

democrat Political Party U.S. Politics

p2 Political Party U.S. Politics

romney Political figure U.S. Politics

gop Political party U.S. Politics

tcot Political party U.S. Politics

obamacare Term for affordable health care Obamacare

koch Industrialists who are against Obamacare Obamacare

affordable care Term for affordable health care Obamacare

Data Cleaning and Preprocessing. Twitter data is inherently noisy and filled
with abbreviations and informal words. We performed the following cleaning and
pre-processing on the dataset to enable better extraction of features from it.

1. URL removal: In our method, URLs would not contribute to the feature
extraction and were therefore removed.

2. Stop word removal: Stop words such as “a”, “the”, “who”, “that”, “of”,
“has”, etc. were removed from the tweets before extracting n-grams, which
is a common practice.

3. Punctuation marks and special character removal: Punctuation marks such
as “:”, “;” etc. and special characters such as “[ ]”, “{ }”, “|”, etc. were
removed before extracting n-grams.

4. Additional whitespace removal: Multiple white spaces were replaced with a
single whitespace.

5. Conversion to lowercase: Tweets are not generally case-sensitive owing to the
informal language used. For instance, for our method, the word “Obama”
should be considered the same as “obama” when parsing through a tweet.
Hence we converted the tweets to lowercase to preserve uniformity in feature
extraction.

6. Tokenization: The tweets were tokenized into words to extract n-grams from
them. We use Python’s Natural Language Toolkit 3.0 [6] for this purpose.
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4 Methods

Given a user’s tweets over time on a predetermined topic, our goal was to predict
her opinion as accurately as possible. Thus we sought to learn a predictive model
for user opinion from features derived from the tweets. In this section, we describe
the problem definition, the model we used to solve the problem, and the features
used for extracting user opinion. The results obtained are reported in Section 5.4.

4.1 Problem Definition

We adopted a probabilistic view for the user opinion in that we assumed it to be
a distribution over positive and negative types. On the topic of US politics, we
arbitrarily defined positive to mean that the user is pro-Obama or anti-Romney,
and negative to mean that she is anti-Obama or pro-Romney. On the topic
of Obamacare, positive was again arbitrarily defined to be a pro-Obamacare
opinion, and negative was defined to be an anti-Obamacare opinion.

The main challenges involved were: (1) to determine appropriate features
that carry information about the user’s opinion (2) to learn a model that, with
a sufficiently high accuracy, predicts the probabilistic user opinion from the
features.

Thus, the problem definition may be summarized as follows: Given a user’s
tweets over time on a topic, we seek the probabilities of her having a positive or
a negative opinion.

4.2 Model

We cast the problem at hand as a supervised binary classification problem in
which the classifier outputs the probabilities of the opinions that a user can
have. Logistic regression is a well-known and widely used probabilistic machine
learning tool for classification. Given a binary output variable y and a set of fea-
tures X , logistic regression estimates the conditional distribution P (y = 1|X ; θ),
where θ represents the parameters that determine the effect of the features on
the output.

Logistic regression utilizes the following transfer function between X and y:

P (y = 1|X, θ) = hθ(X) =
1

1 + exp(−θTX)
. (1)

To estimate the parameter θ of the logistic model, we use Maximum Likeli-
hood Estimation. Assuming that we have m i.i.d training samples (yi, X i), i =
1, . . . ,m, the log likelihood is given by

logP (y|X, θ) =

m∑
i=1

[yi log(hθ(X
i)) + (1− yi) log(1− hθ(X

i))]. (2)

The loss function, which is the negative log-likelihood, being convex, we can
minimize it to estimate the optimum θ, given by θ̂. We add a regularization to
the loss function to avoid overfitting, as discussed in Sections 5.1 and 5.2.
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Thus, given a set of features X and a set of known outputs y in the training
data, the logistic regression model learns the parameter θ that determines the
relationship between X and y. Once the model has been learned, it can then be
used to predict the outcomes of the test data, given their features X.

4.3 Features for Classification

Deriving features from the tweets is a crucial step for successfully determining
a user’s opinion. The features must be such that they would reflect the opinion
conveyed through the user’s tweets, because if a human annotator were to de-
termine the opinion of a user (which is the baseline we are comparing with), she
would read the user’s tweets to reach a conclusion.

Hashtags have become a very popular feature in Twitter and other social
media sites. A hashtag is essentially a word that is prefixed with a # symbol that
can be generated by a user and used in their tweets. #followfriday, #mtvstars,
#ipad, #glee are examples of some popular hashtags on Twitter. The concept
of hashtags was introduced in order to index tweets of a similar topic together,
to make it easier for users to start a conversation with each other.

Apart from highlighting the topic of a tweet, hashtags have been found to carry
some additional information regarding the bias of the tweet itself [11,39]. For ex-
ample, hashtags such as #ISupportStaceyDash, #iloveapple, #twilightsucks all
carry information about the topic of the tweet and also clearly exhibit the bias
of the user. A manual inspection of our dataset suggested that hashtags might
be used to provide information about the bias of the tweet. For example, hash-
tags such as #romneyshambles, #gopfail, #defundobamacare were more likely
to occur in tweets in which the user portrays a negative opinion towards the
topic. Similarly, hashtags such as #iloveobama, #istandwithobama, #getcovered
occurred most often with tweets that carried a positive opinion towards the re-
spective topic. For this reason, our first choice for features to use was hashtags.

Although hashtags are powerful carriers of sentiment information, sometimes
they may not be sufficient to convey the bias hidden in the tweet. For instance,
hashtags may just refer to a political party without seemingly carrying any bias,
in which case the information we seek may be carried by the text of the tweet.
Here is an example of such a tweet:

“@MittRomney’s refusal to release details of, well, anything, prove his cow-
ardice & unfitness for the presidency. #connecttheleft #gop”

In the above tweet, the hashtags used are #gop (“Grand Old Party”) and
#connecttheleft (a hashtag designed to connect the Democrats). Used together,
these hashtags carry no information on the user’s opinion. However, a human
annotator would be able to identify the opinion by reading the entire text of the
tweet. Hence, in order to augment the information obtained by using hashtags
alone, we incorporated information from the tweet as well.

For this purpose, we use the n-gram model which is considered a powerful tool
for sentiment extraction [5]. n-grams are essentially contiguous sequences of n
words extracted from text. The n-gram model was developed as a probabilistic
language model which predicts the occurrence of the next word in the sequence
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of words by modeling it as an (n − 1)-order Markov process. In the domain of
sentiment analysis, n-grams have been widely used since they help to capture
phrases that carry sentiment expression [28,10].

We begin by using hashtags separately as features in the logistic regression
model (as described further), and then use them in conjunction with n-grams to
achieve better results.
Popular Hashtags. To eliminate the need for manual labeling of the hashtags,
we extracted the most popular hashtags separately from each of the filtered
datasets, by computing the total number of times each hashtag occurred in the
respective dataset. For both the datasets, we used the 1000 most popularly used
hashtags. We refer to these hashtags as popular hashtags. Not surprisingly,
a manual inspection revealed that all of the popular political tags were related
to politics either by representing names of the parties, their representatives, or
political issues that gained importance during that time period. A similar pattern
was observed for the popular Obamacare hashtags.

We then used the frequency of use of the popular hashtags as features in our
model. Thus, in equation (3),

X i
j = number of times popular hashtag j is used by user i. (3)

Popular n-grams in Conjunction with Hashtags. As discussed previously,
we used n-grams to augment the hashtag information. We used values of n =
1, 2 to extract out unigrams and bigrams from the tweets of each labeled user.
Again, we picked the most popular n-grams from each dataset. For each dataset,
we chose 2000 most popular unigrams and 2000 most popular bigrams. We com-
bined the information we obtained from the hashtags with that obtained from
the n-grams. This was done by performing logistic regression using multiple ex-
planatory variables as follows

P (y = 1|X,Z, θ, β) =
1

1 + exp(−θTX − βTZ)
, (4)

where X and Z represent the hashtag-based features and the n-gram-based fea-
tures respectively; θ and β represent the corresponding parameters. We tested
each type of n-gram feature separately with the hashtags.

5 Experimental Results

In this section we outline in detail implementations of the proposed method with
both l1 and l2 regularization, and the metrics we used to evaluate the results.
Further, we describe the existing methods that we chose for comparison, and
report the results obtained.

5.1 Logistic Regression with l2 Regularization

Using both hashtags and n-grams yields a relatively large number of features
(3000 for hashtags and bigrams). To avoid overfitting, we add a user-specified
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regularization term λ‖X‖22 to our loss function, where λ > 0 is the regularization
parameter [26]. The loss function thus becomes:

L(θ) = − logP (y|X, θ) + λ‖θ‖22. (5)

5.2 Logistic Regression with l1 Regularization

We also explored the use of l1-regularization [26]. This results in the loss function:

L(θ) = − logP (y|X, θ) + λ‖θ‖1. (6)

We used the open-source machine learning tool in Python, scikit-learn [29] to
implement logistic regression with l1 and l2 regularizations. The selection of λ
is discussed in Section 5.3.

Table 2. Metrics using l2-regularization on U.S. Politics dataset

Feature
type

Total
Number

of
Features

Number
of

Selected
Features

Mean
Accuracy

Mean
AUC

Mean
F1-
score

Mean
Specificity

Popular
hashtags

1000 288 86.32(±0.043) 0.915 0.85 0.875

Popular
hashtags,
unigrams

3000 1488 86.12(±0.031) 0.896 0.843 0.885

Popular
hashtags,
bigrams

3000 1398 87.35(±0.029) 0.909 0.858 0.895

Popular
hashtags,
unigrams,
bigrams

5000 2430 87.10 0.905 0.855 0.893

Table 3. Comparison of the proposed method with three state-of-the-art methods

Method Accuracy(%) Precision Recall Specificity

l2 - regularized Logistic regression 87.35 0.871 0.848 0.895

SentiStrength 53.06 0.485 0.586 0.485

Maximum Entropy method 44.29 0.525 0.419 0.463

Combined method (SentiStrength
and MaxEnt)

59.59 0.542 0.694 0.515
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Table 4. Metrics using l2-regularization on Obamacare dataset

Feature
type

Total
Number

of
Features

Number
of

Selected
Features

Mean
Accuracy

Mean
AUC

Mean
F1-
score

Mean
Specificity

Popular
hashtags

1000 445 77.33(±0.0466) 0.912 0.804 0.799

Popular
hashtags,
unigrams

3000 2295 87.30(±0.022) 0.942 0.906 0.943

Popular
hashtags,
bigrams

3000 1506 87.54(±0.025) 0.956 0.907 0.927

Popular
hashtags,
unigrams,
bigrams

5000 3448 90.8 (±0.033) 0.958 0.919 0.850

5.3 Evaluation Metrics

To evaluate the performance of the model, we conducted hold-out cross valida-
tion by randomly splitting the data into 30% test set and 70% training set. On
each run of the cross-validation, the best λ was learned from the validation error
on the training set. The cross-validation was done 10 times, with the data being
randomly shuffled each time. Our experiments showed that the best λ value did
not vary much across the validation sets of the respective dataset. For the U.S.
Politics dataset, we set λ = 50.0 for l2-regularization, and for l1-regularization,
it was 0.01. For the Obamacare dataset, we set λ = 25.0 for the l2-regularized
model, and λ = 0.0083 for the l1-regularized model. The average classifier met-
rics [14] such as ROC curves, AUC, accuracy, precision, recall, F1-score and
specificity across the 10 sets is reported in Section 5.4. For the U.S. politics data,
we tested on 147 users, and on 60 users for the Obamacare dataset. For each user,
the class with the higher probability is assigned as the corresponding opinion
label, with ties broken arbitrarily. There were no cases in either of the datasets
in which ties were encountered.

5.4 Results

Table 2 and Figure 1(a) present the results obtained using logistic regression
with l2 regularization on U.S. Politics, and Table 4 and Figure 1(b) demon-
strate the results on the Obamacare dataset. We ran this method using four
combinations of features, as shown in the results. As can be observed, the val-
ues of each of the classifier metrics are excellent. The high values of precision
and specificity indicate that the method could predict both positive and negative
opinions accurately. The highest accuracy achieved by our classifier was 87.35%
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on U.S. Politics and 90.8% on Obamacare. Figure 1(c) presents the ROC curves
obtained using the l2-regularized model on U.S. Politics and Obamacare.

Table 5 presents the results obtained with l1-regularized logistic regression
using the same kinds of features on the U.S. Politics dataset. It is to be noted
that, using l1 regularization, comparable accuracies were obtained with a much
smaller number of features. For instance, using the combination of hashtags and
bigrams, we were able to achieve a high accuracy of 86.10% and an AUC of
0.916 from 32 features, as contrasted with using 1398 features and obtaining
slightly higher accuracy of 87.35% and an AUC of 0.909 with l2 regularization.
Similarly, Table 6 shows the results using l1-regularized logistic regression on the
Obamacare dataset. A similar trend in results is observed in this case as well.
Selection of Informative Features. From Tables 5 and 6, we find that the
l1 regularizer yields excellent results with a small number of selected features.
Table 7 shows a few of the features that the regularizer picked from either dataset
as the most informative features. Thus the method results in automatic selection
of the most useful features for opinion detection.

5.5 Comparison with Existing Methods

We compare our methods with three popularly used state-of-the-art methods
that perform tweet-level sentiment analysis, and use their results to obtain opin-
ion on a user level as described below. The following methods were tested on the
U.S. Politics dataset.
SentiStrength. SentiStrength [38] is a lexicon-based method that was designed
for use with short informal text including abbreviations and slang. It has been
widely used by researchers for sentiment analysis of tweets, online posts, etc.
(Section 2) . It uses a lexicon of positive and negative words which were initially
annotated by hand, and later improved during a training phase. Given a sen-
tence, the method assigns a sentiment score to every word in the sentence, and
thereafter, the sentence is assigned the most positive score and the most neg-
ative score from among its words. According to [38], the algorithm was tested
extensively for accuracy, and was found to outperform standard machine learn-
ing approaches. Hence we chose this as a baseline method to compare against.

Tweet-level Maximum Entropy classifier. The second method for compar-
ison is a machine-learning method proposed in Section 3.3 of [18] which uses a
Maximum Entropy based classifier trained on 1,600,000 tweets using emoticons
as noisy labels. It uses the presence or absence of unigrams, bigrams and parts-
of-speech tags as features for classification, and classifies a given tweet as positive
or negative. The authors provide an online tool for this purpose [19], which we
use for conducting our experiments. This method has also been widely used for
sentiment analysis. It is to be noted that we used their pre-trained model that
was trained on their annotated tweet set. We could not train the method on
our labeled datasets because our datasets have labels on the user and not on
the individual tweets, and it is non-trivial to transfer the user opinion to their
tweets owing to the amount of noise per tweet. Moreover, we could not annotate
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Fig. 1. Classifier metrics with l2 regularization
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Table 5. Metrics using l1 regularization on U.S. Politics dataset

Feature
type

Total
Number

of
Features

Number
of

Selected
Features

Mean
Accuracy

Mean
AUC

Mean
F1-
score

Mean
Specificity

Popular
hashtags

1000 22 84.70(±0.048) 0.896 0.823 0.82

Popular
hashtags,
unigrams

3000 34 85.67(±0.025) 0.903 0.818 0.86

Popular
hashtags,
bigrams

3000 32 86.10(±0.030) 0.916 0.844 0.849

Popular
hashtags,
unigrams,
bigrams

5000 70 85.03 0.909 0.832 0.869

Table 6. Metrics using l1 regularization on Obamacare dataset

Feature
type

Total
Number

of
Features

Number
of

Selected
Features

Mean
Accuracy

Mean
AUC

Mean
F1-
score

Mean
Specificity

Popular
hashtags

1000 34 77.33(±0.0466) 0.912 0.804 0.799

Popular
hashtags and
unigrams

3000 210 87.30(±0.022) 0.942 0.906 0.943

Popular
hashtags and

bigrams
3000 132 87.54(±0.025) 0.956 0.907 0.927

Popular
hashtags,
unigrams,
bigrams

5000 372 90.8 (±0.033) 0.958 0.919 0.850

our datasets using emoticons because they are rarely used in our datasets (only
0.13% of the tweets used emoticons in the U.S. Politics dataset). Since they used
emoticons to label the sentiment of a tweet and did not manually annotate them,
theirs may be considered as a (partially) supervised method, as opposed to our
fully supervised method.

Combined Method. The third method for comparison is a method described
in Section 3.2 of [36] that combines the output of the lexicon-based method [38]
and the tweet-level machine learning method [18]. The authors propose a way to



Probabilistic User-Level Opinion Detection on Online Social Networks 321

combine the results of SentiStrength and the MaxEnt based method of [18] to
perform a binary tweet-level sentiment classification with better accuracy than
either of the individual methods.

Obtaining targeted user-level sentiment from tweet-level sentiment.
We adopt the following strategies when comparing our method with the other
three methods. First, to obtain a sentiment label for every tweet using Sen-
tiStrength, the most positive and most negative scores for every tweet were added
up. If this sum was positive the tweet was labeled positive; if the sum was nega-
tive then it was labeled negative, and if the sum was zero the tweet was labeled
neutral. This approach was proposed in Section 3.2 of [36].

Second, all of the methods described above determine whether a given tweet
has an overall positive or negative sentiment, irrespective of the target of the
sentiment. This varies from our definition of positive and negative as described
in Section 4.1. Hence, to determine the sentiment of a tweet towards a target
(Democrat or Republican), we selected a set of keywords that were associated
with Democrats and another set for Republicans, with the objective of identify-
ing targets for as many tweets as possible, and defined them as positive targets
and negative targets, respectively. (The keywords used are given in Table 8). For
any method that we compared with, given a tweet sentiment, we first computed
a sum of the target words that the tweet contained, assigning +1 for a positive
target and -1 for a negative target. If the sum was greater than 0 we assumed
that the subject of the tweet was Democrats, in which case the sentiment re-
mained unaltered. If the sum was less than 0 we assumed that the subject was
Republicans. In this case, a positive sentiment towards Republicans would mean
a negative sentiment according to our definition, and vice versa.

Table 7. Examples of features selected by l1-regularization

Feature
Type

Dataset Sparse features

Hashtags U.S. Politics “tcot”, “p2”, “gop”, “obama2012”

Bigrams U.S. Politics
“tcot gop”, “obama didnt”, “mitt rom-
ney”

Hashtags Obamacare
“obamacare”, “tcot”, “defundoba-
macare”, “defund”

Bigrams Obamacare
“defund obamacare”, “shut down”,
“government over”

Third, to obtain user-level sentiment from the tweet-level sentiment output
from any of the methods, we adopted the following strategy. For every user,
we summed the (targeted) sentiments of all her tweets using +1 for positive, -1
for negative and 0 for neutral. The user output was considered positive if the
sum was positive, negative if the sum was negative and was assigned randomly
if the sum was zero. Table 3 represents the comparison of our method with the
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Table 8. Keywords used to identify positive and negative targets in the U.S. Politics
Dataset

Target Type Keywords

Positive targets

“obama”, “democrat”, “p2”, “barackobama”, “barack”, “democrats”,
“liberals”, “obama2012”, “dem”, “p2b”, “biden”, “romneysham-
bles”, “clinton”, “releasethereturns”, “forward2012”, “obam-
abiden2012”,”connecttheleft”, “ctl”, “inobamasamerica”, “obamawin-
ning”, “dnc”, “dncin4words”, “dnc2012”, “150dollars”, “repugnican”

Negative targets

“romney”, “gop”, “tcot”, “mitt” ,”mittrom-
ney”,”republicans”,”teaparty”, “imwithmitt”, “mitt2012”,
“nobama2012”, “romneyryan2012”, “tlot”, “webuiltit”, “teaparty”,
“gop2012”, “prolife”, “romneyryan”, “youdidntbuildthat”, “obama-
phone”, “anndromney”, “obamafail”, “youjustpulledaromney”,
“nobama”, “republican”, “limbaugh”, “paulryanvp”

existing methods. All of the classifier metrics clearly display that our method
outperforms all the three methods.

6 Conclusion

In this paper we propose a method for detecting user-level opinion on a given
topic from Twitter data. Our approach of performing user-level (as opposed to
tweet-level) opinion detection using regularized logistic regression with hashtags
and n-grams as features was found to produce excellent results. The l2 and
l1 regularizations yielded comparable accuracy, however the l1 regularization
required far fewer features. Moreover, our method required no manual labeling
of features. The method was applied to Twitter datasets on two different topics
and yielded excellent results on both, which highlights its generalizability. The
importance of informative features is evident in the results obtained; only a
small percentage of the most informative features were required for accurate
user opinion detection.
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Abstract. Social media has changed the way people interact with each other
and has contributed greatly towards bringing people together. It has become an
ideal platform for people to share their opinions. However, due to the volatility of
social networks, a negative campaign or a rumor can go viral resulting in severe
impact to the community. In this paper, we aim to solve this problem of stemming
the flow of a negative campaign in a network by observing only parts of the
network. Given a negative campaign and information about the status of its spread
through a few candidate nodes, our algorithm estimates the information flow in
the network and based on this estimated flow, finds a set of nodes which would be
instrumental in stemming the information flow. The proposed algorithm is tested
on real-world networks and its effectiveness is compared against other existing
works.

Keywords: social network, rumor source, rumor stemming, targeted influence.

1 Introduction
Social media is changing the way people communicate with each other and have be-
come the preferred mediums of communication between friends and family. These sites
serve as excellent platforms for sharing information and is being extensively used /lever-
aged for several business applications such as advertising, marketing, e-business and
social campaigning. The structure of these networks is such that there is huge poten-
tial for a particular piece of information to go “viral”. Marketers hope to exploit this
and use it to their advantage when designing advertisements /campaigns. However, this
also allows the possibility of a negative or inauthentic piece of information to become
widely popular. Such pieces of incorrect or malicious information against individuals or
brands by various agents, adversaries or competitors can have severe detrimental effects
tarnishing hard built brand images.

There are several cases of documented social media disasters - both at the enter-
prise level as well at the political level. Rumors about the outbreak of swine flu resulted
in a large online panic in 2009[4]. GreenPeace’s extensive campaign against Nestle’s
misuse of the Indonesian rainforests lead to serious damage of the Swiss based corpora-
tion’s brand image[17]. The ethical implications in these examples (attempts to handle
inconvenient truths, etc.) are not addressed here and are beyond the scope of this paper.
However, these examples also warrant for a method to limit the effect of an information
deemed as negative, which will be the primary subject of our work.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 326–335, 2014.
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There are two stages to stem the spread of a misinformation. The spread needs to
be estimated first, followed by approaches to limit it. The former problem has been
studied extensively in the lights of disease spread [2,12,14]. The latter problem has
been recently studied as the “Influence Limitation” problem[1,13]. In this paper, while
we focus on the overall problem, our primary innovation is around the latter part of the
problem.

Existing work in influence limitation removes the affected part of the network and
maximizes the influence in the unaffected to limit the overall influence spread. How-
ever, real-world networks can seldom be differentiated into these 2 clear classes. To
address this, we propose a methodology to score each users based on their “affected-
ness” to the negative campaign. We start with an estimate of the spread of negative
information across the whole network and then determine the vulnerability of the nodes
to the negative campaign to categorize them as infected (the negative information has
already reached these nodes, the nodes are affected by the negative information and
have started spreading them), vulnerable (the negative information may or may not
have reached these nodes, but are most likely to move to the infected state in the near
future) and un-infected (immune to the spread of the negative campaign) categories.
Limiting the spread will then amount to targeting a “positive” campaign to the users in
the vulnerable category (and may be the uninfected as well).

This paper is organized as follows. In Section 2, we discuss related prior work, high-
lighting their shortcomings and how we will overcome them. Section 3 provides an
overview of our end-to-end approach for stemming the flow of negative information
followed by the discussions of our algorithms to rank order the nodes based on their
“vulnerability” in Section 4. We present the performances of our algorithm in Section
5 compared against existing work. Section 6 concludes the paper.

2 Related Work

The first stage of the problem is to estimate the spread of the information in a so-
cial network and could be cast as the “Rumor Source Identification” problem. Shah and
Zaman [15] developed rumor-centrality to identify single-source in the epidemic. Prakash
et al. [12] extended the source identification to address multiple sources via the use of
Minimum Description Length and also developed mechanisms to identify the number of
sources automatically. However, both these approaches require the complete snapshot of
the spread in the network. To alleviate this issue, Seo et al [14] identify a few monitor
nodes in the network and categorize them as positive and negative monitors on the basis
of whether they have received the information or not. The rumor source identification is
based on the intuition that the source should be close to positive monitors but far from
the negative monitors. This approach is more practical because it requires the knowledge
of the status of monitor nodes only unlike the entire network, although this may not be
as accurate as the former approaches. Leskovic et al. [8] study this further by analyzing
the placement of these monitor nodes to quickly detect rumor spreads.

The second stage of the problem requires identifying mechanisms to spread the pos-
itive word to the network. This is studied as the problem of Influence Limitation. This
is a special case of the Influence Maximization problem, which was first studied by
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Domingos and Richarson [5] and formalized by Kempe et al [7]. Influence maximiza-
tion has since been extensively studied (e.g. [3,10]). Influence limitation in the context
of social networks is comparatively lesser studied despite having a close resemblance to
the disease spread models [2,12]. The problem of influence limitation in the presence of
competing campaigns was first addressed by Budak et al [1]. Budak et al. show that this
problem was NP-hard and in general does not follow the sub-modular property. They
solved restricted versions of the problem that were proved to be submodular and pro-
vided approximation guarantees for greedy solutions. They compared the performance
of their greedy algorithm against various heuristics like degree centrality. Premm et al
[13] extended the work in [1] to solve the general influence limitation problem when the
underlying functions are non submodular. They used the concept of Shapley Value from
co-operative game theory in order to capture the marginal contribution of a node as the
number of nodes it influences in the good campaign. They first calculate the effect of
the negative campaign and remove the nodes affected after a delay r. The nodes with
the highest Shapley Value among the remaining nodes are selected to seed the positive
information. Tong et al. [18] take an alternative approach to influence limitation by ef-
fecting edge addition and deletion to limit the spread. This work is interesting, but will
not work in an online social network where formation and deletion of edges are non-
trivial. We take a similar but more feasible approach towards influence limitation. We
first identify a set of nodes, who if inoculated, would ensure that the rest of the network
does not hear about the information and target them with the positive information to
limit the spread of the rumor.

3 Our Approach - Overview

The primary objective of our algorithm is to identify nodes vulnerable to a negative
campaign that is already spreading in the network and target them with positive infor-
mation to stem the flow/spread of the negative information.

To estimate the spread, we follow the approach in [14] and assume that the status
of a few nodes in the network can be accurately known. These nodes known as the
monitors could be a set of brand loyalists, evangelists or well-wishers in case of an
enterprise who can accurately report about the negative campaign. Monitors who have
received the information are termed as positive monitors and those who have not are
negative monitors. We use the approach in [14] to estimate the source of rumor and use
standard diffusion models to estimate the resulting spread [7].

Once the network infection status is approximately known, we score each node in the
network in the order of their susceptibility to the negative information. We categorize
the nodes into 3 types - infected, vulnerable and uninfected which are defined as below:
[INFECTED] Nodes that have seen the rumor and have started spreading it - these
nodes are difficult to cure. We can neither influence them with our positive campaign
nor use them for our positive campaign since they are sufficiently convinced about the
negative campaign to spread them. It is difficult to cure these infected nodes with the
positive information.
[VULNERABLE] Nodes that have either seen the rumor and are not spreading it or
nodes that may see the rumor “soon” from one of the infected nodes. This set of nodes
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is critical to stemming the flow of rumor, because if not attended to, they may quickly
get infected and start spreading the rumors. Therefore, these nodes must be reached out
with the positive information.
[UNINFECTED] Nodes that are not infected and may not be infected soon. These are
users not in the vicinity of the spread and can be ignored.

We identify the vulnerable nodes via the scores from two algorithms (described
in Section 4 to compute the susceptibility score of the network. After identifying the
“highly susceptible” targets, we identify influencers who can reach out to them effi-
ciently. To effectively target the nodes we use the approach in [16] that extends the
Maximum Influence Arborescence [3] to maximize influence on a specific set of tar-
gets. The complete flow of the proposed framework is shown in Figure 1.

Get Monitor 
Status

Estimate rumor 
source and 

spread

Calculate 
vulnerability 

score

Target 
vulnerable 

nodes

Fig. 1. [color] Flow process of the algorithm

4 Vulnerability of Nodes

We categorize the nodes by calculating their vulnerability using 2 different algorithms:
Algorithm to measure reachability of node from the estimated sources; and Algorithm
to measure susceptibility of nodes who have not seen the negative campaign

4.1 Reachability of Nodes

This algorithm is based on the premise that the impact of a certain piece of information
depends not only strength of the connection via which information is pervading but
also on the relative prominence of nodes in a network. Our hypothesis here is that
information is likely to propagate faster through an edge if it is from a prominent source
than if it is from a less prominent source. We therefore consider two factors:
Information Diffusion: Probability of information diffusion from one node to another
is generally captured as the weight of the edge between them. In our algorithm, we use
the approach in [16] to determine these influence probabilities.
Importance: Relative importance of the users along the path of information transfer is
measured using their page rank [11] in the entire graph. Page rank is a popular measure
of centrality of the nodes in a network. A higher value of page rank indicates that the
node is better connected and hence more prominent in the network.

Let Σ denote the set of paths between the rumor source R and a node n. Consider
one such path σ ∈ Σ. Suppose the path is as follows: R → i1 → i2 → · · · → in−1 →
in. We define a reachability index RI to this path σ as the product of the diffusion
probabilities in the entire path and the importance of the nodes along the path:

RI(σ) = w(R, i1)

⎛
⎝ k∏

j=1

pg(ij)w(ij , ij+1)

⎞
⎠ (1)
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Here, w(i, j) is the weight on the edge based on the diffusion probability between nodes
i&j and pg(i) is the page rank of the node i. The idea is to account for the path of
information flow based not only on the diffusion probabilities but also the prominence
of the nodes along the path. The reachability index associated with this path is thus
the product of probabilities of influence along the edges and page ranks of the nodes
encountered on this path. The reachability index associated with all the paths between
a pair of nodes are computed and the highest reachability index is chosen.

However, calculating all the paths between two nodes in a graph is NP-hard. To scale
this scoring, we utilize the following modification:

1. The weight on the edges wij are modified as the − logwij .
2. Every node n of the original graph G is converted into a directed edge n1 → n2 in

a new graph G′ with a weight as − log pg(n). All the incoming edges into node n
would now go into n1 whereas all the outgoing edges from n would now emanate
from n2. In effect, n1 has only incoming edges barring the outgoing edge n1 → n2

edge and n2 has all outgoing edges except for the incoming edge n1 → n2 edge.
3. The transformation of an edge n → m is shown in Fig. 2(a).

(a) Graph Transformation
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(b) Histogram of Reachability Index

Fig. 2. Fig. 2(a): Transformation of the graph edges to account for page rank. ; Fig. 2(b): His-
togram showing reachability index of nodes. The ones at the extreme end of the histogram are
those nodes which are not connected to rumor source.

With these modifications, we can apply Dijkstra’s Algorithm or any other shortest
path finding algorithm to find the shortest path between the start node R and a node
n to compute the susceptibility index of the node n. This algorithm is summarized in
Algorithm 1. The REACH(n) is defined as,

REACH(n) = exp−RI(n) (2)

The exponential scaling is done to negate the logarithmic scaling in our modification
for Djikstra’s algorithm.

Figure 2(b) shows the histogram for REACH(i) i.e. e−RI(i) where i is a node in the
graph for a sample graph with a randomly chosen rumor source. All the positive mon-
itors have a higher susceptibility than the negative monitors, mini∈M+ REACH(i) >
maxi∈M− REACH(i), where M+ indicates the set of positive monitors and M− in-
dicates the set of negative monitors. This is used to define a threshold for node cat-
egorization into infected or uninfected. The threshold θ1 is defined as the geometric
mean between the maximum of positive monitors and minimum of negative monitors,

given by θ1 =
√(

mini∈M+ REACH(i)
)(

maxi∈M− REACH(i)
)
. Nodes having
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Algorithm 1. Algorithm to measure reachability of node from the estimated sources
Require: G = (V,E,w), R where w is the probability of influence along the edges and R is

the rumor source
1. G′ = (V ′, E′, w′) : new directed weighted graph
2. for i in V do
3. Add i1 and i2 to V ′

4. Add (i1, i2) to E′

5. w′
i1,i2 = − log pg(i) where pg(i) is the pagerank of node i in G

6. end for
7. for (i, j) in E do
8. Add (i2, j1) to E′

9. w′
i2,j1 = − logwi,j

10. end for
11. for i in V do
12. if R and i1 are connected in G′ then
13. RI(i) = shortest path length(G′, R, i1)
14. else
15. RI(i) = ∞
16. end if
17. end for
18. for i in V do
19. REACH(i) = e−RI(i)

20. end for
21. return REACH

REACH greater then θ1 are termed as uninfected whereas the ones having reachability
index less then θ1 are further classified as infected and vulnerable. The second level
categorization is obtained by defining a boundary θ2 at 1− σ (standard deviation) from
the mean of the reachability index score of all nodes. Nodes with reachability index
between θ1 and θ2 are categorized as vulnerable and rest as infected.

4.2 Susceptibility of the Node

The objective of this algorithm is to determine the susceptibility of a node based on
its neighborhood. The hypothesis here is that vulnerable nodes have a heavily affected
neighborhood. However, certain nodes that do not have a heavily affected neighborhood
need to considered as well if they have the potential to affect a large part of unaffected
nodes when and if they get affected. To encapsulate these conditions, we consider the
following factors for the susceptibility score:

Susceptibility: We calculate the susceptibility using the predicted snapshot of the
network at time r. For the nodes which will get infected at time r+1, we look at all the
incoming edges. The susceptibility is calculated as the sum of those edge weights which
come from affected nodes, sus(v)r =

∑
(u,v)∈E ∧ Affect(u)=1 w(euv) We add a decay

factor to the susceptibility to account for the recency in the infected neighborhood,
sus(v)r+k = sus(v)re−μ(k) where μ is the decay factor.

Contagiousness: For each node that has not been affected at time r we calculate how
contagiousness the node is by calculating the fraction of shortest paths from affected to
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Algorithm 2. Vulnerability Score
Require: G = (V,E,w)
1. G′ = (V ′, E,w) : Status of Graph G after delay r
2. for k in 1 → ∞ do
3. G′ = (V ′, E,w) : Status of Graph G after time r + k
4. for i ∈ V and i is not infected do
5. sus(i) =

∑
(u,v)∈E ∧ Affect(u)=1w(euv)e

−μ(k)

6. bc(i) =
∑

∀(s,t)∈E
s∈Affected

t∈Unaffected

σst(v)
σst

7. end for
8. end for
9. return sus+ bc

unaffected nodes that pass through the node. This is a modified version of the popular
between-ness centrality bc(v) =

∑
∀(s,t)∈E

s∈Affected
t∈Unaffected

σst(v)
σst

where σs,t(v) is the number of

shortest paths from node s to node t that pass through v and σs,t is the total number
of shortest paths from node s to node t. This measure is akin to percolation centrality
introduced in [6]. This measures how critical is the current node to the percolation of
information from the infected to the uninfected parts of the network. A node with high
contagiousness though not immediately vulnerable must be protected in order to prevent
serious information spread.

The final susceptibility score is the sum of the susceptibility at r and the conta-
giousness of a node. The algorithm is briefed in Algorithm 2. The nodes that are not
connected to any infected nodes are not infected at all and belong to Category 3 of
nodes. Among the rest, the categorization is done by choosing the top 50−percentile as
infected and the rest as vulnerable.

4.3 Reachability and Susceptibility

Reachability score considers the position of a node with respect to the affected parts and
the path to the affected part of the network to determine its vulnerability. Susceptibility
score on the other hand accounts for the node’s presence in the paths from the affected
parts of the network. Both the approaches account for the factor of delay after which
the information has reached a particular node. In the reachability, this is implicit in
the product of weights along the path whereas the susceptibility score has an explicit
exponential time decay factor.

One difference between the two Algorithms (Algorithm 1 and 2) is that Algorithm
1 finds targets who may or may not have seen the rumor/negative campaign and are
vulnerable, whereas Algorithm 2 finds the scores based on connectedness to already
infected nodes. However, both the algorithms can be used to identify vulnerable nodes
that have to be targeted with the positive campaign.

Reachability is loosely related to the popular Independent Cascade Model (ICM)[7]
since it considers the independent paths between the nodes. Susceptibility on the other
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hand is loosely related to the Linear Threshold Model (LTM) since it evaluates the
simultaneously affected neighborhood of a node.

We put nodes categorized as vulnerable by either of the algorithm into the vulnerable
set. From the remaining nodes, those that are classified as infected by either of the
approaches are put into infected set and the rest form the uninfected part.

5 Experiments

All our experiments were performed on a data set collected by querying for the fol-
lowers of a specific twitter handle. For each follower, we obtain the information about
their connections and tweets using standard Twitter APIs. The final graph is built from
the connections between all the followers. An edge is defined between every node and
its set of followers. The edges are weighted using the approach in [16]. The network
had 571 nodes and 5747 edges. We use the rumor source identification in [14] with
randomly chosen monitors in all our experiments. We used 25 (5̃% of the network size)
monitors for our experiments.

Each of our experiment is repeated across 100 trials by randomly selecting a source
and simulating the information flow based on the edge weights and considering this as
our ground truth. Information flow is simulated using a Independent Cascade Model
(ICM) [7]. The monitors were then selected uniformly at random for each trial. Since
the ground truth is generated via simulation, we present our results with this dataset
only, however, we have observed that the performance holds for other networks as well.

We determine the nodes using our approach in Section 4.3 and target them by identi-
fying the influencers using the algorithm in [16]. We compare our performance with the
approach in [13] and compare the spread of the positive information using the Multi-
Campaign Independent Cascade Model (MCICM)[1].
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Fig. 3. [color] Performance comparison across configurations

In our first experiment, we calculate the fraction of network saved by our algorithm.
We estimate the spread the rumor without any positive campaign in the network using
the standard ICM and then compare it with the case had there been a positive campaign
propagating using the MCICM model [1] and calculate the number of nodes saved
from the infection (nodes that received the information in the former setup and did not
receive the information in the latter). Figure 3(a) shows the fraction of susceptible nodes
saved in each of the configuration. Our approach performs significantly better than the
Shapely value based approach in [13] in best/worst/average cases as evidenced by the
box plot. The Mann-Whitney statistic [9] for the results from the two approaches had a
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p-value of 0.000367 (less than 0.05) indicating that they are statistically significant and
the performance is not by chance.

In our next experiment,we find the percentage reduction in the infected nodes via the
use of MCICM [1]. The resulting performance is shown in Fig 3(b), where again our
approach performed better than the existing model from [13] in most cases. The Mann-
Whitney statistic [9] for this experiment was observed to be 0.00235 again indicating
statistical significance.

6 Conclusion

In this work, we have devised a mechanism for containing the spread of rumor in a
network. The problem consists of two stages, identifying the spread of the rumor and
then limiting it. We have proposed a comprehensive framework and also a new algo-
rithm to score users vulnerable to the spread. We have compared our work with existing
approach in [13], and the results are encouraging.
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Abstract. The rise in popularity of Twitter has led to a debate on its impact on 
public opinions. The optimists foresee an increase in online participation and 
democratization due to social media’s personal and interactive nature. Cyber-
pessimists, on the other hand, explain how social media can lead to selective 
exposure and can be used as a disguise for those in power to disseminate biased 
information. To investigate this debate empirically, we evaluate Twitter as a 
public sphere using four metrics: equality, diversity, reciprocity and quality. Us-
ing these measurements, we analyze the communication patterns between indi-
viduals of different hierarchical levels and ideologies. We do this within the 
context of three diverse conflicts: Israel-Palestine, US Democrats-Republicans, 
and FC Barcelona-Real Madrid. In all cases, we collect data around a central 
pair of Twitter accounts representing the two main parties. Our results show in 
a quantitative manner that Twitter is not an ideal public sphere for democratic 
conversations and that hierarchical effects are part of the reason why it is not. 

Keywords: public sphere, social stratification, conflict, political communica-
tion, twitter. 

1 Introduction 

With the rapid growth of Twitter, it has become one of the most widely adopted plat-
forms for online communication. Besides using it for relationship formation and 
maintenance, many people also regularly engage in discussions about controversial 
issues [1]. On one hand, this increasing adoption of Twitter for online deliberation 
inevitably creates a perfect environment for open and unrestricted conversations. On 
the other hand, individuals on Twitter tend to associate more with like-minded others 
and to receive information selectively. This leads the cyber-pessimist to emphasize 
the vital role of opinion leaders in shaping others’ perceptions during a conflict and  
to foresee the online environment as a disguise for those in higher social hierarchy  
to disseminate information. In order to empirically understand whether Twitter creates 
a public sphere for democratic debates we ask questions like: How do people on  
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different sides of ideological trenches engage with each other on Twitter? How much 
does social stratification matter in this process? And how universal are such patterns 
across different types of polarized conflicts? 

For our study, we choose three conflicts of very different nature: the Palestine-
Israel conflict, the Democrat-Republication political polarization, and the FC Barce-
lona-Real Madrid football rivalry. Our analysis is guided by four assessment metrics 
for the democratic public sphere introduced by [2], namely, (i) equality, (ii) diversity, 
(iii) reciprocity, and (iv) quality. We find that in general Twitter is not an idealized 
space for democratic, rational cross-ideological debate, as individuals from the bot-
tom social hierarchy not only interact less but also provide lower quality comments in 
inter-ideological communication. We believe our results advance the understanding of  
opportunities and limitations provided by Twitter in online conflicts. It is also of re-
levance for the design and development of conflict intervention tools or procedures as 
we paint a detailed picture of cross-ideological communication. 

2 Related Work 

The notion of public sphere is defined by Habermas as democratic space for open and 
transparent communication among publics [3]. In his view, a public sphere was con-
ceived as a space in which: first, communicators are supposed to disregard their social 
status, so that better argument could win out over social hierarchy. Second, debates 
should focus on issues of common concerns and should discursively formulate core 
values. Third, everyone should be able to access and take part in the public debates.  

With the advent of the Internet, some optimistic researchers viewed it as a better 
public sphere than traditional media considering its high reach [4, 5], anonymity [6], 
diversity and interactivity [2]. In contrast, pessimistic scholars claimed that online 
discourse oftentimes ends in miscommunication and cannot directly enhance democ-
racy [7]. Also, individuals within the same deliberating group online usually end up at 
a more extreme position in the same general direction [8, 9] due to selective exposure 
[10, 11]. In addition, [8] rejected the claim that social stratification is leveled out by 
the "blindness" of cyberspace, and argued that even in online environment social hie-
rarchy hindered the democratic process of inter-personal communication.  

In recent years, the center of the debate has been changed from "Internet as public 
sphere" to "SNS as public sphere". Optimists argued that the features and tools pro-
vided by SNS facilitate communication between individuals, and may be a better 
means of achieving a true public sphere than anything that has come before it [12, 
13]. In contrast, [14, 15] claimed that certain Facebook designs make it a difficult 
platform for public discourse. In addition, [16-19] noticed that individuals on SNS 
formed dense clusters that were ideologically homogeneous, although [20] proposed a 
completely different view, stating that Twitter users tend to share news without bias. 

To have a more comprehensive understanding of the afore-mentioned works, in 
Appendix Table A1 we performed a classification of the existing literatures according 
to the type of platform being studied, as well as Habermas’s criteria of public sphere. 
We colored the literatures to indicate whether it is in support of or against a public 



338 Z. Liu and I. Weber 

 

sphere. From that table we saw that: first, most of the existing works mainly focused 
on online selective exposure, which is just a subcomponent of a healthy public sphere 
according to Habermas’s conception. Second, although comprehensive assessments 
have been conducted on blogs and forums as public spheres [2, 8, 21], we argue that 
one cannot simply map these findings onto SNS, due to its very different network 
structures and communication features. Last but not least, social hierarchy, as a very 
important criterion in evaluating public sphere, has rarely been addressed in prior 
literatures. Thus, in this study we want to determine among others, if social hierarchy 
has an effect on individual’s participation in democratic communication on Twitter. 

3 Research Questions 

In this work, we aim to assess if Twitter is a public sphere for democratic debates. We 
used Habermas’s conception as the theoretical framework for our analysis and eva-
luate each of those dimensions with the assessment metrics: equality, diversity, reci-
procity and quality, proposed by Schneider [2]. Appendix Figure A1 depicts the re-
search framework of this study. 
─ Equality. A democratic state requires all individuals, regardless of their so-
cial status, to engage and contribute equally in communication [2]. We quantify a 
user’s engagement by the total number of mentions they make to ideological-friends 
or foes. 
─ Diversity. A healthy public sphere requires a diverse communication net-
work, which suggests the flexibility of an individual in adapting to varied opinions 
and views [30]. We adopt the measurement called external-internal (E-I) index to 
measure the diversity of one’s communication. The E-I index is calculated as: 

  EI  E  IE  I  

where Ei is number of unique ideological-foes user i has interacted with, Ii is the 
number of unique ideological-friends user i has interacted with. The E-I index ranges 
from -1 to 1. The closer the E-I index is to -1, the more an individual tends to only 
talk to members of their own group, suggesting a high degree of insularity. 
─ Reciprocity. High reciprocal interactions promote the dyadic exchange of 
information and resources among individuals, and thus ensure a democratic commu-
nication environment. To evaluate the reciprocity levels across ideologies and hierar-
chies, we adopted the maximum length of inter-ideological conversations as the mea-
surement. We chose the maximum over average in order to avoid the bias introduced 
due to Twitter API’s restriction of getting more than 3,200 tweets per user. 
─ Quality. High-quality communication requires participants to be polite to 
each another, even during disagreements. Besides, it also encourages participants to 
make rational arguments supported by logical explanations. High-quality political 
discourse is important to building democratic consensus. Quality is measured using a 
crowd-sourcing method, which we will discuss in more details in later sections 
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4 Method 

4.1 Data Collection and Labeling 

To automatically detect users with similar or different ideologies, we started with three 
pairs of opposing seed users: @AlqassamBrigade and @IDFSpokesperson, 
@TheDemocrats and @GOP, and @FCBarcelona_es and @realmadrid. We intention-
ally chose these accounts as seed nodes due to their key roles in well-known real-life 
conflicts which are also reflected on Twitter. For each of the seed nodes, we obtained up 
to 3,200 of its latest tweets using the Twitter API. For each tweet, we identified up to 
100 of its retweeters and labeled them as likely supporters. We use retweet as a signal 
for ideological categorization by following [22], as retweet usually represents one’s 
endorsements and preferences [23]. We removed mediators and neutral intervenors, 
such as peace movement organizations and journalists, from our data sets based on their 
distinct retweeting patterns by following the method introduced in [24]. 

Classification results were validated via CrowdFlower [25] by assigning 100 ran-
dom users in each ideology to the HIT workers. By comparing user’s pre-assigned 
ideology to the majority-voted label obtained from CrowdFlower, we found that our 
classification method yielded on average an accuracy of 96.2%. With the classified 
users, we extracted all mentions between them as interactions between ideological-
friends and foes. Table 1 lists the descriptions of our collected data sets. In total we 
collected 226,239 Twitter users involved in all three conflicts. Among over 400 mil-
lion of their daily tweets, we extracted only tweets containing cross- or within-
ideological interactions from 56,024 unique users. While comparing the inter- and 
intra-party tweets, we noticed that they are far less interactions between ideological-
foes than friends. 

 

Table 1. Data sets Statistics 
 
Conflict # Users #Intra-

Mentions 

#Inter-

Mentions 

#Intra-

Retweets 

#Inter-Retweets 

PA – IL 9,937 42,471 3,772 135,784 1,057 

DEM – REP 17,869 105,557 16,927 471,291 3,330 

DEM – REP 17,869 105,557 16,927 471,291 3,330 

FCB – 

RMCF 

28,218 47,924 7,996 104,875 13,093 

 
In addition to dividing the collected users into two camps for each data set, we al-

so split them into four social hierarchical groups according to their number of follow-
ers, including: the top 1%, the 1% - 10%, 10% - 70%, and 70% - 100% users. The 
division is arbitrary, but we think that the number of followers at least partly indicates 
a person’s degree of influence on the social network [26], even though it may not 
fully represent the social status of an individual in real world. 
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4.2 Analysis of Inter and Intra-ideological Communication 

To test our first three hypotheses, regarding the equality, diversity and reciprocity 
across hierarchical levels, one-way ANOVA tests were conducted, with significance 
level set at 0.05. Post-hoc analyses were also carried out with Tamhane’s T2 test due 
to non-homogenous variances. Prior to analysis, all data were checked for normality 
and non-normal data was transformed using the Log(x+1) method. 

For the hypothesis of communication quality, we again relied on CrowdFlower. 
We analyzed the quality of inter-ideological conversations from two perspectives, 
including the openness of the communicator’s attitude, and the rationality of his/her 
argumentation. To be more specific, for each combination of the four hierarchical 
levels, we randomly sampled 50 user pairs with cross-ideological conversations. Next, 
for each of the user pairs, we extracted one of their complete conversations and hig-
hlighted one tweet in it at random. We displayed the selected conversation to the 
workers. From reading the highlighted tweet, we asked them to label the user’s atti-
tude and rationality according to our pre-defined coding schemes as shown in Appen-
dix Table A2. To provide more contexts, the user’s profiles as well as their automati-
cally detected ideologies are also displayed in the HIT. 

5 Results 

5.1 Descriptive Results of Cross-Hierarchical Communication 

To examine the social hierarchical effect on cross and within-ideological communica-
tion patterns, we calculated the conditional probability of a communicator interacting 
with another, given their social hierarchies. Note that due to the conditional probabili-
ties, different activity levels of the different tiers do not affect our results. Here we 
used the PA–IL conflict for illustration purpose and only reported findings that can be 
generalized to all three data sets. As shown in Figure 1, the horizontal bars depicted 
the four social hierarchical levels of the conversation starter / receiver. The width of 
the bar denoted the number of interactions existed within that level.  

From the width of the horizontal bars in Figure 1, we saw that except the bottom-
most level, users from the other three hierarchies have about the same probabilities of 
being mentioned by their ideological-friends. However, under an inter-ideological 
context, we noticed that users in the topmost hierarchical level have the highest 
chance of receiving a mention initiated by their foes, which is even higher than the 
sum of the probabilities derived from rest three levels. This indicated that people are 
more willing to attack or challenge “authorities” in online conflict. Besides, under 
both conditions, there is very little chance that the bottom users will be mentioned by 
either their friends or foes. In addition, from viewing the width of all ribbons, we 
found that users from the bottommost hierarchical level maintain the highest probabil-
ity of initiating a mention of the top 1% of users.  
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Fig. 1. Inter (below) and intra-ideological (above) communication across hierarchies for the 
PA-IL data set 

5.2  Twitter as Public Sphere 

This section presents the findings with regard to each of our proposed measurements. 
As similar patterns were observed for the two political data sets, only the analysis 
results from the PA – IL conflict would be shown below for illustration purpose.  

Equality. For equality measurement, we categorized users into groups as intro-
duced in [27] based on their number of inter- and intra-ideological mentions. We 
noticed from Table 1 that users in the upper hierarchical levels initiated more conver-
sations with their ideological-friends than those from the lower levels. The ANOVA 
results further indicated that these differences were significant at the 5% level (PA-IL: F 

= 119.12, p = 0.00; DEM-REP: F = 530.34, p = 0.00). We assumed that this might be relevant to 
the political celebrities’ intentions of maintaining their position and status, as well as 
to stay connected with their supporters, although this needs to be proved in future 
studies. FCB-RMCF data set revealed very different results, with only the bottom 
users initiated more conversations than users from the upper levels. 

When analyzing the inter-ideological communications, we did not find such differ-
ences across social hierarchies within the PA-IL (F = 0.73, p = 0.41) and FCB-RMCF 
conflict (F = 0.59, p = 0.63). Although the ANOVA results on the DEM-REP data set was 
significant (F = 27.45, p = 0.00), from the results of the Tamhane’s T2 test we further 
noticed that only users in the bottom group were involved in significantly less interac-
tions with their ideological-foes. In that sense, we claim that at least from our experi-
ments, Twitter allows individuals to disregard their social status in real world, and 
facilitates their equal participation in online political discourse. 

Table 1. Equality of participation across social hierarchies (PA-IL) 

Participation Type 

(# of mentions) 

#Users with Intra-ideological Mentions #Users with Inter-ideological Mentions 

1% 1%-10% 10%-70% 70-100% 1% 1%-10% 10%-70% 70-100% 

One time (1) 1 (1.1%) 35 (4.3%) 435 (9.5%) 359 (19.6%) 6 (19.4%) 32 (20.5%) 198 (20.9%) 110 (24.8%) 

Light (2-5) 6 (6.8%) 95 (11.8%) 1002 (21.8%) 579 (31.7%) 8 (25.8%) 42 (26.9%) 292 (30.9%) 147 (33.2%) 

Medium (6-20) 16 (18.2%) 220 (27.2%) 1307 (28.5%) 485 (26.5%) 8 (25.8%) 37 (23.7%) 239 (25.3%) 95 (21.4%) 

Heavy (21-79) 31 (35.2%) 274 (33.9%) 1117 (24.4%) 307 (16.8%) 7 (22.6%) 30 (19.2%) 172 (18.2%) 66 (14.9%) 

Very Heavy (80+) 34 (38.6%) 184 (22.8%) 726 (15.8%) 99 (5.4%) 2 (6.5%) 15 (9.6%) 45 (4.8%) 25 (5.6%) 
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Diversity. The one way ANOVA tests on E-I index showed significant differences 
for all three data sets (PA-IL: F = 25.29, p = 0.00; DEM-REP: F = 24.06, p = 0.00; and FCB-RMCF: F 

= 62.34, p = 0.00), with the second hierarchical group of both political data sets had the 
significantly lowest E-I index, indicating that people in that social hierarchy are more 
insular toward their ideological-foes. In contrast, the bottom hierarchy exhibited the 
highest tendency towards inter-ideological communications. Unlike the political data 
sets, our post-hoc analysis on the sports data set again demonstrated completely dif-
ferent patterns of insularity, with the bottom users more willing to interact within their 
own camps. Consistent with findings from prior studies [16-19], all E-I index were 
less than 0, indicating individual’s preferences of talking to their ideological-friends. 

Reciprocity. The ANOVA tests also indicated significant overall differences on the 
maximum length of intra-ideological conversations across hierarchies (PA-IL: F = 86.32, 

p = 0.00; DEM-REP: F = 807.15, p = 0.00; FCB-RMCF: F = 355.706, p = 0.00), with the maximum 
frequency of back-and-forth communications increased along with the level of the 
conversation starter’s social hierarchy. In other words, when talking to friends with 
higher social status, people tended to show greater reciprocity. 

However, when analyzing the reciprocity in cross-party debates, the ANOVA and 
post hoc tests showed no (DEM-REP: F = 27.56, p = 0.06) or almost no (PA-IL: F = 4.60, p = 

0.00; FCB-RMCF: F = 10.24, p = 0.00) significant effect of social hierarchy on conversation 
reciprocity, with only conversation starters from the bottom hierarchy had significant-
ly less back and forth exchanges in cross-ideological conversations.  

Quality. Table 2 lists the annotation results on inter-ideological communications. The 
analysis results of the FCB-RMBC data set were not included here, as the majority of 
the inter-ideological conversations within that conflict are off-topic chit-chats. For the 
two political data sets, we found that “disagreement” tweets dominated all the inter-
ideological discussions, accounting for more than 70% of all posts. “Insults or sar-
casm” were the second most common communication type identified. About 8% of all 
arguments were personal attacks. 46.7% of all invective posts were from individuals 
in the bottom level. Inter-party agreements were fairly rare in our results. 

Table 2. Statistics on inter-ideological communication types and rationality 

 
Conflict Agree Insult Neutral Off-

Topic 

Unclear Disagree

Highly-rational Rational Irrational 

PA-IL 1.1% 7.2% 1.6% 1.1% 18.1% 4.1% 63.7% 3.0% 

DEM-REP 3.4% 8.4% 1.7% 2.0% 9.2% 4.7% 67.6% 3.0% 

 
Next, in our analysis of the argument rationality, we first noticed that the majority 

of people (89.9%) in inter-ideological discussions demonstrated at least some rational 
attempts to justify their viewpoints to opponents. Irrational arguments were detected 
in only 5.8% of all conversations. Highly rational statements were even rarer, ac-
counting for only 4.3% of all annotated tweets. We noticed 31.6% of all statements 
with highly rational argument were from the top 1% of users. 
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Table 3. Type of rationality across social hierarchies 

 1% 1-10% 10-70% 70-100% 

Urls to Foes 19 (63.3%) 80 (54.1%) 430 (49.5%) 151 (22.2%) 

Equal Urls 3 (10.0%) 27 (18.2%) 227 (26.2%) 158 (42.1%) 

Urls to Friends 8 (26.7%) 41 (27.7%) 211 (24.3%) 66 (20.2%) 

 
Assuming that rational individuals tend to rely on external resources to support 

their viewpoints, we also quantified users’ rationality in this section by measuring the 
differences in the percentage of URL usages between inter- and intra-ideological 
mentions. Based on such percentage differences, we categorized all individuals into 
three groups: more URLs shared with ideological-friends, with ideological foes, and 
equal URLs shared with both ideological friends and foes. As shown in Table 3, we 
found that more than half of the individuals from the first two social hierarchical 
groups adopted more URLs when talking to ideological foes, whereas individuals in 
the bottom social hierarchy tended to be more rational to their ideological friends. 

To further explore the differences in content between inter and intra-ideological 
conversations, we generated a word cloud in Figure 2 with the top 50 words with the 
largest relative differences in the usage probabilities. The font size in this word cloud 
correlates with the absolute difference of a word occurring with a higher probability 
in only one of the two classes. We colored words that appeared more in inter-
ideological conversations blue and otherwise red. We found that, first, blue words are 
in general larger than the red ones, indicating that inter-ideological talks stick more to 
the controversial topics compared to the intra-ideological ones. Second, it is very 
clear that words adopted in inter-ideological conversations are more negative (e.g. 
“kill”, “murder”, “hate”) in tone compared to words in intra-ideological talks (e.g., 
”thank”, “great”, “love”). 

 

 

Fig. 2. Tag cloud with relative differences in inter- vs. intra-ideological usage probabilities for 
the PA-IL data set 

6 Discussion and Conclusion 

Through our analyses on three data sets, we concluded that individuals demonstrated in-
consistent communication behaviors in conflicts of different natures (political vs. sports). 
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Ideological and social status played important roles in shaping one’s communication ha-
bits in political conflicts, and in the meanwhile posed a challenge for conducting demo-
cratic discussions on Twitter. First, our work also found selective exposure a problem in 
Twitter conflicts, as users are more willing to share and to communicate with their ideo-
logical-friends than foes. Second, we noticed that most of the cross-ideological mentions 
on Twitter were initiated toward political authorities in higher social hierarchies, whereas 
the general public in the bottom hierarchy were mostly ignored. Third, in general the dura-
tion of a within ideological conversation was longer than that of a cross-ideological one. 
Also, conversations initiated by the top users tended to last longer than those initiated by 
the bottom ones. Fourth, in our experiment more than 40% of cross-ideological tweets 
were disagreements. This leads us to think Twitter's failure in facilitating the establishment 
of cross-party agreements. 

Although Twitter cannot be viewed as a public sphere for the above issues, we be-
lieve it still has a great potential in becoming a platform for resolving online conflicts. 
Through our analysis of equality we found that Twitter users disregard their social 
status, participated equally in cross-ideological communications. Additionally, to our 
surprise, there are very few insulting tweets labeled in our experiments. Most of the 
arguments on Twitter are claims based on rational viewpoint, though without refe-
rencing any external source, fact or data. We think this kind of logical argumentation 
can still help spread information or knowledge across-ideologies. As more and more 
communication happens online and publicly through social media, we deem such an 
analysis a valuable step towards understanding conflicts online. Understanding the 
online dynamics of such communication could, among other things, contribute to 
identifying appropriate mediators to resolve the conflict both online and offline. 
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Table A2. Coding scheme for communicator’s attitude and rationality 

Openness of Attitude 
Agree A tweet that agrees with the other user or shows similar opi-

nions on the covered material. 
Neutral A tweet that is neutral in nature, neither in obvious agreement 

or disagreement.  
Disagree A tweet that disagrees with (or critiques) the other user (or the 

party him/her supports) or shows different opinions on the 
covered material. 

Insult or Sar-
casm 

A tweet that can be regarded as a derogatory message, such as 
curses, insults, personal abuse, sarcasm or words that indicated 
pejorative speak. 

Off-Topic A tweet that is totally unrelated to the conflict. 
Unclear A tweet that is does not fall into any of the above categories. 

Rationality of Argument 
Highly rational The user used information from external sources and with 

statements based on facts or data, etc. 
Rational The user claimed based on his/her viewpoint and with fair and 

logical argument to support the statement. 
Irrational The user claimed based on subjective arguments with-out any 

kind of validation or presentation of facts. 
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Abstract. We apply an agent-based opinion dynamics model to investigate the 
distribution of opinions and the size of opinion clusters. We use parameter 
sweeps to examine the sensitivity of opinion distributions and cluster sizes  
relative to changes in individuals’ tolerance and uncertainty. Our results  
demonstrate that opinion distributions and cluster sizes are structurally unstable, 
not stationary, and have fat tails in most configurations of the model, rather than 
stable Gaussian distributions. Hence, extremist radical individuals occur far 
more frequently than “normally” expected. Opinion clusters, in addition to  
being fat-tailed, reveal a dynamic transition from lognormal to exponential  
distributions as parameters change. 

1 Introduction 

The availability of large data sets, such as election polls [1], has enabled researchers 
to empirically study the opinion of large groups of individuals. However, the accuracy 
of surveys decays over time, becoming useless in a short time-period. Events such as 
protests, debates, and personal experiences can be sources of opinion change, espe-
cially in the presence of intergroup conflict [2-4]. Moreover, policy makers often need 
to predict how distributional properties of opinions changes with influential events. 

Social media data overcome some of the limitations of surveys. It can be used to 
make assessments of opinions in retrospect and real time [5], forecasting events [6], 
and assessing the impact of events on opinion [7]. Social media data, however, have 
their own shortcomings. A study by the Pew Research Center found that “reaction on 
Twitter to major political events often differs a great deal from public opinion meas-
ured by surveys” [8]. Other factors, such generational gaps [9] indicate that social 
media data are not always a reliable signal for analyzing public opinion distribution. 

Computational models of opinion dynamics provide an alternative approach. One 
important contribution of this approach is the quantitative analysis of opinion. Issues 
such as the number of opinion clusters, emergence of extremists, and the size distribu-
tion of opinion clusters, are significant examples that are difficult to understand with-
out the use of computational models. Here, we are interested in using an agent-based 
model to investigate distributional properties of opinion dynamics. We are especially in-
terested in examining the emergence of “fat-” or “heavy-tailed” distributions: power laws, 
lognormal, and exponential distributions. We also examine how opinion distributions 
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change with individuals’ personality traits. Finally, we analyze the size distribution of 
clusters and its changes.  

Identifying opinion distributions is important because knowing the specific distri-
bution reveals how a population views a given issue and how individuals behave un-
der different circumstances. Understanding opinion distributions is also important for 
research on extremism and radicalization, because distributions can be heavy-tailed. 
Similarly, the size distribution of opinion clusters is of interest, because it can identify 
the polarization of opinions, the number of isolated or unconnected individuals (e.g., 
so called “lone wolves”), and which opinions are discussed by individuals. 

Another goal of this study is to better understand what to expect in terms of opi-
nion  distributions and clusters of opinion in a given population, based on specific 
social theories of human interactions and social influence—such as cognitive disson-
ance [10], social judgment [11], social identity [12], and sacred values [3], among 
others. Various computational opinion dynamics models have also been developed, 
based on these theories, using causal mechanisms such as social influence [13-14], 
homophily [15], differentiation [16-17], and striving for uniqueness [18]. Therefore, it 
is rewarding to explore distributional properties of opinions that emerge from these 
and similar models.   

The rest of the paper is organized as follows. Section 2 reviews basic computation-
al models of opinion dynamics. Section 3 presents the 2-dimensional “bounded confi-
dence” opinion dynamics model [16] and our modification. Section 4 reports our si-
mulation results and statistical analysis of opinion distributions and size distribution 
of opinion clusters. Section 5 provides a discussion of findings and main conclusions. 

2 Computational Models of Opinion Dynamics 

There are two main classes of opinion dynamics models. First are models from statis-
tical physics, based on transition rates between different states of a system [19-22]. 
The second group consists of agent-based models, where emergent social behavior is 
studied through the interactions of autonomous actors with bounded rationality [23-
24]. A prominent agent-based opinion dynamics model is the Bounded Confidence 
(BC) model developed independently by Deffuant, Weisbuch, and collaborators (DW) 
[15]; and Hegselmann and Krauze (HK) [25]. The two models are similar, differing 
mainly in their communication regime. While the DW model allows random pairwise 
encounters at each time step, the HK model allows agents to communicate with all 
other agents, adopting the average opinion of agents within their area of confidence. 

For this study, we chose the model proposed by Huet et al [16] which is an exten-
sion of the DW model, for two reasons: (1) it captures two well-understood socio-
psychological mechanisms, named homophily and differentiation; and (2) agents in 
the model have two opinions, which enables (but does not predetermine) the emer-
gence of cognitive dissonance affecting agent decision-making. This model, and our 
modification as adapted for purposes of this study, is described in the next section. 
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3 Bounded Confidence with Rejection Model  

Consider a set of N agents, each characterized by an opinion variables ,  1, 1  and an opinion uncertainty variables , 0, 1 , where both variables are 
continuous and their interactions are pairwise. We assume that all agents have the 
same uncertainty U. Formally, if  and , then the opinion 
of the two agents falls within their bounded confidence interval. Thus, their opinions 
will converge, based on the following system of equations:                                                       (1)                                                       (2) 

where µ is a constriction factor. Another possible state occurs when two agents are 
close in one opinion and far in another. Two cases arise in such a situation, depending 
on whether the difference is less than the “intolerance threshold” . (i) If | |   1 , dissonance is insufficient to trigger rejection and the two agents ignore 
opinion 1 and converge on opinion 2 (equation 2). (ii) However, if | | 1

, then the conflict in opinions is sufficient to cause dissonance and agents will 
diverge in opinion 2 (equation 3) and ignore opinion 1.                                 (3) 

Here psign is similar to sign function, except that it returns 1 if the argument is 0. The 
original model [16] placed upper and lower bounds on opinions, which creates two 
problems: it suppresses the emergent characteristic of the model and it pushes a sig-
nificant portion of the population (approximately 25%) toward the boundaries of opi-
nion (Fig. A.1). We fix these problems by removing bounds on opinions. The second 
row of Fig. A.1 displays results from a sample run by the original model, and a cor-
responding histogram from our modified model. Our modified model self-organizes 
opinion between values of approximately –1.5 and 1.5., which now become emergent 
upper and lower boundaries of opinion, respectively. 

4 Simulation Results  

4.1 Distribution of Opinions 

In this study, we consider a population of 1,000 agents. As shown by the histogram in 
Fig. 1, a normal distribution seems appropriate. We fit the normal distribution on the 
results using maximum likelihood estimation (MLE). This shows that the normal 
distribution was not the best fit, although the histogram is bell-shape. Therefore, the 
hypothesis that opinions followed a normal distribution is rejected (Table A.1). 

Next, lower and upper quantiles of the final opinion distribution were analyzed to 
assess whether it was heavy-tailed. The complementary cumulative density function 
(c.c.d.f.), defined as Pr(X ≥ x), was computed and each case was compared to the 
normal distribution (Figs. 1b and 1c). Results show that for δ = 1 the upper tail of the  
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A  Appendix 

Original 

Model 

Modified 

Model 

Fig. A.1 Final opinion config

Table A.1. Estimated paramet
values of intolerance threshold

 δ = 1 

 L S Ch

Power law -14 2.3 27

Log Normal 6.1 10.1 10

Exponential 5.99 17.2 14

* Corresponding minimum values 

Table A.2. Estimated param
different levels of opinion unce

 U = 0.1 

 L S Ch

Power law 3.48 3.56 28

Log Normal 7.1 2.03 15

Exponential 5.99 4.12 13

* Corresponding minimum values 
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Abstract. The aim of this paper is to provide a framework and novel
methodology geared towards mapping technological change in complex
interdependent systems by using large amounts of unstructured data
from various recent on- and offline sources. Combining techniques from
the fields of natural language processing and network analysis, we are
able to identify technological fields as overlapping communities of knowl-
edge fragments. Over time persistence of these fragments allows to ob-
serve how these fields evolve into trajectories, which may change, split,
merge and finally disappear. As empirical example we use the broad area
of Technological Singularity, an umbrella term for different technologies
ranging from neuroscience to machine learning and bioengineering, which
are seen as main contributors to the development of artificial intelligence
and human enhancement technologies. Using a socially enhanced search
routine, we extract 1,398 documents for the years 2011-2013. Our anal-
ysis highlights the importance of generic interface that ease the recom-
bination of technology to increase the pace of technological progress.
While we can identify consistent technology fields in static document
collections, more advanced ontology reconciliation is needed to be able
to track a larger number of communities over time.

Keywords: Technological change, transition, technology forecasting,
natural language processing, network analysis, overlapping community
detection, dynamic community detection.

1 Introduction

Understanding the pattern of technological change is a crucial precondition
to formulate meaningful long-term research and industry policy. Technological
change usually happens along technological trajectories [1] focusing its pathway
within a scientific paradigm [2]. Apart from defining the boundaries, a paradigm
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often provides a set of generic technology artifacts which can be deployed along
multiple trajectories [3]. Furthermore, recent trends towards modularization and
the development of common interfaces have led to an increasing compatibility
of technologies within and between paradigms. We argue that today we face an
accelerating deterioration of burdens for technology (re-)combination through
growing complementary of components [4,5]. In order to understand innovation
activity in many modern technological fields, it therefore becomes pivotal to de-
ploy conceptual frameworks, methods, and data geared towards the analysis of
such dynamic and highly interdependent systems.

Common approaches to analyze technological change are yet limited to quali-
tative in-depth case studies [6,7], quantitative methods depending on data such
as patents [8] or scientific publications [9], and more generic simulation models
[10,11]. While undeniably useful, they either require massive effort to qualita-
tively analyze complex interaction patterns in technological space, or rely on
quantitative data only available with non-negligible time delay, and only rele-
vant for certain technology domains, often underestimating the context in which
technology is used. During the last decade we have witnessed tremendous growth
of freely available digital information, often in the form of unstructured text data
from sources such as web-sites and blogs, written communication of communities
in forums or via e-mail, and knowledge repositories (e.g. SSRN, Researchgate).
The topicality and sheer amount of such data bear great opportunities for social
science research in general, and particularly to timely analyze complex techno-
logical change, as we attempt to demonstrate in the following.

In this paper we present a framework and suggest a set of methods to map
technological change by using large amounts of unstructured text data from
various on- and offline sources. We conceptualize technological change as the
reconfiguration of interaction patterns between technology fragments, and their
clustering in space to technological fields, and in time to technological trajectories.
To analyze such change, we propose the combination of techniques from the fields
of natural language processing (NLP) and network analysis. We use the case of
technological singularity to illustrate our approach graphically as well as with
key measures derived from network analysis.

The remainder of the paper is structured as follows. Section 2 reviews and dis-
cusses literature and concepts of technological change, and provides a theoretical
framework for our approach. In Section 3 we suggest a set of methods suitable
to analyze such a framework, and illustrate it in Section 4 at the case of singu-
larity technologies. Finally, Section 5 concludes, provides implications for theory,
empirical research, and suggests applications for science and industry policy.

2 Conceptualization and Analysis of Technological
Change

2.1 Conceptualization of Technological Change

The conceptualization of technological change has a long tradition in different
academic communities. Generally, technology exists to fulfill or support some
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societal functions through direct application or indirectly through derived prod-
ucts. It is thus always embedded in and framed by a societal, political and
organizational context, which co-evolves with it [12]. It is also understood as
happening within broader scientific paradigms [2].

Scholars studying industrial dynamics further describe the development of
technology as contextual to the evolution of industrial structures [1,13]. Tech-
nology is envisioned as a mean to problem solving in a particular context, which
could usually be solved in various other ways using other technologies. Techno-
logical trajectories represent pathways spanning across the technological space
delimited by the paradigm [1], focusing the problem solving process over time
around one possible configuration of technologies. While this process usually
unfolds gradually, sometimes significant technological discontinuities punctuate
a trajectory [14]. Such disruptive change radically alters a trajectory’s or even
paradigm’s internal logic, or completely replaces it in an act of Schumpeterian
creative destruction [18]. Overall that suggests competition between substitu-
tional trajectories. Yet, they can also be compatible and complementary to each
other, since generic technological artifacts may feed the progress of multiple
trajectories.

Drawing on work in theoretical biology [16], technological evolution can be
conceived as a recombinatory process of novel and existing component tech-
nologies within complex adaptive systems [17]. Innovative recombinations can
address fundamentally different problems from the ones that were initially tar-
geted within the components’ paradigms. This comes close to a Schumpeterian
understanding, where the innovation process is envisioned as the recombination
of existing resources in a novel way [18]. The result of such a development can
also be envisioned as a complex system with a number of elements that collec-
tively fulfill a single or various goals [19]. A main characteristic of such complex
systems is a high degree of interdependence (or epistasis), meaning a functional
sensitivity of a system to changes in constituent elements [17]. Thus, a change
in one element will affect not only affect its own but also the functioning of
epistatically related ones [20]. Since the complexity of the system increases with
the number of elements and their degree of interdependence, in large epistatic
systems one faces a complexity catastrophe, making it increasingly hard to find
useful combinations [17].

A possible solution suggested to avoid the complexity catastrophe is to increase
the systems modularity [4,5,21]. This approach aims at the development of stan-
dardized interfaces between more discrete elements to mediate interdependence
[22], thus allowing to decrease the overall complexity while maintaining the num-
ber of possible recombinations. Modularity and common interfaces further ease
the way to combine and recombine components stemming from different trajec-
tories, perhaps even different paradigms. On a higher level, technological revo-
lutions disrupting current techno-economic paradigms are usually accompanied
by the emergence of such modules, which can be deployed in various contexts
[14]. A recent and very obvious example for this development, the smartphone,
is illustrated in Figure 1. The combination of voice and data communication
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with GPS, camera, compass and accelerometer technologies, bound together by
a miniature touchscreen-computer, opened up for a uncountable number of not
anticipated applications. Various standardized wireless connection technologies
like bluetooth or WiFi allow for compatibility with many other external devises,
thus increasing the functionality and re-purposing the phone.

We argue that today we are witnessing a rapid decline of the burdens to
technology-combination through efficient modularization between components
within artifacts such as the smartphone. Embracing this line of thought, we
aim to develop a framework and methodology geared towards the analysis of
evolving interdependent technology systems. Such a framework has to be able to
capture the ongoing incremental adjustment of interaction pattern between its
components (technological evolution) as well as disruptive changes fundamentally
altering the systems logic (technological revolution).

2.2 Measurement and Analysis of Technological Change

Existing empirical research on technological change can broadly be divided in
three fields. Work from scholars associated with the Science, Technology and
Society (STS) tradition mainly relies on detailed ethnographic studies of the
complex multidimensional setup around technological systems, and sheds light
on the variety of factors that influence and shape its development [23,24,25].

A stream of more positivistic research in the fields of industrial economics and
sciencometrics is primarily based on patent and scientific publication data as an
approximation for technological development. Research so far mostly incorpo-
rates patent data as aggregated numbers to explain differences in scale [26], or in
a network representation to explain structural differences [8,27] in the develop-
ment of technologies across countries and industries. Patent data has also been
used to study invention as a recombination process [17,28,29].1

Most recently, social scientists have also started to deploy methods from the
fields of computational linguistic and NLP to advance empirical research on
the development of science and technology [32,33,34,35]. In their essence, such
linguistically informed methods are capable of identifying patterns of language
usage in large bodies of text and communication. They range from simple mea-
sures of word co-occurrence across documents, corpora and over time [36], to
complex linguistically informed probability model [37,38,39].

We perceive the latter as a fruitful way to analyze technological change, im-
plicitly accounting for the socio-economic context in which it is embedded. Such
an approach integrates the broad multidimensional perspective of qualitative re-
searchers, that very importantly emphasizes the role of technology users, organi-
zations and governments in innovation processes, with quantitative objectivity
given by the machine learning based methodology.

1 However, besides its merits and easy accessibility, there are widely recognized limits
in the use of patent data [30,31] such as the high variation of importance across
industries and countries, and over time and the long delay between the time research
is conducted and the corresponding patent publication.
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2.3 Technology Evolution as Structural Network Change

We conceptualize technology as a system of interdependent components [40]
within their respective trajectories of development [1]. Representing such sys-
tems of interacting elements as networks has brought fresh perspectives and
insights to the analysis of complex phenomena from the biological to the so-
cial sciences [41]. Embracing this approach, we attempt to analyze technological
change as the ongoing structural reconfiguration of interaction between elements
in a technology network, which allows us to deploy the rich set of network anal-
ysis.

On the lowest level of aggregation in a network representing a technological
system, one finds what we call technology fragments. They represent atomic,
non-reducible repositories of scientific/technological knowledge needed to fulfill
certain narrow tasks. Scientific, technological and industrial applications such as
machines, software and other devices (which we call technological artifacts) com-
bine technology fragments in a functional relationship to produce some output.
In our previous example, GPS devices, touchscreens and WiFi receivers represent
technology fragments, which combined in a functional relationship can resemble
the smartphone, a technological artifact. On a higher level, sets of complemen-
tary and substitutional artifacts form atechnological field (which could be, let’s
say mobile applications and devices). Over time, such fields develop along tech-
nological trajectories, where accumulated sets of common configuration patterns
reproduce over time and set the foundation for further combinations. Again,
fragments and artifacts originating from one field might be reconfigured and
redeployed in a different field to fulfill the same or even a different purpose.
Furthermore, fragments as well as artifacts might not even mainly belong to one
field, but be equally employable across multiple fields.

In summary, our conceptualization of technological change, and the suggested
methods to analyze it, is based on the following assumptions:

Assumption 1: Knowledge fragments are atomic, non-reducible repositories
of scientific/technological knowledge

Assumption 2: Technology fragments can be arbitrary combined and recom-
bined to resemble functional technological artifacts of varying quality

Having clarified the elements (or edges) in such a network, one has to decide
how to measure the functional relationships between them. In our case, identify-
ing technology fragments in unstructured text data, we have to add the following
assumption:

Assumption 3: Co-location of technology fragments in documents imply a
functional relationship between them

3 Analyzing Technology Evolution: Dynamic Semantic
Network Approach

After providing a conceptual framework to analyze technological change, in this
section we suggest a set of methods to empirically study such changes. A illus-
tration of the method pipeline is provided in Figure 5.
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3.1 From Unstructured Text to Technology Fragments: Entity
Extraction

First obvious choice to be made is which corpus of technology related text doc-
uments one wants to analyze. Such a corpus should optimally (i.) consist of
technology related writings (ii.) ranging equally distributed over a time suffi-
cient to observe technological change, and (iii.) not be biased towards particular
technologies within the system. Examples for such data are scientific publica-
tions, patent descriptions, articles in industry journals, but also online sources
such as collections of tech-blogs. In Section 4 we illustrate how to generate an
online data corpus with socially enhanced web scraping techniques.

In a next step, it is necessary to convert the unstructured text documents to a
machine readable representation.2 For our means, the goal is to reduce each doc-
ument to the contained technological concepts. Instead of using a probabilistic
approach that stepwise excludes text-elements that are definitely not a technol-
ogy, we try to detect mentioned technologies in the data. This task falls into the
category of named entity extraction, which typically relies on tagged dictionaries
and string-matching rules to identify the required concepts.

A number of applications related to this development target the identifica-
tion of different concepts in unstructured text, among others technological and
industrial terms. The advantage of these semantic web tools is that they are sup-
ported by large, centralized, constantly updated and optimized dictionaries and
intelligent disambiguation functions. The result of a successful entity extraction
returns a collection of documents that only contain the mentioned technology
terms and their document appearance frequency. Referring to our conceptual
framework in Section 2, the extracted technology term resemble the elements
(nodes) in our technological system, which we label as technology fragments.

3.2 From Technology Fragments to a Network: Vector Space
Modelling

After having defined the nodeset in our network of technology fragments, we
have to create weighted edges between them, representing their technological
relatedness and interaction. In a first step we construct a (hierarchical) 2-mode
network between technology fragments and the corresponding documents they
occur in. We weight the edges by the pairwise cosine similarity between the
vectors of the technology fragment and document within a vector space, which
we define by by training a Latent Semantic Indexing (LSI) model [42,43] on the

2 Typically, this takes the format of a bag of words (BOW), a line-up of thematically
relevant keywords, usually nouns and bi-gram noun phrases. The key assumption of
this type of NLP applications is that statistically significant co-occurrence patterns
of concepts across the corpus is indicative for actual association between them.
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full corpus of documents.3 Thus, our measure of edge weight indicates to which
extent the term representing the technology fragment is semantically close to the
entirety of other terms contained by the document (see. Section 5). To map tech-
nological change over time, we do this separated for every observation period.

While the entirety of technology fragments is stable over time, documents ob-
viously experience a 100% turnover in population every observation period. To
coerce a stable nodeset, we project the 2-mode to a weighted 1-mode network in
technology space. Again, the underlying rationale is based on the assumption that
co-occurrence in documents - at least on an aggregated level - also corresponds to
a functional relationship between technology fragments. However, on a document
level that will not always be true. While some documents may discuss technology
in the realm of one particular technological fields, others might serve more as an
overview on industry or research of a broader context, hence contain a collection
of technological fragments from many otherwise distinct fields. Thus, we penalize
documents containingmore technology fragments in a similar spirit as the method
used by [44], represented by the following equation [45]. Here wij represents the
edge-weight between node i and j, and p the corresponding documents.

wij =
∑
p

wi,p

Np − 1
(1)

We end up with a one-mode network of technology fragments connected by the
pairwise projected semantic similarity values, associated with the corresponding
period. Figure 3 illustrates these nodeset properties in dynamic networks.

Identifying Technological Fields: Overlapping Community Detection.

We depict technological change as the structural reconfiguration of micro level in-
teractions between technology fragments. When analyzing the structure, function,
and dynamics of networks, it is extremely useful to identify sets of related nodes,
known as communities, clusters, or partitions [46]. Such communities of closely
connected technologies resemble what we call a technological field, a set of comple-
mentary or substitutional technologies following one technological trajectory, and
clustering over time around a common objective. Therefore, we attempt to identify
technological fields using a community detection algorithm of choice.4

3 Before training the model, we apply TF-IDF weights to all terms within the docu-
ments. This appreciates the value of particularly important terms for the single docu-
ment, while depreciating the value of generic terms that often occur across the corpus.
Here we have chosen the established LSI algorithm for training the vector space model
but other algorithms e.g. Latent Dirichlet allocation (LDA) or Random Projections
would also be feasible to calculate pairwise cosines.

4 An alternative approach would be to use to identify technological fields by the us-
ing topic modeling, an approach that lately started to gain traction in social science
[35,34,37], create a two-mode network of terms and topics, and project it to an one-
mode network of terms. However, for reasons described we here want to offer an alter-
native, where the topics are already identified using the powerful community detection
methods offered by network analysis.
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Early clustering and community detection algorithms, in network analysis and
elsewhere, usually assumed that the membership of entities to one distinct group.
However, depending on the meaning of edges and nodes, many real life networks
show a high overlap of communities, where nodes at the overlap are associated
with multiple communities. This especially tends to happen when relationship
of different quality are projected in a one-mode network [47]. Ones’ social in-
teraction network for instance may consist of family members, work colleagues,
members of the same karate club or other associations. The more diverse interests
such a person has, the more different communities this person will be assigned
into. In the same way, the more generic the nature of a technology fragment or
artifact, the more technological fields will it have functional relationships with.
Some technological artifacts (and the technology fragments resembling them) are
that pervasive, they facilitate almost all other technologies in the way they work,
such as by its time steam-power or nowadays semiconductors [14]. Embracing
that line of thought, researchers recently stated to develop community detec-
tion algorithms able to cope with overlapping and nested community structures
[48,49], which can be deployed to properly delimit interdependent technological
fields.

Identifying Technological Trajectories: Dynamic Community Detec-
tion. Technological fields do not spontaneously appear and reassemble in a
vacuum. They gradually change, grow or decline in an cumulative manner, fol-
lowing a historical technological trajectory which connects them over time. How-
ever, in times of disruptive technological change, former technology interaction
pattern might completely reconfigure, particular new configurations might spin-
off a main trajectory and so forth. Owing respect to the evolutionary nature
of technology, we want to identify communities which are somewhat stable and
thus to be found in multiple observation periods, but also allow technological
fields to experience disruptive key-events in their life-cycle. Besides helping us
linking changing communities over time, the identification of such effects in it-
self represents an interesting information. We consider the following significant
events a community might experience during its evolution, also illustrated in
Figure 4:

– Birth & Death: The first time a community Ct
i (which are the representation

of a technological field) is observed and not matched with an already existing
community Ct−1

j . This community, however, does not have to be stable over
time. We in fact expect a substantial share of communities to only appear
in on period but not sustain.

– Pause: Communities might be more stable than the reporting on them in
the corpus.Thus, allowing them to pause for a period might smoothen birth
& death dynamics.

– Merge: In case two communities develop substantial functional interdepen-
dence, the main interaction with the rest of the system only happens be-
tween them. Thus they merge and form a new community consisting of both
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sets. Technically that happens when two or more different communities are
matched with one dynamic community Dj in the previous period.

– Split: In the same manner, communities can also separate into independent
disciplines. Technically a split occurs when one community Ci matches with
two or more dynamic communities in the previous period.

We do so by applying a simple but effective heuristic threshold-based method
allowing for many-to-many mappings between communities across different ob-
servation periods proposed by [50]. Here we compare an identified community
Ct

i in observation period t with the set of dynamic communities in the previous
period {Ct

1, . . . , C
t−1
J } by employing the widely adapted Jaccard coefficient J t

ij ,
calculated as follows:

J t
ij = sim(Ct

i , C
t−1
j ) =

|Ct
i ∩Ct−1

j |
|Ct

i ∪Ct−1
j |

(2)

If the similarity exceeds the defined matching threshold θ ∈ [0, 1], both com-
munities are added to the dynamic community Di. Using this has the advantage
that is independent of the (static) community detection method of choice in the
observation periods, hence represents a somewhat modular approach. It can also
handle overlapping as well as (with some minor adjustments) weighted communi-
ties. A major advantage of this approach is the separation of static and dynamic
community detection is the high flexibility in the choice of suitable algorithms.

4 Demonstration Case

In the following section we demonstrate the capabilities of our approach to de-
liver insightful results, and provide some illustrative examples of measures and
graphical representations that can be used to gain further insights. We intended
to find an empirical case of technological development that would combine a
large number of components from traditionally disconnected technological fields.
Additionally, the technology field in focus should be yet in a formative stage and
have a potentially strong and broad social impact to generate enough attention
and thus reporting texts online. We decided to explore the field of singularity.
Rather then a clearly delineated technological field, singularity represents a fu-
ture scenario and an umbrella term that summarizes a number of developments
in areas as diverse as neuroscience and 3D printing. Based on the context of the
technology under study and the characteristics of the corpus, we provide exam-
ples how to calibrate the techniques used in the different stages of or method
pipeline.

4.1 Empirical Setting: The Singularity Case

Technological Singularity as a term has gained momentum since the publication
of Ray Kurzweil’s book in 2005 [51]. Observing various measures of technological
progress over time, he argues that most technologies improved their performance
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exponentially and therefore it is only a matter of a few decades until we will
have reached a point in history when artificial intelligence will supersede human
intelligence. The most powerful technological advancement of the 21th century
will happen when robotics, nanotechnology, genetic engineering and artificial
intelligence reach a certain level of development and can be combined, what will
have disruptive consequences for society, culture and the human nature.

Recently, singularity entered the European technology policy context, as a
technological field within the Horizon 2020 programming. Since 2012, the Di-
rectorate General for Communications Networks, Content and Technology (DG
CONNECT) is undertaking a foresight process to inform the ICT related pro-
gramming of research to be financed under Horizon 2020, where singularity was
identified as one of the 10 central technological fields. It is currently being exam-
ined closer to capture early signals and anticipate beneficial trends that should
be supported within public research funding schemes.

4.2 Data Mining and Corpus Generation

Researchers, organizations and science journalists are increasingly using social
media and the blogosphere to communicate findings and developments, far ahead
of journal publication or conference proceedings. This makes microblogging plat-
forms and in particular Twitter with over 200 million monthly active users (Feb.
2014) a valuable source of data. We now describe our data mining approach
aiming at selecting relevant twitter updates by relevant users. Instead of us-
ing already available corpora to study technological change in singularity, such
as patent description, scientific publications and industry journals, we choose
to create an own out of a variety of online available technology relevant text
documents, including publications, tech-blogs et cetera. Since singularity is a
recent and very heterogeneous movement spanning various scientific, industries
and tech-communities with distinct routines for communicating and publishing
findings and progress, our final corpus therefore is supposed to be unbiassed
towards a particular discipline.

To identify relevant documents, we employ a socially-enhanced search rou-
tine based on twitter tweets. Twitter’s graph structure, built on followship links,
is similar to citation networks in academic publications. This enables the con-
struction of large directed graphs and allows applying network analysis methods,
to identify central actors for a particular field or topic. For this study we con-
structed a large followship graph around the - somewhat arbitrarily selected
- account Singularity Hub, which is an online news platform that actively re-
ports on the topic. The initial snowballed network has 49,574 accounts. Using
eigenvector centrality, we identify the most influential users and then manually
reduce the number of nodes down to 34 twitter accounts that indicate an inter-
est for the area in their profile.5 Figure 6 shows a central fragment of the network.

5 This selection is very restrictive but is likely to make the final corpus less noisy.
Alternatively the manual reduction can be skipped and a corpus filtering built in,
at a later stage.
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Coloring represents communities, detected by the Louvain algorithm [53], merely
for illustration. We can see that the red cluster seems to contain all the central
organisations that are present on twitter and focused on singularity and tran-
shumanism like the H+ movement, KurzweilAI, David Orban and more. The
green cluster is mostly populated with users that are related to robotics and the
violet to software architecture. An overview of the selected user accounts can be
found in Table 1.

Micro-blogged tweets (status updates) by these actors often contain links to
research papers, popular media articles or blog entries that the selected user
considers as worth communicating. For each of these accounts we extract up to
3,200 status updates starting with the most recent, 63,000 in total. We discard
all updates that do not carry a link. Relevant tweets were then identified using
a vector space model powered semantic search. The text content behind the
embedded links - outside of Twitter is then extracted and processed, and finally
represents our document corpus for further analysis.

4.3 Identification of Technology Fragments: Entity Extraction

The documents in our corpus discuss technology from very different angles. Some
talk about state-of-the art research in certain university labs, while others re-
view the allocation of public research grants or venture capital investment strate-
gies. When attempting to uncover functional relationships between technology
fragments, it is crucial to avoid false positives caused by relationships that are
non-technical in nature, such as being funded by the same investor, or developed
in the same country. We rely on entity extraction when condensing documents
to BOW representations. In the particular case we use OpenCalais, a free web
service that performs entity identification across 39 different concepts within
submitted text data. The great advantage of cloudsourcing in this case is given
by the fact that the centralized machine learning algorithms of OpenCalais are
trained on a very large amount of natural text and its dictionaries are constantly
updated and optimized. An offline solution would hardly be able to compete in
terms of performance and topicality.6 When inspecting the results we find clear
technology terms such as dna profiling, robotic surgical systems, clinical genomics
or regenerative stem cell technologies, which come fairly close to how we under-
stand technology fragments. These terms narrowly describe technology deployed
for a fairly delimited task. However, we also find boarder technology terms such
as stem cells genomics, which span across a somewhat larger field of applications
and are likely to include some of the aforementioned terms, and on an even more
generic level terms such as biotechnology or robot.While this clearly diverts from
our theoretical framework, where we find on node level only functional interac-

6 For an overview and performance evaluation of available systems see [52]. In addition,
OpenCalais provides ontology reconciliation and disambiguation. Identified entities
are in many cases enriched with metadata (e.g. profession for persons, ticker symbols
for companies and geospatial coordinates for locations). Other detected entity types
are not used in this analysis.
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tion of atomic technology fragments, we do not consider that as worrisome for
the analysis to come.

4.4 Network Generation, Technological Field and Trajectory
Identification

For a very first inspection and illustration of the nodeset we create a simple static
network of all documents connected by their similarity in terms of containing
technology fragments, cluster them by applying the common Louvain algorithm
[53], and plot them in Figure 7. For the three main communities detected we pro-
vide a tag-cloud, weighted by the fragments’ TF-IDF scores. One can see at first
glance that our singularity corpus very broadly consists of three fields, where
the biggest is centered around robotics, and the two others around (stem) cell
and brain research, or to be more interpretative: Robotics, biotechnology and
neuroscience. Table 2 provides some key statistics on the networks, communities,
and their development. While subject to some fluctuation, the networks seem to
develop from many to less nodes and edges, and to less but denser communities.
This might indicate singularity after an initial phase of experimentation to ma-
ture and establish more delimited fields and sub-disciplines, as life-cycle theories
might suggest.

We now construct a set of two-mode networks between this nodes and the
documents in our corpus,7 containing only documents published in the corre-
sponding observation period, which we choose to be half a year.8 Finally, we
project this structures on one-mode networks between technology fragments.

Now we identify technological fields with the link community detection algo-
rithm proposed by [48], which is able to detect communities with highly pervasive
overlap by clustering links between the nodes rather than the nodes themselves.9

Each node here inherits all memberships of its links and can thus belong to mul-
tiple, overlapping communities (technological fields). By doing so, we owe respect
to the overlapping and nested structure of technology, and are able to identify
key technological fragments interacting with multiple distinct fields.We first run
the community detection separated for every time step independently. We do not
a-priori define a fixed amount of communities, but rather set the cutoff at the
point where the average community density is optimized in every observation
period.

Table 3 plots the network of knowledge fragments and their membership to tech-
nological fields for every timestep. Again, what can be seen is that singularity

7 Vector space modeling is performed with the gensim package [54] within IPython,
using LSI and a 400 dimensional model as suggested by [55].

8 This choice has to be made according to the properties of the data to be analyzed,
since best results can be achieved when the network structure shows some gradual
change between the observation periods, but no radical turnover suggestion complete
discontinuity. This corresponds roughly to a Jaccard index of the two networks
between 0.2 and 0.8.

9 We use the implementation of the link-community approach provided by [56] as
package for the statistical environment R.
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appears to develop from a broad area without clear boundaries and high inter-
connectedness towards clearly delimited technological fields. However, we also find
first hints that over time some very generic technologies such as smartphones and
artificial intelligence appear to develop towards a very central position, where they
serve as common interface between most other fields. While it seems unlikely that
smartphones (as we understand them today) will be around formuch longer then a
decade, their centrality in the singularity discussion can be understood as the im-
portance of mobile devices that enhance our by nature limited interaction range.
In fact, smartphones became a rapidly adopted human enhancement device and
currently a number of different wearable technologies are entering the mainstream
markets. We also see the generic artificial intelligence, which is at the very core of
the singularity debate, in a very central position as interface or generic technology
between technological.

We now perform a threshold-based dynamic community detection10, where we
besides an immense turnover of briefly appearing and disseminating short-term
trends indeed find identify a set of persistent technological trajectories. Table 4
illustrates the composition of some selected communities which proves to be
somewhat stable over time.11 The tag-cluster are a good way to visualize the in-
teraction between the actual technologies, principal applications and challenges.
The first cluster suggests for instance that an important area of application
for biometric technologies in conjuncture with machine learning will be found
within law enforcement. The second cluster addresses advancements in the area
of augmented reality and connections to existent social network structures using
primarily mobile devices.

5 Summary and Conclusion

The aim of this paper was to provide a framework and novel methodology geared
towards mapping technological change in complex interdependent systems by
using large amounts of unstructured data from various recent on- and offline
sources. We combine techniques from the fields of NLP and network analysis.
Our approach is based on the following steps:

– Using entity recognition techniques we identify technology related terms in
the text document of our corpus, which resemble technology fragments.

– In a first step, using vector space modeling, we construct an undirected
two-mode network between technology fragments and corpus documents for
every observation period, where the edges are weighted by the pairwise cosine
similarities between documents and terms.

– After projecting this network in technology space, we end up with an undi-
rected one-mode network of technology fragments connected by their weighted
co-occurrence in documents of the corresponding observation period.

10 We use a C++ implementation provided by [50].
11 For the sake of clarity, the technology fragments are weighted by their within-cluster

centrality.
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– To delimit technological fields in every observation period, we use overlapping
community detection techniques, owing respect to the interdependent and
nested nature of technology.

– To identify technological trajectories, we link technological fields between
observation periods over time using

As empirical example we use the broad area of Technological Singularity, an
umbrella term for different technologies ranging from neuroscience to machine
learning and bioengineering which are seen as main contributors to the develop-
ment of artificial intelligence and human enhancement technologies. We extract
1,398 relevant text documents all over the internet, using a social search routine
that we built around the followship structure within the microblogging service
twitter. Using entity recognition tools from the semantic web area, we reduce
documents to technology-term representations and finally generate a semantic
timestep network of technology fragments. Our community detection exercise
identified many coherent technological fields within each community. Already
the static clustering provides valuable insights in the emergence of new techno-
logical fields and applications for existing technologies. Overlapping community
detection, allowed us also to identify certain general technologies that work as
hubs between other technologies, stemming from a large number of different
domains.

Yet, we find the results of the community-tracking over time unsatisfactory.
The obstacle are false negatives that obstruct the identification of similar com-
munities over time. Our language is full of synonyms, metaphors and unregulated
terminology. The reader of this article has no difficulty comprehending that we
use the terms clusters and communities interchangeably, a computer would not.
While we are (yet) unable to teach the algorithm a deep understanding of on-
tology, we can try to normalize the terminology as far as possible. This future
measure should increase the number of identical terms over time. Furthermore,
there seem to be a trade-off between the thematic scope of a given corpus and
the resolution of the analysis. Therefore, a broader corpus is most suitable for
creating a broad-brush picture of technological change.

We believe a major advantage of our approach is that it conveys text data
into a network representation suitable for a dynamic analysis of technology. It
proves to be more flexible with respect to the corpus than other semantic or
n-gram based methods in natural language processing. Furthermore, for subse-
quent quantitative analysis and graphical representation one can now draw from
the large toolkit of powerful methods available for network analysis. The here
performed dynamic community detection is one example, but other methods
such as blockmodeling appear to be promising to gain further insights into the
evolution of technology. Finally, networks are well established in many areas of
social science and thus a representation of semantic features as networks is likely
to help bridging the gap between scholars in computer and social science.
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Fig. 2. Example of pairwise semantic similarity between terms and documents
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Table 2. Network and community statistics over time

2011, 2nd 2012, 1st 2012, 2nd 2013, 1st 2013, 2nd

N nodes 320 293 341 163 233
N edges 3,979 2,579 3,445 1,105 1,752
N communities 74 49 66 30 36
Max. community density 0.58 0.77 0.63 0.75 0.71
Max. nodes community 54 34 28 21 26
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Table 3. Network of Knowledge Fragments per Period after Overlapping Community
Detection
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Table 4. Exemplary identified technological fields and their knowledge fragments

Biometrics & Law Enforcement Ubiquity & Social Networks

Genomics 3D Printing
Nodes term representing the name of the technology fragment represented as tag-cloud. Size
weighted by the nodes within community degree centrality.
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Abstract. Researchers are actively turning to Twitter in an attempt
to network with other researchers, and stay updated with respect to
various scientific breakthroughs. Young and novice researchers have also
found Twitter as a valuable source of information in terms of staying
up-to-date with various developments in their field of research. In this
paper, we present an approach to utilize this valuable information source
within a topic modeling framework to suggest scientific articles of interest
to novice researchers. The approach in addition to producing effective
recommendations for scientific articles alleviates the cold-start problem
and is a step towards elimination of the gap between Twitter and science.

1 Introduction

Social media services provide an important platform for people to express opin-
ions, share ideas, receive updates relating to various topics of interest (e.g., sci-
ence, sports, politics), and discover latest news. The famous microblog “Twitter”
is one such social media service that has emerged as a significant medium of com-
munication in the form of a social network where different resources are shared
[14]. Researchers and scientists are actively turning to Twitter in order to en-
gage in short scientific discussions, and spread scientific messages such as call for
papers, research articles, and news about scientific breakthroughs [15]. As a re-
sult, young researchers are turning towards Twitter to connect with researchers
within their field of interest in an attempt to stay up-to-date with the latest
researches in a field [9].

Furthermore, young and novice researchers are faced with the enormous task
of familiarizing themselves with the existing body of research literature in a given
field. The complexity of this task increases due to information overload which
is a consequence of an exponential growth in the rate of scientific publications
every year [7]. For a novice researcher, it is challenging to find satisfactory results

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 384–395, 2014.
c© Springer International Publishing Switzerland 2014
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using the keyword search technique and therefore recent research literature has
proposed recommendation systems for scientific articles to aid the researcher in
organization of reading lists for a particular research field [6,7,17].

Most of the existing tools for scientific articles’ recommendation utilize an
existing pool of research articles to make further recommendations [3]; this paper
however takes a different approach and utilizes Twitter activities of researchers to
recommend scientific articles of interest. Given the modern tools of information
access such as Twitter and in line with the proposal made by Letierce et al. [16],
we aim to eliminate the boundary between experienced and young researchers
by making use of the Twitter activities of young researchers to recommend to
them scientific articles of their interest. Our system takes Twitter as a source to
identify the research interests of a target user1 via application of topic modeling
over the tweets of the Twitter users that the target user is following, and on the
list of titles of scientific articles. This step is followed by utilization of dominant
topics discovered in the tweets to recommend scientific articles for the target user.
The approach in addition to producing diverse recommendations is extensible
in that it can also take into account other factors such as freshness of articles,
popularity of venues, impact factor of authors etc. Experimental evaluations
demonstrate the effectiveness of the approach as it outperforms a standard tf-idf
based baseline.

The remainder of this paper is organized as follows. In Section 2 we review
related work with a brief discussion on how we differ from existing works. In
Section 3 we present the results of a survey conducted in order to analyze how
and why early-stage researchers use Twitter. In Section 4 we explain the topic
modeling recommendation framework in detail. In Section 5 we present the de-
tails of experimental evaluations with a description of the employed dataset and
the recruited users who participated in our user-study. In Section 6 we conclude
the paper with a discussion of future work.

2 Related Work

Our work touches various fields. In the following we review related work in
scientific articles’ recommendation along with works on analysis of researchers’
activities on Twitter. Finally, we also provide an overview of recommendations
systems built through utilization of Twitter data.

2.1 Recommending Scientific Articles

Existing academic search engines (such as Google Scholar, Microsoft Academic
Search and CiteSeer) have failed to help researchers in the effective retrieval of
scientific articles with the retrieved set of articles either being too large or too
small [12]. Recommendation systems that generate a reading list of scientific ar-
ticles have thereby emerged as a popular solution. The most popular approaches

1 Here, target user refers to the researcher who wishes to get recommendation for
scientific articles.
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either use a set of papers as a query set or a corpus of papers relevant to a given
area [20]. One of the earliest works by Woodruff et al. [23] uses a single paper
for generation of a reading list through “spreading activation” over its text and
citation data. El-Arini and Guestrin [7] use the notion of “influence” to cap-
ture the transfer of ideas as individual concepts among papers in the query set.
Among the systems that utilize a large corpus of papers to extract core papers
of a field, most utilize PageRank over the citation graph along with measures
such as “download frequency”, “citation count”, and “impact factor” [5]. Finally,
other techniques utilize collaborative filtering over research papers whereby the
user-item ratings’ matrix is obtained from the citation network between the pa-
pers [17] along with implicit behaviors extracted from a user’s access logs [24].
Some works also use a hybrid approach that combines collaborative filtering with
content-based filtering methods whereby content analysis is performed through
probabilistic topic modeling [1,21]. We differ from the existing scholarly paper
recommendation approaches in that we do not rely on an existing set of research
papers and hence, the underlying citation network is not taken into considera-
tion in our approach. Instead, we rely on scientific tweets that researchers post
on Twitter.

2.2 Analysis of Researchers on Twitter

Recently, researchers have started investigating academic activities on Twitter.
The earliest works use scientific tweets as a new measure for citation analysis
where citation is defined as a tweet containing a URL to a peer-reviewed scientific
article [8,19,15,22]. A more recent work by Hadgu and Jaschke [9] proposes a
classification method to construct a directory of computer scientists on Twitter.
Their approach starts from a seed set of Twitter accounts from which further
Twitter accounts are derived and passed through a machine learning classifier
that classifies the Twitter account into researcher or non-researcher. The work
by Hadgu and Jaschke [9] can have potentially useful applications from the
viewpoint of decreasing the gap between Twitter and science.

2.3 Twitter-Based Recommendation Systems

Over the past few years, recommendation systems technology has made signifi-
cant progress with a number of recommendation systems built on top of Twitter
data. As an example, one of the earliest recommendation systems by Phelan et
al. (which we use as a baseline in our work) suggests a method that promotes
news stories from a user’s favorite RSS feeds based on Twitter activity through
application of a content-based recommendation technique by mining terms from
both the RSS feeds and the Twitter messages [18]. Other works mine data from
Twitter to better suggest people to follow on Twitter [10,11] along with suggest-
ing tweets of interest to a user [4]. To the best of our knowledge, none of the
works that utilize Twitter for recommendations have focused on making use of
scientists’ Twitter data for recommendation of scientific articles; and our work
is the first step in this direction.
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3 Twitter Usage by Researchers

The underlying intuition behind the use of Twitter data for scholarly paper rec-
ommendations is common knowledge that scientists while attending conferences,
and/or while conducting experiments tweet about their experiences and these
tweets in turn can serve as a rich source for inferring research interests [9,16].
We set up an online survey to analyze the habits and motivations of early-stage
researchers with respect to their use of Twitter. We advertised the survey via
university mailing lists and social media services particularly targeting PhD stu-
dents in early stages of their career and who had an active Twitter account. Our
main motivation was to observe the main motivations behind young researchers’
use of Twitter and whether or not they consider it as a valuable resource when
it comes to staying up-to-date about latest researches in a particular field. This
section presents details of the undertaken survey.

We received 280 responses distributed as follows: 65% were PhD students,
10% MSc students, 8% research assistants, 12% postdoctoral researchers, and
5% lecturers. The average number of years using Twitter among our respon-
dents is 2.57 years. One outcome of this survey is that 93% of the respondents
use Twitter to stay up-to-date about latest research developments in their re-
spective fields. Other uses of Twitter involved sharing knowledge about their
field of expertise and communication about their research projects; however,
these goals were shared by the senior researchers among our respondents with
the early-stage researchers mainly using it for learning about new researches
through the activity of following other researchers. Finally, 87% of our respon-
dents follow approximately 50-100 researchers on Twitter with the average being
67.2 followed researchers per respondent and 69% consider it as highly beneficial
in terms of staying up-to-date with latest research in their fields..

Based on the findings of this initial survey of early-stage researchers we observe
that most early-stage researchers are turning to Twitter for discovering experts
with research interests similar to theirs and hence, their activities on an open
medium such as Twitter can be utilized towards the recommendation of scientific
articles. The following sections describe the proposed framework in detail.

4 Methodology

This section describes the proposed recommendation framework in detail. We
start with an overview of the processing pipeline and then explain the compo-
nents in detail. The processing pipeline (see Figure 1) comprises the following
steps:

1. We follow a content-based filtering strategy in which we utilize tweets of
Twitterers that a particular user follows (from this point on we refer to
these followed Twitterers as followees) along with titles of scientific articles.

2. We apply a topic modeling algorithm over the tweets and titles simultane-
ously which is then used to rank all the followees of a user in order to produce
lists of top-k researchers.
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3. We then use the tweets of top-k researchers to discover the top-n topics from
among which to generate the recommendations.

4. Finally, the tweets and paper titles corresponding to the top-n topics are
utilized in a language modeling scoring function to generate the final set of
recommended papers.

Fig. 1. Process Flow of our Recommendation Framework

4.1 Ranking Framework Using Twitter-LDA

The first step involves use of an LDA-based model in order to obtain the topics
from tweets of all the followees of a target user and the paper titles of scien-
tific articles. It is an unsupervised machine learning technique that discovers
latent topics from a corpus. We use the model proposed by Zhou et al. namely
Twitter-LDA [25] which is basically an author-topic model built upon following
assumptions:

– There is a collection of ‘K’ topics in Twitter with each topic represented by
a word distribution.

– Each user’s interests are modeled through a distribution over topics.
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– When writing a tweet, a user may choose to write a background word or
he/she may choose a topic based on his topic distribution which may then
lead to the choice of a word based on the word distribution of the chosen
topic.

Twitter-LDA differs from the original LDA framework by Blei et al. [2] in
that a single tweet is assigned a single topic instead of a distribution over topics.
This is more suited to the task at hand as researchers’ when tweeting about their
research are very specific and focused, and mostly restricted to one topic. We
apply the Twitter-LDA algorithm simultaneously on the followees’ tweets and
the paper titles with the number of topics set to 2002. Our aim is to filter out
and produce a ranking of those followees of a user who are involved in scientific
research. To this aim, we utilize the intersection of topics found in both paper
titles and followees’ tweets. Each followee of a user is ranked as follows:

Rankfollowee = (
∑

t∈Topicsp

n(t, Tf )

|Tf |
) ∗ |Topicsp ∩ Topicsf | (1)

where Tf denotes all tweets by a followee, Topicsp denotes the set of topics
defining the titles of scientific articles, Topicsf denotes the set of topics defining
the tweets of a followee and n(t,Tf ) the number of times a particular topic ‘t’
from within Topicsp occurs among the tweets of a followee. Based on the ranking
scores of all followees of a particular user, we obtain top-k researchers followed
by a target user. The next step involves using the topics from within tweets of
these top-k researchers to find the top-n topics of interest to the target user so
as to recommend scientific articles from within those topics.

The scoring framework for topics involves summing up scores for each topic
and discovering the dominant topics. Note that we utilize the topics of the set
Topicsp from within the topics of top-k researchers and this helps avoid noisy
topics in the recommendation process. We first determine a score for each topic
using the following:

Scoretopic = (
∑

t∈Topicsp

n(t, Tr)

|Tr|
) (2)

where Tr denotes all tweets by a followed researcher (determined using equa-
tion 1), and as before Topicsp denotes the set of topics defining the titles of
scientific articles. We use the topic score Scoretopic of each topic to compute a
final score corresponding to each topic. We illustrate the process with the help
of the example in Table 1.

2 This number is determined empirically after determining the number which clearly
distinguishes topics of tweets and paper titles.
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Table 1. Example to Illustrate Ranking of Topics Related to Titles of Scientific Articles

Users Topics
t3 t5 t6 t7 t8 t10

u1 0.13 0.34 0.16 0 0.53 1.13

u2 0 0.5 0 0.34 0.68 0.43

u3 0.4 0.12 0.45 0.73 0 0

u4 0 0.11 0.92 0.22 0 0.64

u5 0.23 0 0 0.17 0.25 0.55

u6 0 0.2 0.18 0 1.21 0

u7 0 0.23 0.38 0.15 0.78 0

u8 0.48 0 0.14 0.67 0 0.98

u9 0.19 0 0 0.17 0.93 0

u10 0 0.47 0 0 0.37 0.74

For the sake of understanding the example in Table 1, assume a total of 10
researchers (i.e., k of top-k researchers equalling 10) and 15 topics t1-t15 with
t3, t5,t6,t7, t8 and t10 belonging to the set Topicsp. The scores for these topics
are combined to produce a final ranking for the topics as shown in Table 2; and
scientific articles corresponding to these topics are recommended in proportion
to the contribution of each topic’s score.

Table 2. Final Scores Assigned to Each Topic from within Topicsp

Topics
t3 t5 t6 t7 t8 t10

Topic Scores 1.43 1.97 2.23 2.45 4.75 4.47

For the sake of continuing with this example we take ‘n’ to be 3 and hence,
continue with top-3 topics from Topicsp (i.e., t8, t10 and t7). Note that the incor-
poration of different topics at this stage enables the generated recommendations
to be diverse.

4.2 Scoring Framework Using Language Models of Followed
Scientific Experts

To the purpose of scoring each scientific article, we use a language modelling
approach to compute the likelihood of generating an article a from a language
model estimated from a user’s Twitter followees as follows:

P (u)ti(a/T ) =
∏
a∈A

P (w | T )n(w,a) (3)
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where w is a word in the title of articles corresponding to topic ti (in our
example ti would be t8, t10 and t7 from among top-3 topics), n(w,a) the term
frequency of w in a, and u is the user for whom we want to generate the rec-
ommendations. Here, T is used to represent the uniform mixture of the Twitter
model of researchers followed by a target user as follows:

P (w | T ) = P (w | Tr) (4)

Here, Tr denotes the tweets by the researchers whom the user u follows cor-
responding to topic ti. The Twitter model Tr can be estimated as:

P (w | Tr) =
1

|Tr|
∑
t∈Tr

P (w | t) (5)

The constituent language model for Tr are a uniform mixture of the language
models of researchers’ tweets’ corresponding to topic ti and employing Dirichlet
prior smoothing:

P (w | t) =
n(w, t) + μ

n(w, coll)

|coll|
|t|+ μ

where n(w,.) denotes the frequency of word w in (.), coll is short for collection
which refers to all tweets by top-k researchers, and |.| is the overall length of the
tweet or the collection.

Note that equation 3 can be modified to include various factors such as fresh-
ness score of an academic article (i.e, a measure based upon year of publication),
impact factor of venues and/or impact factor of authors. The content-based fil-
tering strategy within our model enables it to be extensible and flexible in addi-
tion to being able to produce diverse recommendations. Moreover, the proposed
model alleviates the cold-start problem commonly encountered in the recom-
mendation systems’ domain whereby user ratings for items to be recommended
are not available; in this case however, the tweets by the followees of a target
user serve as the starting point.

5 Experimental Evaluations

In this section we describe our experimental evaluations that demonstrate the
effectiveness of of our proposed approach. We first describe the dataset of re-
cruited users along with the dataset of scientific articles followed by details of
experimental results.
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5.1 Experimental Setup

Dataset: We recruited 64 active Twitter users with permission to use their
Twitter data for the purpose of experimental evaluations. Using the Twitter
API, we obtained the tweets of all their followees. Table 3 shows some basic
statistics about the dataset. The titles of scientific articles are gathered by ap-
plication of focused crawling to DBLP using the boilerpipe API [13]. A total of
50,252 titles were fetched from a record of various Computer Science conferences
and journals from within diverse research fields such as databases, embedded sys-
tems, graphics, information retrieval, networks, operating systems, programming
languages, software engineering, security, user interface, and social computing.

Table 3. Statistics about Employed Twitter Dataset

Average No. of Followees per User 237

Maximum No. of Followees 1022

Minimum No. of Followees 54

Average Tweets per Followee 508

Total Tweets in Collection 32,518

Parameters and Evaluation Measures: For the purpose of our experimental
evaluations, we set ‘k’ described in Section 4.1 to 30, 60 and 90 respectively i.e.,
we use top-30, top-60 and top-90 researchers followed by a user for generating
his/her list of scientific articles’ recommendation. The number of topic ‘n’ of
Section 4.1 is set to 15. As in standard information retrieval, top ranked doc-
uments are the most important since users often scan just the first ranks and
hence, each user was asked to mark as relevant or irrelevant the top-20 articles
recommended to him/her. We evaluated our recommender system using Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR) and Precision @ 10
(P@10)3. The content-based filtering strategy based on tf-idf by Phelan et al. is
used as a baseline to compare the effectiveness of our recommendation model.
Note that we modify Phelan et al.’s algorithm to include Twitter messages of
the followees in order to ensure a fair comparison.

5.2 Experimental Results

We evaluate the performance of our proposed recommendation model using the
relevance judgements obtained for the 64 users. Table 4 shows the experimental
results i.e. MAP, MRR and P@10 values for our approach with the different
parameter settings for ‘k’ and for the approach by Phelan et al.; we use student’s
t-test to verify the soundness of our evaluations and the results corresponding

3 Note that we treat each user as a separate query.
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to our model are statistically significant with p < 0.05. We report the results
together across the judgements for all 64 users.

Our recommendation model built on top of a topic modeling framework is
able to outperform the tf-idf baseline and this is due to terms introducing a
significant amount of noise when recommending scientific articles. On the other
hand, topics tend to be clean and better representative of research interests of
a novice researcher. The model with parameter ‘k’ set to 60 outperforms all
the other versions and intuitively this makes sense due to a limited amount of
researchers the user is actually interested in (as the survey from Section 3 shows
that an average of 67.2 researchers are followed by a particular user).

Table 4. Comparison of Retrieval Performance for our Proposed Personalization Model

Chosen Measures
Algo MAP MRR P@10
top-30 0.461 0.667 0.512

top-60 0.651 0.878 0.681

top-90 0.511 0.728 0.643

Phelan et al. 0.384 0.528 0.496

6 Conclusions and Future Work

In this paper we demonstrated how Twitter can be used to eliminate the bound-
ary between young and experienced researchers by taking advantage of tweets of
those researchers that an early-stage researcher follows. We proposed a content-
based recommendation model that makes use of a topic modeling algorithm
specifically suited for short content such as tweets. The model is able to incor-
porate a diverse range of topics to produce the final recommendations and can
be extended to include various factors such as an article’s recency, a venue’s or
authors’ impact factor.

To the best of our knowledge, this is the first work on scientific articles’
recommendation that relies on a fully content-based strategy with other works
making use of citation graphs for the collaborative filtering step. As future work,
we aim to incorporate different measures from the Twitter graph to compute
rankings for the followed researchers in addition to including various components
from the citation graph.
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Abstract. Prior work in architectural and urban studies suggests that there is a
strong correlation between people dynamics and crime activities in an urban en-
vironment. These studies have been conducted primarily using qualitative evalu-
ation methods, and as such are limited in terms of the geographic area they cover,
the number of respondents they reach out to, and the temporal frequency with
which they can be repeated. As cities are rapidly growing and evolving com-
plex entities, complementary approaches that afford social scientists the ability
to evaluate urban crime theories at scale are required. In this paper, we propose
a new method whereby we mine telecommunication data and open crime data to
quantitatively observe these theories. More precisely, we analyse footfall counts
as recorded by telecommunication data, and extract metrics that act as proxies of
urban crime theories. Using correlation analysis between such proxies and crime
activity derived from open crime data records, we can reveal to what extent dif-
ferent theories of urban crime hold, and where. We apply this approach to the
metropolitan area of London, UK and find significant correlations between crime
and metrics derived from theories by Jacobs (e.g., population diversity) and by
Felson and Clarke (e.g., ratio of young people). We conclude the paper with a
discussion of the implications of this work on social science research practices.

Keywords: Urban crime, telecommunication data, open data, data mining.

1 Introduction

In modern society we are experiencing two phenomena: on one hand, there is a rapid
population shift of people moving from rural areas into urban environments, with an
annual growth of 60 million new city dwellers every year [29]. On the other hand,
crime activities are on the rise (e.g., [5]), especially in densely populated areas [13].
Being able to understand and quantify the relationship between people presence and
crime activity in an area has thus become an important concern, for both citizens, urban
planners and city administrators.

The relationship between people dynamics and crime in urban environments has been
researched extensively in architectural and urban studies over the last decades, with the-
ories that sometimes appear to conflict with each other. Most influential theories lead
back to the 1960’s and 1970’s: Jacobs [12] suggests that population diversity, activity
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and a high mix of functions lead to less crime for an area, whereas Newman [15] hy-
pothesizes the opposite, supporting clear separation of public, semi-public and private
areas towards urban safety. Each theory has been evaluated, and indeed supported, by
means of qualitative research methods that enable in-depth investigations into the rea-
sons behind certain phenomena. However, such methods are very expensive and time-
consuming to run, so that studies are usually restricted to a rather small number of
people (relative to the overall urban population) and constrained geographic areas (e.g.,
a neighbourhood); furthermore, they are almost never repeated over time, to observe
potential changes. It becomes thus very difficult to collect sufficient evidence to explain
under what conditions a certain theory holds.

In this paper we propose a new method to quantitatively investigate urban crime theo-
ries at scale, using open crime data records and anonymised mobile telecommunication
data. From the former, we extract quantitative information about crime activity, as it
happens across different urban areas of very fine spatial granularity. From the latter, we
extract metrics that act as proxies for previously developed urban crime theories that
link people presence in an area with crime. We then use correlation analysis between
crime data and our defined metrics to validate urban crime theories at scale. We apply
this method to data obtained for the city of London, UK, and find that, in this city and
at the present time, Jacobs’ theory of ‘natural surveillance’ [12] holds: we discover that
age diversity, as well as the ratio of visitors in a given area, are significant and negatively
correlated with crime activities; furthermore, Felson and Clarke theory [9] that links a
higher presence of young people with higher crime is also confirmed. We believe the
proposed method to be a powerful tool in the hands of social science researchers de-
veloping urban crime theories, as they can now complement qualitative investigations
with quantitative ones: while the former afford them deep insights into the causality of
certain phenomena, the latter afford them the ability to scale up findings in terms of
population reach, geographical spread, and temporal evolution.

The remainder of the paper is structured as follows: we first provide a brief overview
on background theories from architectural and criminological studies, and state-of-the-
art follow-up research that has been grounded on them. We then present our method,
in terms of the datasets we leverage, the pre-processing and data manipulation we have
conducted, and the metrics we have extracted as proxies for urban crime theories. We
discuss the results obtained when applying our method to data for the city of London,
UK, and finally conclude by discussing implications, limitations and future steps.

2 Related Work

2.1 Background

Most well known architectural theories about the relationship between people dynam-
ics, the urban environment and crime lead back to the studies of Jacobs [12] and New-
man [15], with two different schools of thought. Jacobs [12] defines urban population
as ‘eyes on the street’, a natural policy mechanism that supports urban safety through
‘natural surveillance’. An open and mixed use environment supports this concept by
enabling diversity and activity within the population using the area at different times.
While Jacobs suggests that a high diversity among the population and a high ratio of



398 M. Traunmueller, G. Quattrone, and L. Capra

visitors are contributing to an area’s safety, Newman [15] argues the opposite. Accord-
ing to his theory, diversity and a high mix of people create the anonymity it needs for
crime to take place. Newman suggests that a clear definition of public, semi-public and
private space in a low dense and single use urban environment creates a ‘defensible
space’ that is needed to support safety. Newman further argues that low population di-
versity, low visitor ratio and a high ratio of residents are contributing to an area’s safety.
Follow-up studies have tried to shed light onto these apparently conflicting theories.
For instance, Felson and Clarke [9] have proposed the ‘Routine Activity Theory’, that
studies people dynamics and crime in relation to specific points of interest; they have
found that venues such as bars and pubs attract crime by pulling strangers into an area;
the presence of middle aged women on the streets detracts crime instead.

These theories suggest different ways to design the built environment so to take
advantage of the resulting social control of crime. But which one applies where, and
also when? How do we know that theories developed in the ’60s and ’70s are still valid
fifty years afterwards? To gain a deeper understanding of the context within which a
certain theory holds, social science research needs a novel way to validate urban crime
theories, that scales up in terms of the geographic urban area under exam, the population
sample captured, and the frequency with which studies can be repeated.

2.2 Computational Science and Crime

In recent years, open data movements have made available large repositories of crime
data to the public. These circumstances have been useful to start studying crime in a
more systematic manner. Data mining has become a popular tool for crime research
to detect crime patterns in an urban environment. Recorded crime data has been ex-
tensively mined to identify crime hotspots within a city [16,27,3,8], and can even be
used for crime predictions [4]. These methods are capable of signaling where crime
will happen; however, they do not shed light into possible reasons for incidents.

Recent architectural and urban design research has attempted to describe the rela-
tionship between the built environment and crime. Wolfe and Mennis [30] discuss the
influence of green space in relation to crime, by using satellite images to detect green
urban spaces and compare them to recorded crime data. Findings show clearly that well
maintained green spaces contribute to less crime through an increased community ac-
tivity and supervision, as also originally suggested by Jacobs. Hillier and Shabaz [18]
investigate the relationship between street crime occurrences and the spatial layout of
the street network for a London borough. Findings show an overall higher crime distri-
bution along main roads compared to side roads, with the ratios changing throughout the
day. These works show that there is a strong relationship between the built environment
and location of crime. However, the findings above also point to the fact that there is a
third and important dimension to the problem: people’s dynamics. The very same built
environment is appropriated and used by different people for different purposes and
in different ways throughout the day. People dynamics thus need to be quantitatively
explored in relation to crime too.

When it comes to analysing crime in relation to people, social and criminological
research often uses census data. For instance, Tan and Haining [23] use spatial data
of crime and census data to explore the impact of crime on population health for the
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city of Sheffield, UK. Song and Daqian [22] explored relationships between spatial pat-
terns of property crime and socio-economic variables of a neighbourhood. Christens
and Speer [6] use census data to explore the relationship between crime and popula-
tion density, following Jacob’s hypothesis that high population density would predict
reduced violent crime; they found the hypothesis to be true for densely populated urban
areas, but failed in suburban areas where population is less dense.

While shedding light into some important relationships between crime and demo-
graphics, census data is limited, in that it only offers a static image of the city (i.e.,
where people reside), without disclosing where people actually spend time throughout
the day. Furthermore, census data is only collected every few years, so the information
it provides may become quickly stale, especially for areas undergoing massive urban-
ization processes. According to Jacobs and Newman, it is these people dynamics that
have great impact on the crime activities of a place which change steadily over time and
space, so that we cannot use census data to analyse them.

People dynamics have started to be inferred from geo-located social networks, and
used for different purposes. For instance, Prasetyo et. al. [17] use Twitter and Foursquare
data to analyse the impact of major natural disasters on people; they do so for haze
events in Singapore, and discuss how their approach can help both the private and pub-
lic sector to better prepare themselves to similar future events. Wakamiya et. al. [26] use
geo-located Twitter data to examine crowd interactions, from which social neighbour-
hood boundaries are defined, thus expanding upon the traditional concept of spatial,
administratively-defined neighbourhoods. Discussing crime, Wang et. al. [28] use sen-
timent analysis to relate the content of Twitter messages to hit-and-run crime activity
and demonstrate a high usability for crime prediction. Social media is a rich data source
from which to derive information about people dynamics; however, it is also unrepre-
sentative of the whole urban population, because of high bias in its adoption [2]. An
alternative data source that can be used to mine people dynamics in urban areas, and
that is subject to significantly lower bias than social media, is telecommunication data.

Telecommunication data has been recently used to understand the relationship be-
tween cities (and even whole countries) and socio-economic deprivation, both in the de-
veloped world [7] and in developing countries [20]. In relation to crime, recent work [1]
uses a similar mobile phone data set as used in this paper in combination with census
data to predict crime activity for urban areas of London. As results show the impor-
tance of variables extracted from the mobile phone data set predicting almost 70% of
the cases when included, they underline the importance of people diversity in relation
to crime activity in an area as described by Jacobs [12]. Focusing less on the predictive
and more on the descriptive aspect, we believe the same data can be used to understand
other established theories as well, as we will show next.

3 Method

In this section, we describe the method we propose to quantitatively explore previous
architectural theories of urban crime. We start with a brief description of our datasets;
we then present the pre-processing steps these datasets underwent, and finally elaborate
on the metrics we extracted from them as proxies for urban crime theories.
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Table 1. Record sample of mobile phone data, showing the number of people per area, per hour

Date Time Grid ID Total Home Work Visit Male Female 0–20 21–30 31–40 41–50 51–60 60+

10/12/2012 9:00:00 1122... 430 110 290 30 240 190 0 80 90 120 100 40
10/12/2012 10:00:00 2412... 910 210 160 540 520 390 0 180 180 260 170 120
10/12/2012 11:00:00 1092... 900 570 250 80 520 380 10 160 190 250 210 80
10/12/2012 12:00:00 2124... 690 80 120 490 410 280 10 120 150 190 140 80

Table 2. Record sample of open crime data, showing crime incidents, geo location and crime type

Crime ID Month Reported by Lon Lat Location LSOA Code Crime Type

df0c4... 2012-12 Met Police -0.219 51.568 near Clitterhouse Rd E010... Burglary
0f9a5... 2012-12 Met Police -0.217 51.565 near Caney Mews E010... Burglary
62235... 2012-12 CoL Police -0.221 51.570 near Claremont Way E010... Crim. damage & arson
194ed... 2012-12 CoL Police -0.222 51.563 near Petrol Stn E010... Crim. damage & arson

3.1 Dataset Description

The method we propose requires access to two types of datasets: one providing infor-
mation about people dynamics, and with information about crimes. For the purpose of
this study, we chose datasets that cover the city of Greater London, UK. We did so as
London represents a large and complex metropolitan city, composed of many differ-
ent neighbourhoods, each with its own distinguishing characteristics in terms of built
environment, demographics, and people dynamics. It thus represents a case where qual-
itative approaches to investigate urban crime theories would not scale, both because of
the geographic span of the areas to study, and because of the time frequency with which
one may wish to repeat these studies (e.g., to observe changes in relation to ongoing
immigration processes [21]).

People dynamics. We use anonymised and aggregated data collected and made avail-
able by a mobile telecommunication provider in context of a data mining challenge with
a 25% penetration in the UK. The dataset contains 12,150,116 footfall count entries for
the Metropolitan Area of London for the course of 3 weeks in December 2012/January
2013. The geographic area is divided by the data provider itself into 23,164 grid cells
of varying size: for the more densely populated areas within inner London, a grid size
is about by 210 × 210 meters, while for the less densely areas of Greater London, the
grid size increases to about 425 × 425 meters. For each cell, footfall counts are given
on a per hour basis over the three week period, further broken down by gender (number
of males/females), by type (number of residents, workers, visitors) and by age group.
Table 1 shows a sample of our mobile phone dataset.

Crime data. We use open crime data records1, which, for the area of Greater London,
are made available by two authorities: the Metropolitan Police and the City of London
Police. These records provide information about the reporting police district, the exact
location (longitude and latitude) of the crime, the name and area code of the crime,
and the crime type (which the UK police differentiates into 10 categories: i.e. burglary,
drugs, robbery, shoplifting, etc.). Unfortunately, no timestamp is given of when the
crime took place/was reported, and the only temporal information we have is the month

1 Open–source crime data: http://data.police.uk. June, 2014

http://data.police.uk
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during which it took place. We thus collected crime data for the months of December
2012 and January 2013 (to temporally match our mobile phone data), and retrieved
83,526 recorded crimes in total. Table 2 shows a sample of our crime data set.

3.2 Data Pre-Processing

We first cleansed the telecommunication data, so to remove inconsistent entries (i.e.,
footfall count per area different from the sum of footfall counts broken down by gender,
type or age). We further pruned grid cells that fell outside the Greater London area. This
caused 1.8% of the raw telecommunication data to be removed.

In order to correlate people dynamics and crime data within an urban environment
over time, we then needed to define a common spatio-temporal unit of analysis for
both datasets. In terms of spatial unit of analysis, we operated at the level of grid cells
defined by the telecomm operator. As mentioned before, these are rather fine-grained
cells, varying from 210 × 210 meters for inner London, to 425 × 425 meters for outer
London. As crime data is recorded in terms of latitude/longitude coordinates, the spatial
association of crime data to grid cells was straightforward. For each grid cell, we can
thus count the total number of crimes that took place there; we also break down such
counter by crime type, distinguishing street crime, covering crime most likely happen-
ing on the streets (e.g., antisocial behavior, drugs, robbery and violent crime – a total of
47,238 entries), and home crime, including crime types happening most likely indoors
(e.g., on burglary, criminal damage and arson, other theft and shoplifting – a total of
36,288 entries). In terms of temporal unit of analysis, we needed to align telecomm
data, captured at hour-level unit of analysis, with crime data, captured at month-level
unit of analysis. To do so, we computed average footfall counts per area per month; to
reduce variance, we aggregated separately day-time hour slots (8AM-8PM) and night-
time hour slots (8PM-8AM), as well as weekdays vs. weekends. For each grid area, we
thus ended up with four footfall count averages. As subsequent correlation analysis re-
sults did not show significant differences across these four aggregation values, we will
report results for the weekday/daytime case only. Having cleansed the data and defined
a common spatial and temporal unit for analysis, we are now able to define the metrics
we will use in our quantitative analysis.

3.3 Hypotheses and Metrics

Crime Count and Crime Activity. To begin with, we need to quantify crime per spatio-
temporal unit of analysis. For each area i, we consider two complimentary metrics:
crime count CC(i), and crime activity CA(i). The former simply counts the number
of crimes that have taken place in area i; since most of the areas under study have
comparable size, we may consider CC(i) as a way of measuring crime normalized by
area size. Areas have similar sizes, but not similar population density. To investigate
possible differences caused by population density, we use CA(i) to quantify crime
normalized by population density instead; we can consider this metric as an indicator
of the probability of being victim of a crime. We can compute crime activity CA(i)
by dividing the number of crimes in an area CC(i) by the estimated population P (i)
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(a) crime count (b) crime activity

Fig. 1. Choropleth maps showing crime count CC (left) and crime activity CA (right) all over
Greater London for Dec 2012-2013, where the darker the shade of blue, the higher the crime rate
in that area

present in area i. The number of crimes per area CC(i) is ready available in our pre-
processed crime dataset; as for the number of people present in the area, we considered
all people present in area i in the 3 weeks covered by our phone call dataset. Since the
crime dataset and telecommunication dataset covered different timespans (8 weeks for
the former, 3 weeks for the latter), we multiplied by 3/8 so to have the average number
of crimes per person in one week:

CA(i) = 3/8 · CC(i)

P (i)

Figure 1 shows the spatial distribution of crime count and crime activity over Greater
London (the darker the shade of blue, the higher the CC(i) and CA(i) values). As
shown, crime count CC(i) is found to be higher in the centre of London, with some
other hotspots spread out all over the city (Figure 1a), whereas crime activity CA(i)
(that is, crime count normalised by people present in that area) is much higher out-
side inner London (Figure 1b). Having defined a metric that captures crime per spatio-
temporal unit of analysis, we next define metrics that act as proxies for urban crime
theories linking people dynamics with crime count and crime activity. We have a total
of six metrics and associated hypotheses (H1 to H6).

H1 - Diversity of People. According to Jacobs, diversity of functions in an area sup-
ports the area’s safety, as it attracts a greater diversity of people at different times that
collectively act as ‘eyes on the street’. Jacobs points out in her examples the importance
of age diversity. Newman, on the contrary, suggests that high diversity of people in an
area provides opportunities for crime to happen through anonymity. However, the two
theories do not describe the term ‘diversity’ in further detail. From our telecommunica-
tion dataset, we are able to extract one metric of diversity, relative to age. For each area
under exam, we have a footfall count breakdown relative to age in terms of these age
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groups: 0–20, 21–30, 31–40, 41–50, 51–60, 60+. We thus computed age diversityDa

as the Shannon-Wiener diversity index2 over these counts. When correlating this metric
with crime, according to Jacobs we would expect areas with higher age diversity to be
safer than others, while following Newman’s theory we would expect the opposite.

H2 - Ratio of Visitors. According to our reviewed theories, there are opposite opin-
ions about the contribution towards crime of a high ratio of visitors for an area. Jacobs
points out their importance for ‘eyes on the streets’, while Newman suggests that a high
ratio of visitors actually brings crime to an area as a result of anonymity. To explore
these apparently contrasting theories, we quantify the ratio of visitors Rv (relative to
total footfall count) per area, and will then correlate these values with crime metrics.
Following Jacobs, we would expect to have less crime where there are more visitors,
whereas following Newman we would expect the opposite.

H3 - Ratio of Residents. A high number of residents in an area is strongly supported
by Newman’s territorial approach of ‘defensible space’ to reduce crime. Jacobs men-
tions residents as a less important factor for the ‘natural surveillance’ theory compared
to shopkeepers, as residents provide less attention for street level activities. To validate
Newman’s theory, we compute the ratio of residents Rr compared to the overall popu-
lation, and correlate them with crime metrics. According to Newman, we would expect
a high ratio of residents in an area to correlate with less crime.

H4 - Ratio of Workers. Jacobs suggests that a high variety of functions in an area sup-
ports urban safety, pointing out the importance of shops in an area, as shop keepers
and people who work in an area provide ‘natural surveillance’. We will validate the
statement by computing the ratio of workers Rw compared to the area’s overall popula-
tion for each area, and compute correlations with crime metrics. According to Jacobs’
theory, we would expect to have less crime in areas with a higher ratio of workers.

H5 - Ratio of Female Population. Felson and Clarke suggest that a high ratio of women
on the street is a positive sign towards urban safety, as they act as ‘crime detractors’.
To validate this, we will compute the ratio of female population Rf compared to the
overall population for each area, and correlate the values with crime metrics. We would
expect a lower crime activity in areas with a higher ratio of females according to the
theory.

H6 - Ratio of Young People. According to Felson and Clarke, a higher ratio of young
people leads to more criminal incidents in an area, as they show a higher aggression
potential compared to elder people. We defined our young population group as those
falling in the 0–20 and 21–30 age groups in our telecommunication dataset. We then
compute the ratio of young (Ry) population relative to the area’s overall population,
and correlate it with the crime activity. In this case, the hypothesis is that areas with a
higher ratio of young people also have higher crime rates.

2 The Shannon diversity index is a measure that reflects how many different entries there are in
a data set and the value is maximized when all entries are equally high [19].
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(a) age diversity (b) ratio visitors (c) ratio residents

(d) ratio workers (e) ratio female (f) ratio young

Fig. 2. Choropleth maps of our six metrics, where the darker the shade of blue, the higher the
value of the metric

Summary of Metrics. Figure 2 illustrates the distributions of our six metrics across
Greater London as choropleth maps. We observe that population’s age diversity (Fig-
ure 2(a)) is generally low for Inner London, while it increases towards the edges. A
high ratio of visitors is found in the centre of London (Figure 2(b)), which offers most
points of interest as attractions and retail, and in some parts of the edges towards the
north and the east. Ratios of residents (Figure 2(c)) and workers (Figure 2(d)) show a
clear opposite picture between them: while workers concentrate in the central business
districts, residents are found to be more widespread in less central boroughs. In Fig-
ure 2(e) we observe generally a higher female population ratio for the south of London,
compared to the north. Finally, Figure 2(f) shows a higher concentration of young pop-
ulation in the centre of London spreading out towards the east, which is known to be
popular among young people.

3.4 Correlation Analysis

Having defined metrics for crime count, crime activity and the six proxies relating to
selected urban crime theories, the next step is to correlate these metrics. The major chal-
lenge of our approach was to manage the spatial autocorrelation present in our datasets.
Spatial autocorrelation is rather common when studying spatial processes, whereby ob-
servations captured at close geographic proximity appear to be correlated with each
other, either positively or negatively, more than observations of the same properties
at further distance [14]. This is the direct quantitative demonstration of Tobler’s First
Law of Geography, which states that everything is related to everything else, but near
things are more related than distant things [25]. Spatial autocorrelation violates the
assumption that observations are independent; as such, common correlation analysis
techniques that use Pearson, Spearman or Kendall coefficients to explore relationships
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Table 3. Tjostheim Correlations r between crime metrics (crime count and crime activity) and
individual variables; shown in bold are statistically significant results with p-value < 0.01

crime count CC(i) crime activity CA(i)
Hypothesis Variable Total Crime Street Crime Home Crime Total Crime Street Crime Home Crime
H1: diversity of people Da -0.27 -0.26 -0.23 -0.12 -0.14 -0.10
H2: ratio of visitors Rv -0.20 -0.20 -0.17 -0.28 -0.26 -0.23
H3: ratio of residents Rr 0.17 0.19 0.14 0.27 0.26 0.21
H4: ratio of workers Rw 0.09 0.07 0.09 0.02 0.02 0.03
H5: ratio of females Rf -0.02 -0.02 -0.01 0.16 0.14 0.16
H6: ration of young Ry 0.31 0.31 0.25 0.13 0.17 0.10

between variables cannot be applied. To address this issue, we will use the Tjostheim
correlation index instead [24,11]; this index can be seen as an extension to Spearman
and Kendall coefficients, so to explicitly account for spatial properties in our data. All
results presented in the next section are thus to be interpreted as correlations rt com-
puted between crime count CC(i), crime activity CA(i) and the six metrics H1−H6,
using the Tjostheim correlation index.

4 Results

4.1 Correlation Results for Greater London

Table 3 presents the Tjostheim correlation coefficients between our two crime metrics
(CC(i) and CA(i)) and each variable introduced in the previous section. Note that the
same correlation signs were found both when using crime count and crime activity,
with only relatively small changes in actual correlation values. We interpret this as
an indication of the robustness of our proposed metrics. The findings discussed below
apply to both crime metrics used.

H1: Diversity of People. We find significant negative correlations between diversity of
age and crime, both for total crime (rt = −0.27 for CC and rt = −0.12 for CA) and
for street crime (rt = −0.26 for CC and rt = −0.14 for CA); for home crime, we
found significant results only for the correlations with CC (rt = −0.23) whereas for
CA the p-value was found to be greater than 0.01 so the result is not statistically sig-
nificant. These findings seem to support Jacob’s theory of ‘natural surveillance’, where
she linked different age groups in the same area to a variety of activities taking place in
the same space, and this was further associated to less crime.

H2: Ratio of Visitors. We found a significant negative correlation between the ratios of
visitors (Rv) of an area and crime. For total crime, we found rt = −0.20 for CC and
rt = −0.28 for CA; for street crime, rt = −0.20 and rt = −0.26 respectively; and for
home crime rt = −0.17 and rt = −0.23 (second row of Table 3). In all three cases,
a higher ratio of visitors is linked to lower crime. These findings again support Jacobs’
theory of ‘eyes on the street’, with consequent increase in the levels of safety of an area
where visitors concentrate.
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H3: Ratio of Residents. If we now focus on residents, we found a positive correlation
between the ratio of residential population (Rr) in an area and crime. Newman’s theory
of ‘defensible space’ suggests that an increased ratio of residents is linked to urban
safety, by clearly separating spaces for visitors from spaces for residents. However, our
findings do not seem to support this. In fact, results show that a high ratio of residents
is statistically correlated with crime (from a minimum of rt = 0.14 for home crime
correlated with crime count CC, to a maximum of rt = 0.26 for street crime and crime
activity CA (third row of Table 3).

H4: Ratio of Workers. Contrary to Newman, Jacobs suggests that residents are less in-
volved with natural surveillance compared to, for example, shopkeepers, as they provide
less attention to what is taking place around. Jacobs suggests to look at the relationship
between the ratio of working people (Rw) in an area and crime instead. In particular,
she posits that a high number of functions, especially shops, leads to increased safety
as they attract people and support ‘natural surveillance’. Unfortunately, our results do
not help shed light into this controversy, as they are not statistically significant (fourth
row of Table 3).

H5: Ratio of Female Population. A surprising result is found in the positive correlation
between the female population (Rf ) and crime activity CA in an area (rt = 0.16 for
total crime, rt = 0.14 for street crime and rt = 0.16 for home crime – fifth row of
Table 3), though correlations with crime count CC were found not significant . This
result shows the opposite of Felson and Clark’s theory, suggesting that a higher ratio
of female population in London is actually statistically correlated to a higher crime
activity in an area. However, we should note a limitation of our metric in this case: in
fact, Rf represents the overall ratio of female population for an area (residents, workers,
or visiting), and not only the ratio of female population on the streets, so this result could
have been affected by a relatively poor metric.

H6: Ratio of Younger Population. Finally, we have computed the ratio of young people
(Ry) per area and we have correlated it with crime. Findings show a positive correlation
between the younger population and crime (from a minimum of rt = 0.10 for home
crime and crime activity CA, to a maximum of rt = 0.31 for total/street crime and
crime count CC – last row of Table 3). This result would support Felson and Clarke’s
theory that a higher proportion of young population ratio is associated with more crime
in an area.

4.2 Zooming in at Borough Level

We have shown how one may use our proposed methodology to quantitatively study
the validity of certain urban crime theories at scale. However, one may wonder whether
the chosen scale (that is, the whole metropolitan area of London) is appropriate for
this type of investigations. As mentioned before, London is a very large and complex
city, composed of many different neighbourhoods. Choosing the whole of London as a
single context to study urban theories may thus hide the fact that, in practice, different
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Table 4. Summary statistics of the Tjostheim correlations between total crime count CC and
each individual variable on the 32 London boroughs. Stars indicate the percentage of Tjostheim
correlations that are statistically significant in each quartile (p-values < 0.01): 0% ‘ ’ 25% ‘*’
50% ‘**’ 75% ‘***’ 100%

Variable Min 1st Qu. Median 3rd Qu. Max
Da -0.51 ** -0.27 *** -0.20 ** -0.12 0.23
Rv -0.53 ** -0.30 *** -0.20 *** 0.00 * 0.18
Rr -0.16 ** -0.04 *** 0.17 *** 0.31 ** 0.60
Rw -0.28 *** -0.02 ** 0.09 * 0.17 * 0.44
Rf -0.28 * -0.08 *** 0.03 * 0.17 * 0.47
Ry -0.18 0.18 0.24 *** 0.40 ** 0.54

Table 5. Summary statistics of the Tjostheim correlations between total crime activity CA and
each individual variable on the 32 London boroughs. Stars indicate the percentage of Tjostheim
correlations that are statistically significant in each quartile (p-values < 0.01): 0% ‘ ’ 25% ‘*’
50% ‘**’ 75% ‘***’ 100%

Variable Min 1st Qu. Median 3rd Qu. Max
Da -0.41 *** -0.19 *** -0.11 0.01 * 0.45
Rv -0.57 *** -0.34 ** -0.27 *** -0.18 ** -0.03
Rr -0.04 *** 0.20 ** 0.26 *** 0.34 ** 0.61
Rw -0.32 *** -0.08 0.02 * 0.11 ** 0.39
Rf -0.18 0.02 * 0.15 *** 0.25 ** 0.47
Ry -0.41 * 0.01 0.08 ** 0.22 ** 0.45

theories and correlations may hold in different London neighbourhoods. Indeed, the-
ories by Jacobs and Newman had been previously investigated only at neighbourhood
level, never at such a big geographic scale.

As our proposed methodology is not prescribed to a size of geographic area, we have
repeated our analysis, this time separately considering the 32 administrative boroughs
in which London is divided. We assigned grid cells to boroughs boundaries accord-
ing to their centroids. Table 4 shows summary statistics of the correlations between
crime count CC and each variable previously defined, as they vary across boroughs;
Table 5 shows results obtained when using crime activity CA instead. By looking at
these new results, and by comparing them with those in Table 3, we note that all the
individual variables that were (positively or negatively) correlated to crime activity in
the whole city of London, now show considerably higher (in positive or in negative)
correlations in at least half of the 32 London boroughs. This indeed suggests that this
smaller unit of analysis can be more appropriate to investigate the validity of urban
crime theories. For those metrics for which we did not find significant statistical results
when considering the whole of London, we now find significance in certain areas. For
instance, our findings reveal that a quarter of London boroughs have a significant neg-
ative correlation between the ratio of working population (Rw), and both crime count
CC (−0.28 > rw > −0.02) and crime activity CA (−0.32 > rw > −0.08), whereas
for Greater London correlations of the same variable were found not to be significant
(CA: rw = 0.02, CC: rw = 0.09). Interestingly, the results at borough level also show
that, for another quarter of London boroughs, Rw is actually significantly and posi-
tively correlated with crime activity CA (0.11 > rw > 0.39) and crime count CC
(0.17 > rw > 0.44) instead. These findings suggest that different, possibly conflicting
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theories may hold in different parts of the same metropolitan city; using our method, it
is possible to investigate whether a theory holds at the full city scale or not. If not, the
method also helps social science researchers identify the sub-areas that require further
qualitative investigation.

5 Discussion, Limitations and Future Work

Summary. In this paper, we have presented a method to investigate architectural theories
of urban crime and people dynamics in a quantitative way. The method requires access
to two sources of information: crime data records and records about people presence
in the built environment. From the former, we extracted two metrics of crime, crime
count CC(i) and crime activity CA(i). From the latter, we extracted metrics that act as
proxies for urban crime theories. Using correlation analysis, we have shown it is now
possible to quantitatively investigate urban crime theories at large geographic scale and
frequent intervals, at almost no cost.

Supported by the ongoing open data movement, an increasing amount of crime data
for cities in different parts of the world is freely available and can be used for our pur-
poses. Telecommunication data on the other hand is more difficult to access, but a vari-
ety of data mining challenges, such as the Data for Development challenge3 and the Big
Data Challenge,4 show a clear trend of mobile phone providers towards making their
data available to the public. This development suggests that the proposed methodology
will become increasingly applicable in the next years.

Implications. The method we have proposed has both practical and theoretical impli-
cations. From a practical standpoint, tools can be built on top of it, to the benefit of
different stakeholders, as citizens, administrators and city planners. To illustrate what
such a tool would look like, we built an Ordinary Least Square (OLS) regression model
for each of the 33 boroughs in Greater London separately, as well as for the whole of
London. For each such regression model, we analysed the adjusted R2 value, to under-
stand the extent to which the built model was capable of ‘explaining’ crime variance.
We found that, for a model that considers Greater London as a whole, the adjusted R2

value is 0.12. However, when we build such model per borough, we are capable of
reaching an adjusted R2 between 0.20 and 0.30 for a quarter of the boroughs. We be-
lieve these results are quite promising, considering that we used a rather simple linear
model, with just ‘people dynamics’ variables, as listed previously. A complete model
of crime should also include other metrics, for instance, from census data for socio-
economic factors, and from the built environment for the city’s physical properties.
Here we show that, even by just looking at metrics of people dynamics obtained from
mobile phone data, we can gain a good insight into urban crime and we can explain up
to 30% of its variance in the selected boroughs.

3 D4D – Data for Development, by Orange: http://www.d4d.orange.com/en/home.
June, 2014

4 Big Data Challenge, by Telecom Italia: http://www.telecomitalia.com/tit/en/
bigdatachallenge.html. June, 2014

http://www.d4d.orange.com/en/home
http://www.telecomitalia.com/tit/en/bigdatachallenge.html
http://www.telecomitalia.com/tit/en/bigdatachallenge.html
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From a theoretical standpoint, the method offers social science researchers a new way
to investigate past crime theories, as well as develop new ones. We have shown how to
use the method to explore past theories for the city of London. The same method could
be used for a multitude of cities around the world, so to advance knowledge in terms of
the contexts within which past theories hold. The method can also be re-applied over
time, on newly available data streams, to detect possible changes that call for social
scientists to refine past theories or develop new ones. Even when looking at the single
city of London in a single period, we have shown that some theories do not hold across
all boroughs, thus calling for deeper qualitative investigations in selected areas. We
foresee the proposed quantitative method to be used in conjunction with qualitative
methods, during alternate phases of theory development and evaluation.

Limitations. Our work suffers from a number of limitations. First, the temporal unit of
analysis used in the two datasets at hand was different (i.e., crime data was recorded
on a monthly basis, while foot-counts were recorded on a hourly basis). This required
a data-processing step that forces us to operate at the coarser level of granularity. This
inevitably kept interesting questions unanswered. As previous studies suggest, different
crime types follow different spatial and temporal patterns [10]; had we had access to
crime timestamps, we would have been able to explore the relationship between people
dynamics and crime in a more fine grained manner. Furthermore, our findings are based
on mobile phone data collected by a single mobile phone provider. Being one of the
major mobile phone providers in the UK with almost 25% market share in 2013, our
dataset covers a high number and variety of people, but leaves a grey space for people
using other providers or PayAsYouGo options that are excluded from the data. For those
people covered from our dataset it stays unclear how the provider categorized them as
resident, worker or visitor which could provide a more detailed insight. By including
additional datasources, as for instance urban topology data, the ratio of workers could
be discussed in more detail. Note that these limitations pertain the datasets used, and
not the method proposed. As such, while actual results on the validity of the reviewed
urban crime theories for the case study of Greater London would have to be revisited
should more accurate and complete datasets become available, we believe the validity
of the method withstands.

Future Work. Our future work spans two main directions: on one hand, we aim to ex-
pand the model, so to incorporate properties of people dynamics, the built environment,
and census within a single framework. In so doing, we expect not only to predict crime
activity with greater accuracy, but also to understand the dependencies between all such
variables in relation to crime. On the other hand, we aim to apply the model to data from
multiple cities in the world. In the last year, telecommunication data has been released
both for cities in Europe (e.g., Milan) and in Africa (e.g., Dakar); we wish to apply the
method presented in this paper in these very different settings, so to understand in what
contexts certain theories hold, thus advancing knowledge in the area of urban crime.
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Abstract. Online paedophile activity in social media has become a major con-
cern in society as Internet access is easily available to a broader younger popu-
lation. One common form of online child exploitation is child grooming, where
adults and minors exchange sexual text and media via social media platforms.
Such behaviour involves a number of stages performed by a predator (adult) with
the final goal of approaching a victim (minor) in person. This paper presents a
study of such online grooming stages from a machine learning perspective. We
propose to characterise such stages by a series of features covering sentiment
polarity, content, and psycho-linguistic and discourse patterns. Our experiments
with online chatroom conversations show good results in automatically classi-
fying chatlines into various grooming stages. Such a deeper understanding and
tracking of predatory behaviour is vital for building robust systems for detecting
grooming conversations and potential predators on social media.

Keywords: children protection, online grooming, behavioural patterns.

1 Introduction

The online exposure of children to paedophiles is one of the fastest growing issues on
social media. As of March 2014, the National Society for the Prevention of Cruelty to
Children (NSPCC), reported that i) 12% of 11-16 year olds in the UK have received
unwanted sexual messages; and ii) 8% of 11-16 year olds in the UK have received
requests to send or respond to a sexual message [16]. The detection of children cyber-
sexual-offenders is therefore a critical issue which needs to be addressed.

Children in their teens have started to use social media as their main means of com-
munication [21]. Moreover a recent study of cognition, adolescents and mobile phones
(SCAMP) has revealed that 70% of 11-12 year olds in the UK now own a mobile phone
rising to 90% by age 14 [28]. While social media outlets (e.g., chat-rooms, images
and video sharing sites, microblogs) serve as contact points for paedophile (predators)
to potentially exploit children (victims), the automatic detection of children abuse on
the Web is still an open question. A common attack from paedophiles is the so-called
online child grooming, where adults engage with minors via social media outlets to
eventually exchange sexually explicit content. Such grooming consists of building a
trust-relationship with a minor, which finally leads into convincing a child to meet them
in person [20].

Previous research on detecting cyberpaedophilia online, including the efforts of the
first international sexual predator identification competition (PAN’12)[11], has focused
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on the automatic identification of predators in chat-room logs. However little has been
done on understanding predators behaviour patterns at the various stages of online child
grooming, which include Deceptive Trust Development, Grooming, and Seeking for
Physical Approach (Section 2). Characterising such stages is a critical issue since most
of the sexually abused children have been driven to voluntarily agree to physically ap-
proach the predator [36]. This suggests that understanding the different strategies a
predator uses to manipulate children behaviour could help in educating children on
how to react when expose to such situations.

Moreover the early detection of such stages could facilitate the detection of mali-
cious conversations on the Web. We believe that a deeper characterisation of predator
behaviour patterns in such stages could aid in the development of more robust surveil-
lance systems which could potentially reduce the number of abused children. This pa-
per advances the state of the art on predator detection by proposing a more fine-grained
characterisation of predators’ behaviour in each of the online child grooming stages
[22]. The main contributions of this paper can be summarised as follows:

(1) We propose an approach to automatically identify grooming stages in an online
conversation based on multiple features: i) lexical; ii) syntactical; iii) sentiment;
iv) content; v) psycho-linguistic; and vi) discourse patterns.

(2) We generate classification models for each stage, using single and multiple features.
Our findings demonstrate that the use of Label discourse pattern features alone can
achieve on average a gain in precision (P) of 4.63% over lexical features. While the
use of combined features in classifiers consistently boost performance in P with a
gain of 7.6% in all grooming stages.

(3) We present a feature analysis to identify the most discriminative features that char-
acterise each online grooming stage.

The rest of the paper is organised as follows: Section 2 introduces Olson’s theory
of luring communication which characterises predator’s child grooming stages. Sec-
tion 3 presents related work regarding detection of online predator-victim conversa-
tions as well as previous work in online child grooming. Section 4 presents the set of
features selected to characterised the language used by predators. Section 5 introduces
our methodology for characterising and identifying grooming stages. Results and dis-
cussion are presented in sections 6 and 7. Conclusions are presented in Section 8.

2 Online Child Grooming Stages

Child grooming is a premeditated behaviour intending to secure the trust of a minor as
a first step towards future engagement in sexual conduct [20]. One of the psycholog-
ical theories which explains the different child grooming stages in the physical world
is Olson’s theory of luring communication (LCT) [22]. Previous research has shown
that such grooming stages resemble those used by predators in online child grooming
[15][9]. According to LCT, once a predator has gained access to a child, the first stage
is the Deceptive Trust Development which consists of building a trust relationship with
the minor. In this first stage a predator exchanges personal information including age,
likes, dislikes, former romances, etc. This stage allows the predator to build a common
ground with the victim. In this way the predator gets information regarding the victim’s
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support system. Once a trust relationship is established, the predator proceeds to the
Grooming stage. In this stage the predator triggers the victim’s sexual curiosity. This
stage involves the use of sexual terms. In such a stage a predator is able to communica-
tively groom and entrap a child into online sexual conduct. Once the victim has been
engaged in this stage, the so-called cycle of entrapment begins. In this cycle, the victim
begins to entrust the predator. As the grooming process intensifies, the victim becomes
isolated from friends and family, which promotes the predator-victim trust relationship.

In the final stage, the predator seeks to Physically Approach the minor. In this stage
the predator requests information regarding, for example, the minor’s and parent’s sched-
ules, and the minor’s location. Table 1 presents extracts from the logs dataset provided
by the Perverted Justice (PJ) foundation [14]. Here we can see how the different stages
are represented in different sentences of the conversation. For example the sentence
“I’m sorry your parents are at home all the time” indicates an intention of the predator
to seek physical approach.

In the following section we present an overview of the different existing works tar-
geting the detection of online predator-victim conversations as well as online child
grooming.

Table 1. Conversation lines extracted from PJ conversations characterising the LCT child groom-
ing stages

STAGE PREDATOR VICTIM

Deceptive Trust Development where are you from? Whats your asl?
Grooming So do u masturbate? not really that

borin
Seek Physical Approach Im sorry your parents home all the time no

3 Related Work

Online groooming detection has been widely researched in the past from both social
[7] [32] and psychological perspectives [23][18] [35]. More recently the problem of
predicting child-sex related solicitation conversations has started to be researched by
applying data mining techniques. Simple text mining approaches have been applied to
analyse paedophile activity in chat-rooms [24] [14] [15]. One of the major data sources
for the automatic detection of paedophiles is the chat logs dataset provided by the Per-
verted Justice (PJ) foundation. In this foundation, adults volunteer to enter to chat rooms
acting like minors. When a conversation involves sexual solicitation, the volunteers
share the chat log with the foundation and authorities to prosecute the offenders. Those
conversations that result in a predator’s conviction are made available at this website.1

Research involving the use of the PJ dataset for the detection of predators in chat-rooms
includes the work of Pendar [24]. In his work he splits conversations into those of preda-
tors and those of pseudo-victims. He characterises this dataset by applying supervised
(SVM) and non-parametric (kNN) classification models based on n-grams.

1 Perverted Justice, http://www.perverted-justice.com

http://www.perverted-justice.com
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Kontostathis et al. [14] generate a tool which enables human annotators to tag con-
versation lines with child grooming stages. They consider the following four categories
from Olson’s theory of luring communication (LCT) [22]: Deceptive Trust Develop-
ment, Grooming, Isolation, and Approach. Later on in [15] they apply a phrase-matching
and rules-based approach to classify a sentence in a conversation as being related to
grooming stages or not. Their results show that they can characterise non-grooming
sentences with an accuracy of 75.13%. However, their work did not focus on finding
out how accurately they can classify phrases to specific grooming stages.

Another study which focuses on child grooming stages is the one by Michalopou-
los et al. [17]. They use a bag of words approach to characterise the stages proposed
by [15], however, their goal is to detect a grooming attack rather than to characterise
the particular stages within the grooming process. Their results are promising in the
use of such stages as a discriminator of predator/non-predator behaviour in chat-room
conversations. In [6], Escalante et al. propose a chain-based approach where the predic-
tion of local classifiers are used as input to subsequent local classifiers with the aim of
generating a predator-detection system. In their work, they use three classifiers which
are applied in different segments of the conversations. Such classifiers are hypothesised
to correspond to grooming stages. Based on such neural-network-based classifiers they
generate a final classifier which characterises conversations as being from a predator or
otherwise.

In [2], Bogdanova et al., approach the problem of discriminating cyber-sex conver-
sations from child grooming conversations by characterising them using n-grams and
high-level features. Such features include emotion, neurotism, and those proposed by
Michalopoulos et al. [17]. In their task, emotion features appeared to be particularly
helpful.

Our work differs from previous approaches in that, rather than characterising the
predator-victim roles, we focus on characterising predators’ behaviour in each of the
child grooming stages. The study of grooming stages have been previously addressed
by Gupta et al. [9]. They present an empirical analysis of chat-room conversations fo-
cusing on the six stages of online grooming introduced by O’Connell [19]. Their find-
ings suggest that the relation-forming stage is more prominent than the sexual stage.
However, while their study focuses on analysing online grooming stages, they do not
provide an automatic classification of conversation lines into such stages. To provide
such classification, our work introduces a novel set of features which pay particular
attention on characterising the pyscho-linguistic and discourse patterns of the preda-
tor conversations. The complete set of features used in this work is presented in the
following section.

4 Feature Engineering

In this work we use a collection of features which aim to characterise predator conver-
sations in online grooming stages by profiling a predator based on the characterisation
of: 1) bag of words (BoW); 2) syntactical; 3) sentiment polarity; 4) content; 5) psyhco-
linguistic; and 6) discourse patterns.

The complete set of features is summarised in Table 2. As we can see in this table,
the BoW patterns are represented using different sets of n-grams. To characterise the
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Table 2. Description of features used for characterising patterns in predator conversation lines

Feature Description

Bag of Words (BoW) Patterns

N-grams n-grams (n=1,2,3) BoW extracted from a sentence.

Syntactical Patterns

Part-of-Speech tagging POS tags extracted from a sentence.

Sentiment Patterns

Sentiment Polarity Indicates the average sentiment polarity of the terms contained in a sen-
tence.

Content Patterns

Complexity Indicates the lexical complexity of a sentence. This is computed based
on the cumulative entropy of the terms in a sentence (Section 4.1).

Readability Computed following the Gunning fox index [8].
Length Number of terms contained in a sentence.

Psycho-linghitic Patterns

LIWC dimensions 62 dimensions caracterising psycho-linguistic patterns in English. Each
dimension is composed of a collection of terms (Section 4.2).

Discourse Patterns

Semantic Frames Consists of a collection of over 10K words senses. This collection de-
scribes the lexical use of English in actual texts. A semantic frame can
be understood as a description of a type of event, relation or entity and
the participants in it (Section 4.3).

syntactical patterns we extract the part of speech (POS) tags of each sentence using the
Stanford POS tagger [33]. Sentiment patterns are characterised by computing the sen-
timent polarity of the sentences. Since peadophiles are known to suffer from emotional
instability and psychological problems, [18], we include the use of sentiment polarity
as a feature which could describe those changes in a predator’s discourse. To compute
the sentiment polarity of a sentence we use Sentistrength.2

The features used to characterise content, psycho-linguistic and discourse patterns
are a bit more complex and will therefore be explained in more detail in the following
subsections.

4.1 Content Patterns

To derive content patterns we make use of a set of features which have been successfully
used in the past for modelling engagement in social media [34][29]. These features
include:

2 Sentistrength http://sentistrength.wlv.ac.uk/

http://sentistrength.wlv.ac.uk/
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– Complexity captures the word diversity of a sentence. The complexity C of a sen-
tence s is defined as:

C(s) =
1

|W |

W∑
w=1

fw(log|W | − logfw) (1)

where W is the total number of words in the sentence and fw is the frequency of
the word w in the sentence s.

– Readability gauges how hard a text is to parse by humans. The readability R of a
sentence s is computed based on the Gunning Fox index [8] as follows:

R(s) = 0.4

(
words

sentence
+ 100 ∗

(
complexwords

words

))
(2)

– Length indicates the number of words in a sentence.

4.2 Psycho-Linguistic Patterns

Previous work on authorship profiling [12] has shown that different groups of peo-
ple writing about a particular genre use language differently. Such variations include
the frequency in the use of certain words as well as the use of syntactic construc-
tions. Authorship profiling based on such variations has been successfully used before
for detecting personality features including for example neuroticism, and extraversion
[12][30]. In this work we profile predator changes in the different grooming stages
based on the variation of the use of different psycho-linguistic dimensions. Here we use
the LIWC2007 dataset [26][25], which covers over 60 dimensions of language. These
dimensions include style features like, for example, prepositions (e.g., for, beside), con-
junctions (e.g., however, whereas), and cause (e.g., cuz, hence) as well as other type of
dimensions relevant to psychological patterns like, for example: swearing (e.g., damn,
bloody), affect (e.g.,agree, dislike), sexual(e.g., naked, porn). Each dimension is com-
posed of a dictionary of terms. To compute the psycho-linguistic patterns appearing in
a sentence we made use of the 62 dictionaries provided in LIWC [25]. To provide a
representation of a sentence in these dictionaries, we propose the following approach:

LIWC
Let LIWCk be the vector representation of the k dictionary in LIWC. To calcu-
late how close is a sentence s to this dictionary we compute the cosine similarity
between the word-frequency vector representation of s and the vector LIWCk.
Therefore the representation of a sentence in LIWC, is a vector where each entry k
corresponds to the cosine similarity of the sentence to the corresponding dictionary
LIWCk.

4.3 Discourse Patterns

Previous qualitative analysis [5] of PJ’s predators transcripts revealed the frequent use
of fixated discourse, showing the predator unwillingness to change a topic. Based on
that, we believed that the use of features, which characterise the type of discourse in
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a conversation could be helpful to discriminate each online grooming stage. In this
work we propose to make use of the the FrameNet semantic frames [1], which incor-
porate semantic generalisations of a discourse. A semantic frame is a description of
context in which a word sense is used. These frames consists of over 1000 patterns used
in English. Such patterns include: Intentionally Act, Causality, Grant Permission, and
Emotion Directed.

To obtain the semantic frames of the sentences produced by a predator in a con-
versation we apply SEMAFOR[4]. To understand this feature type consider the se-
mantic frame extracted from the sentence “Your mom will let you stay home?, I’m
happy” in Table 3. In this sentence two semantic frames (Grant Permission, and Emo-
tion Directed) are detected and for each frame different semantic roles and labels can
be extracted.

Table 3. Semantic frames parsed for two predator conversation sentences

Sentence A: Your mom will let you stay home?, I’m happy Sentence B: would you sleep with a guy like that
FRAME SEMANTICROLE LABEL FRAME SEMANTICROLE LABEL

Grant Permission

Target you Capacity Target sleep
Action stay home Theme with a guy like

that
Grantee you Entity you
Grantor your mom
Action stay home

Emotion Directed Target happy People Target a guy
Experiencer I

From each parsed frame we generate three types of frame-semantic derived features.
In this work we propose to use this information by incorporating them as features en-
coded in the following way:

Frame
The frame representation of a sentence is the bag of words (BoW) of frames parsed
from the sentence. The frame feature representation for sentence A is therefore,
{Grant Permission, Emotion Directed}.

Semantic Label
The Semantic Label representation of a sentence is the BoW of Labels extracted
from the Semantic Frames parsed from the sentence. The Semantic Label feature
representation for sentence A is therefore:
{you, stay home, your mom, happy, I}.

FRL
This feature combines Frames, Semantic Roles, and Labels extracted from the Se-
mantic Frames parsed from a sentence. For the cases in which a Label is com-
posed of two or more words we include the merged separated cases. Therefore
the FRL feature representation of sentence A is: {Grant Permission-Action-stay,
-Grant Permission-Action-home, Grant Permission-Grantee-you, ..},where
Grant Permission-Action-stay is composed of the Frame Grant Permission, the Se-
mantic Role Action and the first part of the Label stay home.

In Section 5, we present how the set of features introduced in this section have been
used to characterise and identify online child grooming stages.
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5 Characterising and Identifying Child Grooming Stages

In this work we focus on the automatic identification of the three online grooming stages
described in Section 2: Trust Development, Grooming and Approach. Since changes
on predator’s discourse are stage-dependent, we propose to characterise the language
model used by predators per grooming stage. In this paper, we aim to understand which
are the most discriminative features in each stage. To this end, we follow a binary clas-
sification approach. We trained three different classifiers, one per stage. Each classifier
assigns a stage label to a conversation sentence.

Figure 1 presents a summary of the architecture used in our proposed framework.
The first step consists of extracting predator lines from the PJ chat-log conversations,
described in section 5.1. Each of these lines is then preprocessed as described in subsec-
tion 5.2. Each sentence is then represented into the feature space described in Section
4. To perform feature selection we followed an information gain approach. To build the
classifiers we employed a supervised discriminative model (Support Vector Machine
[3]) for our experiments.

Victim

Predator

PJ Conversations Preprocessing

Removing Stopwords
Stemming

N-gram
Syntactical 

Content
Sentiment Polarity
Psycho-linguistic

Discourse

Translation

Emoticon 
Chat-lingo

Feature Extraction Feature Selection

Info.Gain

Build SVM Classifiers

Trust Development
Grooming
Approach

Fig. 1. Architecture for the characterisation and identification of child grooming stages

The following subsections describe the experimental set up used in this work includ-
ing: i) the description of the selected dataset, Section 5.1, ii) the data preprocessing and
feature extraction phases, Section 5.2 and, iii) the construction of the different classifiers
to identify grooming stages, Section 5.3.

5.1 Dataset

In this work we make use of the dataset introduced by [15]. This dataset is based on chat
conversation transcripts extracted from the PJ website. The provided dataset consists of
50 transcripts corresponding to conversations between convicted predators and volun-
teers who posed as minors. The length of these conversations varies from 83 to over 12K
lines. During the annotation process each line produced by a predator was manually la-
belled by two trained analysts (Media and Comunication students). Only overlapping
annotations were kept as final annotations. These annotations cover four labels: 1) Trust
Development; 2) Grooming; 3) Seek for physical approach (Approach) and; 4) Other.
The first three describing grooming stages presented in Section 2 and the latter describ-
ing the “Other” label for sentences belonging to none of the grooming stages.3 General

3 Criteria provided to the annotators during the labelling process is further explained in [15].



420 A.E. Cano, M. Fernandez, and H. Alani

statistics of the number of sentences labelled for each stage are presented in Table 4.
There were 10,871 sentences labelled as “Other”. However, since we aim to classify the
language model of grooming stages, we need to have a more balanced dataset to reduce
potential bias in our experiments. Therefore we randomly picked a fixed set of 3,304
sentences (highest number of sentences per grooming stages) to represent the “Other”
dataset.

Table 4. Statistics of the datasets used for generating the classifier of each grooming stage ex-
tracted from 50 predator-victim conversations

Dataset

Trust Dev. Grooming Approach Other

Sentences 1,225 3,304 2,700 3,304
After Processing 1,102 3,065 2,531 3,100

5.2 Data Preprocessing and Feature Extraction

One of the challenges of processing chat-room conversations is the appearance of non-
standard English terms. It is common to find ill-formed words as well as chat and teen-
age lingo. To overcome this issue we first generated a list of over 1,000 terms (including
emoticons), which we then translated into standard English. Table 5 presents an extract
of this list.

Table 5. Extract of the over 1K terms translated into standard English

CHAT-ROOM TERM TERM-TRANSLATION EMOTICON EMO-TRANSLATION

ASLP age, sex, location, picture :’-( I’m crying
AWGTHTGTTA are we going to have to go

through this again?
o /\o High Five

BRB be right back @ @ I’m tired, trying to stay awake
CWOT complete waste of time ( ’}{’ ) kiss

This first stage of preprocessing resulted in our base dataset. From the base dataset
we computed syntactical, psycholinguistic, and frame features. Before computing n-
grams, polarity, and content features we performed the following preprocessing: i) stop-
words were removed and ii) remaining words were stemmed using Porter stemmer [27].

5.3 Generation and Assessement of Grooming Stage Classifiers

For each child grooming stage we built supervised stage classifiers using the indepen-
dent feature types (i.e. n-gram, syntactical, polarity, content, psycholinguistic, and se-
mantic frames) and the merged features (All). To generate binary classifiers for each
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stage, the Stage-labelled sentences (i.e., sentences labeled as belonging to Trust Devel-
opment, or Grooming, or Approach stages- Section 5.1) were considered as the ‘pos-
itive’ set, while the sentences labelled as “Other” where considered as the ‘negative’
set.

To assess the classification impact of features in each of the stages, we use as a
baseline the performance of a stage classifier using the unigram bag of words approach
(1-gram). All the experiments reported in this paper where conducted using a 10 fold
cross-validation 5 trial setting [31][13].

6 Results

In this study we report results for the performance of the supervised classifiers generated
for the three online grooming stages. We also perform a feature analysis to identify the
features that better characterise/discriminate the three child grooming stages.

6.1 Performance Analysis

Performance results are presented in Table 6. In all three stages the results obtained
with the unigram baseline feature achieve a 100% recall while providing a precision of
over 70%, and an F measure of over 80%. However although high recall values ensure
good coverage of the stage-detected sentences, in this task we aim to also obtain high
precision values in order to minimise the number of false positives.

When analysing the bigram and trigram features, we observe that in all three stages
the use of n-gram feature representation did not improve upon the baseline in any of the
performance metrics. The same trend follows for the syntactical features, which alone
do not provide good classification performance. Moreover, the classification perfor-
mance on all three stages drops particularly when using sentiment polarity and content
features independently. This is surprising since we expected to find more verbose or
complex patterns used by predators when trying to engage with minors, however this is
not the case.

Figure 2 presents the distributions of such features per online grooming stage using
box plots. Each box plot represents the distribution of positive and negative instances on
the scale of values of a feature. For example in the case of sentiment polarity this scale
goes from -1 (more negative) to 1 (more positive). The dark line within each green or
red boxes represents the median, marking the mid-point of the data. We can see that in
the Trust Development stage, the levels of complexity and length used within this stage
(green box) and other-stage (red box) related conversations are very similar. While such
levels slightly increase during the Grooming and Approach stages (i.e., sentences are
longer and more complex).

Our results also show that sentiment polarity features alone are not good discrim-
inators for characterising the online grooming stages. Based on Figure 2, sentiment
levels are similar between positive and negative instances in the Trust Development and
Grooming stages, while they present a slightly more negative polarity for the Approach
stage.

Moving on to the psycho-linguistic features, we observe that, although such features
alone do not improve upon the baseline, they do provide a more discrimative feature
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Table 6. Presents results for the three stages in oline child grooming. The values highlighted
in bold corresponds to the best results obtained in P, R, and F measure, while the light-shaded
cells indicate the best feature which alone improve P upon the BoW baseline. Significance levels:
p-value < 0.01.

Child Grooming Stages

Trust Development Grooming Approach Average

P R F1 P R F1 P R F1 P R F1

N-gram Features

1− gram 0.746 1.0 0.855 0.782 1.0 0.877 0.774 1.0 0.872 0.767 1.0 0.868
2− gram 0.629 1.0 0.772 0.663 1.0 0.798 0.654 1.0 0.791 0.649 1.0 0.787
3− gram 0.561 1.0 0.719 0.578 1.0 0.733 0.574 1.0 0.73 0.571 1.0 0.727

Syntactic Features
POS 0.653 0.344 0.451 0.584 0.559 0.571 0.628 0.671 0.649 0.621 0.525 0.557

Sentiment Polarity Features

Polarity 0.521 0.548 0.534 0.517 0.546 0.531 0.502 0.416 0.455 0.513 0.503 0.507

Content Features
Readability 0.565 0.315 0.405 0.513 0.293 0.373 0.584 0.595 0.590 0.554 0.401 0.456
Complexity 0.504 0.676 0.578 0.598 0.503 0.546 0.636 0.591 0.613 0.579 0.59 0.579
Length 0.512 0.417 0.460 0.614 0.187 0.287 0.693 0.288 0.407 0.606 0.297 0.385

Psycho-Linguistic Features

LIWC 0.662 0.719 0.689 0.724 0.619 0.668 0.666 0.668 0.667 0.684 0.669 0.675

Discourse Features

Frame 0.752 0.228 0.350 0.753 0.368 0.494 0.769 0.342 0.474 0.758 0.313 0.439
Label 0.778 0.306 0.439 0.850 0.414 0.557 0.813 0.400 0.536 0.814 0.373 0.511
FRL 0.755 0.235 0.358 0.751 0.377 0.502 0.742 0.365 0.490 0.749 0.326 0.45

All Features

All 0.792 0.823 0.807 0.876 0.888 0.882 0.872 0.887 0.879 0.847 0.866 0.856

space than those discussed so far. Based on combined feature selection [10] we ob-
tained the top 5 most discriminative LIWC dictionaries of each stage. These top features
are presented in Table 7. We see that the dictionaries characterising each stage reveal
patterns highlighting the mindset of a predator on each stage.

Our results also show that discourse features are good discriminators in stage clas-
sification. In particular, for the Trust Development stage, all discourse features alone
improve precision upon the baseline. Moreover the Label discourse feature consistently
outperforms the baseline in precision for all three stages, providing an average boost in
precision of 4.63% (t-test with α < 0.01). Results for feature selection on the discourse
features presented in Table 7 also provide an insight of the discourse patterns used in
each stage, which will be further discussed in Section 6.2.
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Fig. 2. Sentiment Polarity and Content Features distributions in the online grooming stages. From
top to bottom, Trust Development, Grooming and Approach stages.

We finally trained classifiers combining all these features. Table 6 reports the best
classification performance which where obtained by excluding bigrams and trigrams.
We observed that although sentiment and content features alone are not good discrim-
inators of the grooming stages they help in boosting performance when used with the
rest of the features. Our results show that the combined-features classifiers do consis-
tently outperform the baseline in precision on all three stages with an average boost
of 8% (t-test with α < 0.01) for the cost of a drop in recall of 13.3%. While the recall
measure does not reach the one of the baseline on all stages, it does provide a good aver-
aged recall of 86.6%. The combined-feature classifiers also improve upon the baseline
in F-measure on the Grooming and Approach stages with an average boost of 0.6%.

6.2 Feature Analysis

In this paper we focus on the characterisation of three typical online grooming stages.
Each of them presenting different variations in the use of language and therefore differ-
ent complexity when being modelled in a classification system. Our results show that
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Table 7. Top discriminative features for each online grooming stage

Child Grooming Stages

Feature Trust Development Grooming Approach

LIWC Dictionaries affect, assent, cog-
Mech, future, home,
insight, negate, ppron,
see, tentant, you

assent, body, sex-
ual,friends, death, filler,
home, incl, sad, you

conj, discrep, funct,
future, leisure, motion,
prep, relativ, social,
verbs

Frame Features physical artworks,
similarity, coincidence,
containers, desirabiity

observable body parts,
activity ongoing,
cause fluidic motion,
cause to be wet, cloth-
ing parts

capability, arriving,
come together, stimu-
lus focus, visiting

FRL act, coincidence, eval-
uee, emotional state,
trust

manipulation, activity,
agent, desiring, experi-
encer

capability, event, goal,
building, stimulus, vis-
iting

Label artifact, picture, send,
act, trust

you, cock, pussy,
body part,sex

address, afternoon,
beautiful, booted, call

the early stage, Trust Development, of the online grooming stages is more challenging
when modelled using content, syntactical and sentiment features. However for all three
stages the use of psycho-linguistic and discourse patterns appeared to be beneficial. Par-
ticularly the analysis of these two feature spaces facilitate the profiling of the predator
discourse in each stage (see Table 7).

For the Trust Development stage, the top LIWC dictionaries in the psycho-linguistic
profiling of the predator suggest the use of affect words (e.g, sweetheart, fun), assent
(e.g.,absolutly, alright), cogMech (e.g, believe, secret) during the establisment of trust.
For this stage the discourse pattern features FRL and Label, highlight the request and ex-
amination of media content (e.g., pictures). These features also suggest the relevance of
emotional engagement in facilitating the building of trust relationships. For the Groom-
ing stage the top psycho-linguistic features profiling predators reveal for example the
use of body (e.g., naked, dick), sexual (e.g., condom, orgasm), and friends (e.g, sweetie,
honey) related words. Such psycholinguistic patterns are similar to those highlighted by
the discourse Label feature. Moreover the FRL and frame features characterise the con-
text of the use of such words within this stage. Finally for the Approach stage, top
psycho-linguistic features include conj (e.g.,also, then), discrep (e.g., hopefully, must)
funct (e.g., immediatly, shall) words, while the discourse features suggest the use of
stimulus frames as well as temporal (e.g., event) and locative-related frames (e.g., ar-
riving, visiting) characterising the goal of a predator to achieve physical approach with
a minor.

The sentiment polarity features studied in this paper do not appear to be discrimi-
native of the stages. However top frames in each stage, including the emotional state,
desiring, and stimulus focus frames, suggest that the use of more fine-grained emotions
could be useful in characterising these stages.
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7 Discussion

Previous work on the qualititative characterisation of online grooming stages in chat-
room conversations [9] observed that in some cases the online grooming stages are not
sequential. For example a predator could convince a child to meet in person during the
Trust Development stage. Therefore it is possible for a conversation to move back and
forth between stages indicating grooming obstacles or difficulties faced by the predator.
In this work we focus on the categorisation of chat-room sentences into the typical
online grooming stages. The classification of individual chat-lines enables the tracking
of such stages at different points on the timeline of a conversation.

While in this work we did not focus on the appearance of such stages on a timeline, it
could be possible to add temporal features to characterise such back-forth changes be-
tween stages within a conversation. Also the study of short vs. long conversations might
need different tactics or yield new insights. Here we studied chat-lines of the merged
conversations of our dataset, however we could study chat-lines at the level of indepen-
dent predator conversations in order to generate multiple predator profiling. Moreover
our study is based on those conversations which lead to convicted-paedophiles, how-
ever further studies could address differences between convicted and non-convicted
peadophile conversations.

In chat-rooms it is common to find regular chat-conversations with sexual content be-
tween teens or between adults. These type of conversations pose serious challenges to
systems which only focus on the predator-victim characterisation since in such systems
the majority of features involves sexual content. The use of stages for the characterisa-
tion of predator conversations could potentially help systems in reducing the number of
false positives when exposed to non-peadophile conversations with sexual content since
predators’ luring stages are not common in standard online sexual conversations [2].

One of the major policing concerns is to gather accurate evidence. Therefore provid-
ing systems with a low false positive rate is fundamental. While the proposed baseline
offers a 100% recall, our experiments show that the proposed discourse patterns alone
and the combined-merged classifiers can boost performance at the expense of a slight
drop in recall reducing in this way false positive rates.

8 Conclusions

In this work we have presented a supervised approach for the automatic classification
of online grooming stages. To the best of our knowledge this is the first study focusing
on the automatic classification of such stages from the psycho-linguistic and discourse
patterns perspective. Such features provide an insight of the mindset, and discourse
patterns of predators in online grooming stages. Our experiments show that the dis-
course Label feature alone consistenly outperforms our baseline in precision for all
three stages. Moreover when using the combined-features classifiers our results show
an improvement upon both precision and F-measure for both the Grooming and the
Approach stages. Our results also show that the combined-features classifiers do con-
sistently outperform the baseline in precision on all three stages with an average boost
of 8% (t-test with α < 0.01) for the cost of a drop in recall of 13.3%.
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These results demonstrate the feasibility of the use of psycho-linguistic and discourse
features for the automatic detection of online grooming stages. This opens new possi-
bilities for adressing predator grooming behaviour online, where policing organisations
can act in a preventive way by addressing grooming at early stages or in a reactive way
by avoiding/intervining in the approach stage. We believe that the work in this paper
has the potential to also open new possibilities into understanding the victim entrap-
ment cycle.
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Abstract. Interest has been revived in the creation of a “bill of rights”
for Internet users. This paper analyzes users’ rights into ten broad prin-
ciples, as a basis for assessing what users regard as important and for
comparing different multi-issue Internet policy proposals. Stability of the
principles is demonstrated in an experimental survey, which also shows
that freedoms of users to participate in the design and coding of platforms
appear to be viewed as inessential relative to other rights. An analysis of
users’ rights frameworks that have emerged over the past twenty years
also shows that such proposals tend to leave out freedoms related to soft-
ware platforms, as opposed to user data or public networks. Evaluating
policy frameworks in a comparative analysis based on prior principles
may help people to see what is missing and what is important as the
future of the Internet continues to be debated.

1 Introduction

In March of 2014, on the 25th anniversary of the proposal that led to the World
Wide Web, its author Tim Berners-Lee launched an initiative called the Web
We Want campaign, which calls for “a global movement to defend, claim, and
change the future of the Web” [33]. The object of the campaign is an online
“Magna Carta,” “global constitution,” or “bill of rights” for the Web and its
users, which Berners-Lee argued was needed because “the web had come under
increasing attack from governments and corporate influence and that new rules
were needed to protect the ’open, neutral’ system” [17].
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Although the weight of Berners-Lee’s voice in calling for a users’ “bill of rights”
is a recent development, the idea of a comprehensive user rights framework has
been floated by others previously (see section 3 below). With more limited scope,
over the past three decades, many initiatives have emerged to promote partic-
ular rights, abilities, and influence for users over their online environments and
data. Both codified and informal concepts such as Free Software [31], partici-
patory design [16], Open Source software [25], Creative Commons [6] and free
culture [18], data portability [8], and the DNT (Do Not Track) header [10] are
attempts to establish and promote principles outside of public policy through
which people can participate in the decisions that affect them as software users.
Other concepts, such as the right to connect [2] and net neutrality [11] represent
attempts to protect user rights and free access through public policy. This paper
describes a broad set of principles guiding user freedom and participation, and
relates these principles to past and ongoing initiatives introduced by others.

2 Rights, Freedoms, and Participation Principles

We can analyze users’ rights with reference to ten principles, which might be
present (or not) to differing degrees in a particular software environment or policy
framework. The principles below outline a framework for opinion assessment
and comparative analysis rather than being intended as a policy proposal. It is
important to keep in mind this distinction for what follows. The principles and
the concepts defined in relation to them below were derived empirically from
users’ rights policy proposals, but they are not meant to be exhaustive in any
sense.1

2.1 User Data Freedoms

The first six of the principles (1-6) are amenable to adoption within a particular
software platform or environment, which may be under either private or public
ownership. Of these, the first three (1-3) pertain to the data generated by a given
user, which are referred to in these descriptions as “their data.”

Principle 1. Privacy control. The user is able to know and to control who else
can access their data.

Some or all of the following concepts might appear in a privacy control policy.

a) Originator-discretionary reading control. The user who generates data is able
to read and to determine who else can read their data, and under what
circumstances, and cannot have this ability taken away. Generated data may
be created by the user deliberately, e.g. by filling out a form online or by
posting a photograph, or it may be created as a byproduct of the user’s

1 Principles and concepts that lack citations in this section are referenced in the doc-
uments analyzed in Table 3, section 4.1.
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behavior, such as click stream data or cookies from the user’s browser that
are read and stored on a site which they use. (Do Not Track initiatives are
attempts to provide users with a partial form of this type of control [10].)

b) Data use transparency. All policies and practices concerning the storage or
transfer of a user’s data are fully disclosed to the user prior to when the data
are generated. This includes policies and practices of the software platform
provider regarding the manner and length of time the user’s data are stored.

c) Usable privacy. Access and control by a user of their data is practically
feasible for the user. Access should be straightforward enough to be practical,
and privacy settings should be as clear and easy to use as possible, including
for novice users [14].

d) Nonretention of data. User data are not retained without the consent of the
user.

Principle 2. Data Portability. The user is able to obtain their data and to
transfer it to, or substitute data stored on, a compatible platform.

Some or all of the following concepts might appear in a Data Portability
policy, as defined by the Data Portability Project [8].

a) Free data access. The user of a software platform is able to (a) download
or copy all of their data, (b) download or copy all of the other data on the
platform to which the user has access, and (c) know where their data are
being stored, i.e. in what real world location or legal jurisdiction.

b) Open formats. The information necessary in order to read, interpret, and
transfer data, i.e. application programming interfaces (APIs), data models,
and data standards, are available to any user and are well documented.

c) Platform independence. The user is able to access data while using a soft-
ware platform independently of whether those data are stored within the
platform or outside it in a compatible platform. Principles put forward in
Data Portability policies that elaborate on this concept include the ability of
the user to (a) authenticate or log in under an existing identity on another
platform, (b) use data stored on another platform, (c) update their data on
another platform and have the updates reflected in the platform in current
use, (d) update their data on other platforms automatically by undating
them on the platform in use, (e) share data stored on the platform in use
with other platforms, and (f) specify the location or jurisdiction of storage
for their data within the platform [34].

d) Free deletion. The user can delete their account and all of their data, and
these data will be removed or erased from storage in that platform consistent
with the meaning of a transparently provided definition of deletion.

Principle 3. Creative control. The user is able to modify their data within the
software platform being used, and to control who else can do so.

Some or all of the following concepts might appear in a creative control policy.
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a) Originator-discretionary editing control. Subject to transparency require-
ments, the user who generates data is able to edit and to determine who
else can edit their data, and under what circumstances, and cannot have
this ability taken away. Transparency requirements such as visibly main-
taining past versions and making their existence apparent to any user who
can access a data item are safeguards against the abuse of editing, which
could otherwise be used to alter the historical record.

b) Authorial copyright support. The creator of content holds any legally allowed
copyright over their data, and a user has the ability to prevent others who
have access to their generated data from copying it for access by a third party
who lacks access to the original. (This definition reflects an adaptation of
traditional copyright for digital content, applying the Fair Use exemption to
copying for private viewing by a party who already has authorized access.)

c) Reciprocal data sharing. The user has the ability to permit people to copy
(and possibly modify) their data for viewing by third parties subject to pro-
visos such as the Attribution, Noncommercial, Share Alike, and No Deriva-
tives requirements which can be imposed on the copying party in a Creative
Commons license [6].

2.2 Software Platform Freedoms

Principles 4-6 pertain to the software platform in which users’ data are created,
edited, stored, and accessed. The descriptions of these principles distinguish
different ways in which users may be able to participate in controlling, designing,
and governing the operation of the software platform they use.

Principle 4. Software freedom. The user is able to modify code in the soft-
ware platform being used, subject to rights of other users to control their own
experience of the platform.

Some or all of the following concepts might appear in a software freedom
policy.

a) Open Source code. The source code that operates the software platform can
be legally read, copied, downloaded, and modified by any user. Source code
includes all the code that is necessary to operate the platform and to serve
data to the user. (Open Source software is defined in the Open Source Defi-
nition [25].)

b) Reciprocal code openness. The user and anyone else who modifies the plat-
form’s source code for use by others is legally bound to make their modified
code available under licensing terms consistent with those under which the
user legally accesses the source code. (This incorporates (a) the so-called
“copyleft” provision of Free Software licenses such as the General Public Li-
cense v.3, which require reciprocal sharing by anyone who distributes mod-
ified copies of the software to others in executable form [31], and sometimes
also (b) the Affero clause in the Affero General Public License v.3, which
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requires that code modifications be reciprocally shared by anyone who exe-
cutes their modified version of the source code in a networked environment
(e.g. over the Web) for use by others [12].)

c) User modifiable platform. The user of a software platform has the ability to
modify the code on the platform they are using, as long as doing so does not
interfere with the rights of other users to experience the platform and interact
with their data as they desire. (In its full form, this is a demanding provision
that is not usually satisfied in practical platforms, though it is often fulfilled
in limited ways, e.g. by permitting a user-selected, configurable interface.
This concept is an extension of the ideas in [31] to networked platforms.)

Principles 1-4 are freedoms of individual users, which can be composed to
define freedom for a community of users. Principles 5-6 are defined at the level
of the group of users of a given software platform, which for each individual user
means the freedom to participate in a collective process that determines the de-
sign and governance of a software and data environment. These last two freedoms
allow for an especially large range of freedoms and participation mechanisms.

Principle 5. Participatory design. The design of the platform is produced by
all of its users.

Some or all of the following concepts might appear in a participatory design
policy [16,29].

a) User-centered design. The needs and desires of users are the primary or sole
factor driving the design. Users’ needs may be assessed in various ways, e.g.
through ethnographic observation, surveys, one-on-one interviews, and focus
groups, that focus on the problems and goals of users at a functional level.

b) User input to design. The users’ preferences and beliefs about design choices
are collected and influence the design of the platform. This type of input
can include, for example, expressions of preference between different options
that are presented by a designer.

c) User-generated design. Users participate in the creation of design solutions as
actual partners in the design team, e.g. providing ideas through brainstorm-
ing with designers and/or other users, and helping to solve design problems
creatively.

d) Customizable design. Users can individually or collectively redo or configure
parts of the platform’s design and this feature is itself part of the design.

Principle 6. User self-governance. The operation of the platform is governed
by all of its users.

Some or all of the following concepts might appear in a user self-governance
policy. Wikipedia self-governance implements all of these concepts in varying
degrees [32].

a) Participatory policy making. Users are involved in creating and making de-
cisions about the framework of rules and practices governing the platform
they are using. (This can range from input on proposed policies, to voting,
to full-fledged deliberative democracy online [9].)
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b) Participatory implementation. Users are involved in executing and enforcing
the policies that govern the platform. (This can include forms of participa-
tion such as monitoring one’s own compliance with policies, notifying other
users of policy violations, raising and discussing implementation questions
in online forums, and serving in defined roles.)

c) Participatory adjudication. Users are involved in making judgments when
human judgment (usually in a collective form) is a part of the platform’s
operation, e.g when a policy implementation question is in dispute. when
content much be judged appropriate or not under defined criteria or proce-
dures, or when the platform asks users for input in rendering a judgment or
rating concerning user content.

2.3 Public Network Freedoms

Principles 7-10 generally require public policy adoption, such as legislation, ex-
ecutive orders, or international agreements.

Principle 7. Universal network access. Every person is legally and practically
able, to the greatest extent possible, to access the Internet, and it is available
everywhere in a form adequate for both retrieving and posting data.

Some or all of the following concepts might appear in a universal network
access policy.

a) Right to connect. Internet access cannot be denied to a user or to a population
of users wherever it is possible to provide access [2].

b) Universal digital literacy. Every person who possesses the intellectual ability
to do so develops the skills to use the Internet as both a recipient and
producer of information, to the maximal achievable for meaningful individual
participation in a democracy.

c) No- or low-cost service. Cost is not a barrier to accessing the Internet.
d) Omnipresent service. The Internet is available everywhere and at all times.
e) Accessibility. Internet access is available to everyone in a way that matches

their physical and mental abilities.

Principle 8. Freedom of information. Every person is legally and practically
able to produce and receive information in the way that they want, to the max-
imal extent consistent with the rights of others.

Some or all of the following concepts might appear in a freedom of information
policy.

a) Right to privacy. Private communications cannot be intercepted, monitored,
or stored by governments or other entities without due process to establish
a compelling public interest.

b) Right to anonymous speech. Everyone is able to both receive and produce
public information without being required to identify themselves, either im-
plicitly or explicitly.
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c) Freedom from censorship. Free expression, without political restrictions, is
protected both for producers and receivers of information.

d) Open Access to all publicly funded data. Government data and that which is
produced through publicly funded research is available freely to everyone.

e) Democratically controlled security. Government security policies must be as
transparent as possible to allow for them to be publicly debated, and those
who oversee them must be accountable to everyone.

f) Right to be forgotten. Everyone is able to have information about them made
inaccessible to others when these data are determined by established proce-
dures to be either no longer relevant or unfairly stigmatizing to their sub-
ject(s) [27].

Principle 9. Net neutrality. All providers of Internet connections and services
are legally and practically required to treat data equally as it is transmitted
through the infrastructure they control.

Some or all of the following concepts might appear in a net neutrality policy.
Disallowed forms of discrimination against data would include blocking data or
charging fees in exchange for allowing it to be transmitted [11].

a) Source neutrality. Providers of network connections may not discriminate
against data on the basis of its origin, e.g. another service provider or a
particular social media platform.

b) Format neutrality. Providers of network connections may not discriminate
against data on the basis of its format, e.g. MIME type, protocol, or port.

c) Content neutrality. Providers of network connections may not discriminate
against data on the basis of its content, e.g. political expression with which
the provider disagrees.

d) End-user neutrality. Providers of network connections may not discriminate
against data on the basis of the end user’s identity.

Principle 10. Pluralistic open infrastructure. Everyone has access to multiple
independent but interoperating software platforms as options for their data.

Some or all of the following concepts might appear in a pluralistic open in-
frastructure policy.

a) Multiplicity of platforms. Policies ensure that all users have multiple software
platforms to choose from as environments for their data.

b) Decentralized control. Software platforms are coordinated to interoperate in
a way that is not controlled by any one government, authority, or interest.

c) Transparent control. Common infrastructure and standards are developed
and documented in a way that is open and understandable to anyone.

3 A Survey of Internet Users

To illustrate the use of this analysis framework for surveying users, a demon-
stration survey was conducted using Amazon Mechanical Turk in the summer
of 2014.
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3.1 Participants and Method

A total of 780 survey takers completed a survey on the Qualtrics platform[24].
Each survey taker was shown a subset of the principles and concepts described in
the framework of section 2, and asked to “rate [on a 0 to 10 scale, moved left or
rigth from the midpoint] how important you think it is for the user of a software
‘platform’ (such as a website, app, operating system, or social network)” to have
the particular right or freedom described in each statement they read.2 The
statements consisted of the unparenthesized and unbracketed portions of each
principle and concept in section 2, with the title of each excluded. Participants
were told: “These statements describe what could be true in some situations or
hypothetically, not necessarily what is true now or in some particular situation.”

The survey as designed assumed users were fluent in reading English, and
able to understand digital concepts such as “data” and “software platform.”
Participants were recruited on the Amazon Mechanical Turk platform[1], with
a link to the survey on Qualtrics. The survey was open only to U.S.-located
respondents whose prior approval percentage by requestors on MTurk exceeded
98%. Participants were 39% female and 61% male. Respondents’ reported age
groups were 3% under 20, 41% 20-29, 33% 30-39, 12% 40-49, 8% 50-59, 3% 60-69,
0.4% 70-79, and 0% over 80. Thirteen percent reported being “very knowledge-
able about digital rights and freedoms,” while 72% reported being “somewhat
knowledgeable” and 15% “not knowledgeable.”

The participant pool, while not representative of the population of the United
States as a whole (let alone the world), nonetheless represents a population of
interest: relatively sophisticated users who could be expected to have heard of
at least some of the concepts in our framework. The intent was both to test
whether users would have consistent views of these statements, and to assess
relative levels of support for the principles and concepts in the framework within
the young-skewing demographic of high functioning Internet users. Although we
will not do it here, the gender, age group, and knowledge data could be used to
adjust for sampling bias relative to the general population of users in the United
States. (A more complete demographic analysis is planned in a future paper.)

For this survey, participants randomly saw either a broad rating set consisting
of random ordering of all ten of the primary principles in the framework (a
within-group comparison of the ten principles), or a narrow random ordering of
a subset of principles and concepts that included one of the primary principles
and its associated concepts (a between-groups comparison of the ten principles).
This allowed for cross-item comparative and correlational analysis for both the
ten principles and for the concepts associated with each principle along with
that principle itself. Random assignment of participants into the broad or narrow
rating sets created an experiment for testing whether average importance ratings
for the ten principles would remain stable across these two rating contexts.

2 Survey materials and data for this study are published on the Harvard Dataverse
Network at doi:10.7910/DVN/27510.

doi:10.7910/DVN/27510
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3.2 Survey Results

The mean importance ratings from the narrow sets for each principle and con-
cept, together with sample sizes and standard deviations, are shown in Table 1.
Standard errors ranged from 0.2 to 0.4 and are easily calculated from the table.
As can be seen from Table 1, highly rated primary principles tend to have highly
rated associated concepts, but there are occasional deviations within principle-
concept groupings. The concepts associated with data portability, for example,
ranged widely in support, from a 6.61 rating for open formats (2b) to an 8.96
rating for free deletion (2d). Pluralistic open infrastructure, as worded in the
principle, drew less support (6.84) than any of its three associated concept state-
ments, which ranged from 7.24 to 8.27. Every principle and concept was rated
significantly above the midpoint (and starting point) of 5.0 in this survey, indi-
cating that participants on average regarded each of them as at least somewhat
important.

A full analysis of all of the principle-concept groups is beyond what we have
room for in this paper, but Table 2 shows the basis for such an analysis of the ten
primary principles. This table displays mean ratings first for the broad rating set
– participants who rated all and only the primary principles – and compares them
to the narrow set means. The aggregate means are simply the averages of the
broad and narrow means. The correlation between the means of the within- and
between-groups surveys is extremely high (.98), indicating that attitudes toward
the principles are stable across these two different presentation contexts for this
population. The most important primary principle in the eyes of participants was
the statement that is labeled “privacy control” in section 2 (agg. mean 8.89),
though again participants did not see the labels. Next highest were 7-universal
access (8.49), 9-net neutrality (8.06), 8-freedom of information (7.94), and 2-data
portability and 3-creative control (both 7.82). The remaining principles formed
a less highly rated cluster: 10-pluralistic open infrastructure (6.69), 6-user self-
governance (5.93), 4-software freedom (5.78), and 5-participatory design (5.30).

Table 2 also shows correlations between the importance ratings of pairs of
principles for participants in the broad rating set condition: those who rated all
ten of the main principles instead of just one. All of the significant correlations,
and most of the nonsignificant ones, are positive, indicating a general disposition
for individuals to be more or less favorable to digital rights and freedoms. Ratings
for the lowest rated principles (4 and 5) were significantly correlated, but ratings
between principle 4 or 5 and the other principles tended not to be significant.
In the set of correlations involving just one of principles 4 and 5, only 3 out
of 14 were significant, whereas in the remaining correlations, 25 out of 30 were
significant. Consistent with their low overall average ratings, this indicates that
principles 4 and 5 are evaluated differently by users compared to the rest of the
principles (p = .0001 by a Fisher exact test).

3.3 Survey Lessons

The use of the framework in this survey has demonstrated that it is possible
to obtain meaningful results about the relative importance that users attach to
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Table 1. Importance Ratings of Principles and Concepts (Narrow Rating Sets)

Principle/Concept Mean (0-10) N Std. Dev.

1–Privacy control 8.69 71 1.9
1a Originator-discretionary reading control 7.96 71 2.2
1b Data use transparency 8.06 71 2.2
1c Usable privacy 8.58 71 1.7
1d Nonretention of data 8.65 71 1.7
2–Data Portability 7.90 69 1.7
2a Free data access 7.74 69 2.0
2b Open formats 6.61 68 2.5
2c Platform independence 6.71 68 2.3
2d Free deletion 8.96 69 1.5
3–Creative control 7.77 65 2.4
3a Originator-discretionary editing control 7.36 66 2.3
3b Authorial copyright support 7.65 66 2.5
3c Reciprocal data sharing 6.64 65 2.5
4–Software freedom 6.01 73 2.7
4a Open Source code 5.85 71 2.7
4b Reciprocal code openness 5.52 72 2.6
4c User modifiable platform 6.63 74 2.6
5–Participatory design 5.48 77 2.4
5a User-centered design 7.08 75 2.1
5b User input to design 6.83 77 1.9
5c User-generated design 6.16 76 2.5
5d Customizable design 6.36 77 2.2
6–User self-governance 5.82 63 2.7
6a Participatory policy making 6.30 64 2.5
6b Participatory implementation 6.01 66 2.6
6c Participatory adjudication †
7–Universal network access 8.40 82 1.9
7a Right to connect 8.56 82 1.7
7b Universal digital literacy 7.45 82 2.2
7c No- or low-cost service 8.27 82 2.2
7d Omnipresent service 8.43 82 2.0
7e Accessibility 7.12 80 2.8
8–Freedom of information 8.01 74 1.7
8a Right to privacy 8.72 74 1.9
8b Right to anonymous speech 7.39 74 2.3
8c Freedom from censorship 8.46 74 1.8
8d Open Access to publicly funded data 8.20 74 2.0
8e Democratically controlled security 8.12 74 1.9
8f Right to be forgotten 7.59 74 2.3
9–Net neutrality 8.11 61 2.5
9a Source neutrality 8.39 61 2.2
9b Format neutrality 7.42 61 2.5
9c Content neutrality 8.56 61 2.2
9d End-user neutrality 8.52 61 2.2
10–Pluralistic open infrastructure 6.84 70 2.1
10a Multiplicity of platforms 7.24 70 2.0
10b Decentralized control 8.27 70 1.8
10c Transparent control 7.97 70 1.8

† Ratings for 6c were not meaningful: incorrect wording on survey.
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Table 2. Comparing Importance Ratings of the Ten Principles

Principle Broad Narrow Aggregate Correlations of Importance Ratings (Broad Set)
Number Mean Mean Mean 2 3 4 5 6 7 8 9 10

1 9.09 8.69 8.89 0.50‡ 0.48‡ 0.02 -0.06 0.24 0.40‡ 0.66‡ 0.15 0.06
2 7.74 7.90 7.82 0.35‡ 0.08 0.05 0.31† 0.51‡ 0.66‡ 0.35‡ 0.36‡
3 7.86 7.77 7.82 0.19 0.07 0.33† 0.22 0.48‡ 0.37‡ 0.13
4 5.55 6.01 5.78 0.36‡ 0.22 0.14 0.18 0.05 0.31†
5 5.12 5.48 5.30 0.55‡ -0.02 0.18 0.28† 0.50‡
6 6.05 5.82 5.93 0.25† 0.37‡ 0.49‡ 0.43‡
7 8.58 8.40 8.49 0.48‡ 0.26† 0.27†
8 7.86 8.01 7.94 0.36‡ 0.42‡
9 8.02 8.11 8.06 0.43‡
10 6.55 6.84 6.69

† denotes p < .05, and ‡ denotes p < .005.

different digital rights and freedoms. Meaningfulness in this case is demonstrated
by the nearly perfect consistency between average ratings in two different con-
texts. In the narrow rating set (between-groups rating of principles), participants
considered only one primary principle and several other concepts that were cho-
sen for their close relationship to the primary principle. In the broad set (within-
group rating of principles), participants saw all of the principles. These different
contexts might have been thought to influence respondents differently. In terms
of average ratings, that does not appear to happen in this population.

A second finding, which we can see in Table 2, is that while most of the
principles tend to be significantly correlated with each other, indicating that
people who tend to favor users’ rights under one principle tend to favor them
under other principles, there are exceptions to this pattern. The tendency of a
user to favor privacy control, data portability, or universal network access (all
of which are highly correlated with each other) is not predictive of a high rating
for participatory design or software freedom. Indeed, in the narrow rating set,
the principles fell into two groupings, and the lowest rated principles were those
most associated with user participation in the software environment.

4 Users’ Rights Frameworks

To illustrate the application of the principles to policy, we will analyze four pol-
icy frameworks that have been proposed over the past twenty years aimed at
securing rights for users:3 (1) Rights and Responsibilities of Electronic Learn-
ers (RREL, 1994). An early framework was developed as part of this project
within the American Association for Higher Education (AAHE), after extensive
input from the education community, and was described by American Univer-
sity computer science professor Frank W. Connolly [4].4 (2) A Bill of Rights for

3 For other users’ rights framework proposals, see [7,13,23,26].
4 An earlier paper laying out the motivations and a procedure for drafting such a
document was published in 1990 by Connolly, Gilbert, and Lyman [5].
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Users of the Social Web (BRUSW, 2007). Social media engineer Joseph Smarr
and colleagues [30] delineated a set of “fundamental rights” to which “all users
of the social web are entitled.” (3) Marco Civil da Internet (MCdI, 2014). In
recent years, Brazil has taken the lead in initiatives to define a “constitution of
the Internet.” In March and April, 2014, Brazil’s two legislative chambers each
passed the Marco Civil da Internet (Civil Rights Framework for the Internet).
The priority placed on the Marco Civil followed a 2013 United Nations speech
by the country’s president, Dilma Rousseff, who “presented proposals for a civil-
ian multilateral framework for the governance and use of the Internet, capable
of ensuring such principles as freedom of expression, privacy of the individual
and respect for human rights, as well as the construction of inclusive and non-
discriminatory societies” [28,19].5 (4) NETmundial Draft Outcome Document
(NDOD, 2014). In its international role as a leader in recent Internet governance
initiatives, Brazil was the host of the Global Multistakeholder Meeting on the
Future of Internet Governance, also known as NETmundial, in April 2014. Pres-
ident Rousseff announced the meeting in October 2013, after revelations that
the U.S. National Security Agency had monitored her phone calls and email
messages [15], and the Draft Outcome Document was posted on the Web for
open comment on April 14 [21].6

4.1 Comparison of Frameworks

An analysis based on the framework of section 2 of each of the four texts yields
the results in Table 3, where a location reference means that the principle or
concept is clearly and substantially present (explicitly or implied) in the text,
in a positive way (meaning that the concept is affirmed as a right”; a blank
entry means it is apparently not present; and a location reference followed by an
asterisk “∗” indicates ambiguity about whether the concept is present or not.

The table shows firstly that none of the frameworks covers all of the princi-
ples. But some are more comprehensive than others. While the RREL and MCdI
frameworks span concepts in both the user data freedoms (principles 1-3) and
public network freedoms (principles 7-10), the BRUSW and NDOD frameworks
are more specialized. The BRUSW framework was put forward as a set of rights
for social Web users, and is limited to user data freedoms. The NDOD frame-
work, on the other hand, is a global Internet governance initiative that seeks

5 Reportedly, Article 12 was struck from the draft version before final passage [20].
6 The Draft Document was refined on April 24, 2014, into a ”Multistakholder State-
ment,” [22] but the draft document is used here because it is annotated with section
references for easier analysis.

7 Locations are coded as Article:Section as seen in [4].
8 Locations are coded according to the inserted letters and roman numerals in the
description of this framework above.

9 The Marco Civil applies only to Brazil, so the public freedoms (Principles 7-10) must
be understood in that light. Locations are coded as Article[:Section] as seen in [19].

10 Locations are coded by paragraph number, as shown at
http://document.netmundial.br/1-internet-governance-principles/

http://document.netmundial.br/1-internet-governance-principles/
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Table 3. Analysis of Four Users’ Rights Frameworks (see footnotes on previous page)

Principle/Concept RREL7 BRUSW8 MCdI9 NDOD10

1–Privacy control
1a Originator-discretionary reading control I:3,IV:4 a,b 7:VII,8,10
1b Data use transparency I:3 b∗ 7
1c Usable privacy
1d Nonretention of data 15∗,16∗,17∗
2–Data Portability
2a Free data access I:5∗ a∗,c∗
2b Open formats i
2c Platform independence c,i,ii,iii
2d Free deletion I:5∗ b∗ 7:X
3–Creative control
3a Originator-discretionary editing control I:3,I:5
3b Authorial copyright support I:5 20∗
3c Reciprocal data sharing
4–Software freedom
4a Open Source code
4b Reciprocal code openness
4c User modifiable platform
5–Participatory design
5a User-centered design
5b User input to design
5c User-generated design
5d Customizable design
6–User self-governance
6a Participatory policy making
6b Participatory implementation
6c Participatory adjudication
7–Universal network access
7a Right to connect I:1,IV:1 7:III 7,23
7b Universal digital literacy I:2 7:XI,19:VIII,27 23
7c No- or low-cost service 23
7d Omnipresent service 7:IV 10,11
7e Accessibility 25 6,23
8–Freedom of information
8a Right to privacy I:3,IV:2 7,8,10,11 5
8b Right to anonymous speech I:4
8c Freedom from censorship I:4 3
8d Open Access to publicly funded data
8e Democratically controlled security 10:IV∗
8f Right to be forgotten
9–Net neutrality
9a Source neutrality 9 12∗
9b Format neutrality 9 12∗
9c Content neutrality 9 12∗
9d End-user neutrality 9 12∗
10–Pluralistic open infrastructure
10a Multiplicity of platforms III:1 19:VII+X 11
10b Decentralized control III:3 19:I-VI 13,15,16,19-22,24
10c Transparent control 17,25
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only to regulate at the international level. RREL and MCdI span two regions of
the table for different reasons. RREL was an early and somewhat more vague
attempt to establish principles that might apply either to public policy or to
users of a specific platform. MCdI, on the other hand, is a draft law for a spe-
cific jurisdiction (Brazil) with authority to regulate software platforms that are
subject to the country’s laws, so that it may limit the freedom of platforms in
the course of regulating at a national level.

None of the four frameworks analyzed above (or the additional ones referenced
in footnote 3) include provisions that appear to enact what are herein called
software platform freedoms (principles 4-6). It appears, from these data, that
giving users power over their software environment, through software freedom,
participatory design, and user self-governance, are not strong values among those
who have constructed these frameworks. These were also the lowest rated three
principles in the survey reported in section 3.

4.2 Benefits of an Analysis Framework

The principles and concepts of section 2 comprise an analysis framework, as
opposed to the policy frameworks analyzed in Table 3. An analysis framework of
this kind gives us the following types of leverage for understanding users’ rights
policies: (a) it allows for easier comparison across frameworks; (b) it allows us to
see what is missing from a particular policy framework; (c) it facilitates further
study of the dimensions that characterize users’ rights, e.g. surveys of users and
policy makers to determine strengths of priority for different freedoms; and (d)
it allows us to see persistent gaps across policy frameworks, such as the apparent
lack of attention to software platform freedoms (principles 4-6).

5 Conclusion

The current moment is one of revival for the idea of a “bill of rights” or “consti-
tution” for users online. On one hand, some observers have expressed skepticism
about the feasibility of this concept, particularly at the International level (e.g.
[3]). On the other hand, the growing control as well as documented instances of
misuse of power by governments appear to have fed this new level of interest on
the part of figures such as Tim Berners-Lee and Dilma Rousseff. Whether this
will translate into lasting change remains to be seen. But there remain many
levels at which policies can be adopted, from particular software platforms and
small online communities to the entire world.

It seems likely that discussions about the principles that govern Internet users
will continue to pick up steam in the years ahead, and, if the history of other
major shifts in civilization is a guide, the process will lag technological change
considerably. If many people think carefully about the principles they want to
govern their own use of the Internet, articulate those principles, and invoke
them in discussing policy proposals, we may have a better chance of arriving at
arrangements that satisfy most users and that meet the needs of contemporary
societies.
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Abstract. Recent research on automatic analysis of social media data during
disasters has given insight into how to provide valuable and timely information
to formal response agencies—and members of the public—in these safety-critical
situations. For the most part, this work has followed a bottom-up approach in
which data are analyzed first, and the target audience’s needs are addressed later.

Here, we adopt a top-down approach in which the starting point are informa-
tion needs. We focus on the aid agency tasked with coordinating humanitarian
response within the United Nations: OCHA, the Office for the Coordination of
Humanitarian Affairs. When disasters occur, OCHA must quickly make deci-
sions based on the most complete picture of the situation they can obtain. They
are responsible for organizing search and rescue operations, emergency food as-
sistance, and similar tasks. Given that complete knowledge of any disaster event
is not possible, they gather information from myriad available sources, including
social media.

In this paper, we examine the rapid assessment procedures used by OCHA, and
explain how they executed these procedures during the 2013 Typhoon Yolanda. In
addition, we interview a small sample of OCHA employees, focusing on their uses
and views of social media data. In addition, we show how state-of-the-art social
media processing methods can be used to produce information in a format that
takes into account what large international humanitarian organizations require to
meet their constantly evolving needs.

Keywords: Crisis informatics, Microblogging, Humanitarian computing.

1 Introduction

The role of social media as a conduit for useful information during emergencies is
increasingly acknowledged and accepted by formal response and humanitarian agen-
cies [11]. We focus on the information gathering processes of a large, diverse, inter-
national humanitarian relief agency. We explain how the United Nations Office for the
Coordination of Humanitarian Affairs (UN OCHA, or OCHA), views social media data,
which are considered a legitmate source of information during the data-gathering pro-
cess OCHA goes through when they respond to a crisis (though concerns exist) [27]. In
addition, we discuss apprehensions some have about incorporating social media data in
rapid assessment procedures. Informed by these observations, we perform both human
and automatic analyses of tweets broadcast during Typhoon Yolanda, and provide the

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 444–461, 2014.
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findings to OCHA. Each of these steps research leads to suggestions for how humani-
tarian agencies can use social media communications, and critically, on how methods
to process social media data can effectively support these agencies.

1.1 Related Work

Much research on processing social media data during emergencies has focused on ap-
plying computational methods—such as Information Retrieval, Natural Language Pro-
cessing, and/or Machine Learning—to the creation of systems for filtering, classifying,
and summarizing messages (for a recent survey, see [12]).

In addition, an interdisciplinary line of work looks at how the end-users of these
systems—including various formal response organizations and agencies—use social
media during disasters to understand the situation, coordinate relief efforts, and man-
age information. For instance, several articles analyze how social media was used by
response agencies during the 2010 Haiti earthquake. Starbird [25] studies how Twit-
ter was used by hospitals to broadcast availability to care for victims. Sarcevic et al.
[23] shows how it was used to report on the relief activities of various medical groups.
Goggins et al. [9] analyzes an online discussion forum used by the US Navy to coor-
dinate with NGOs during the same event, and finds that forum discussions correspond
with “on the ground” activities during the earthquake.

Beyond the 2010 Haiti earthquake, Denef et al. [5] describe how two different police
departments used Twitter in response to the 2011 riots that took place in England, and
find that disparate adoption styles led to different images and relationships with the
public. Cobb et al. [4] characterize the use of social media in disasters by “digital
volunteers,” and provide insight into how to best support the needs of geographically-
dispersed volunteers when they respond to mass emergencies. Hughes [10] studies the
usage of social media by Public Information Officers, who handle the public relations
aspects of emergency response in the United States.

We contribute to this literature by showing how a large humanitarian organization
can adapt its internal procedures—particularly those related to rapid assessment of an
emergency situation—to incorporate social media communications. In particular, we
focus on the information needs of OCHA, and give insight into the process of pro-
viding organizations with particular data that fits within their defined procedures and
established information needs. By providing OCHA with Twitter data that contain in-
formation they specifically require to better oversee the management of dozens of orga-
nizations who perform myriad tasks related to disaster releif, the hope is that we ease
the burden on those responsible for collecting and analyzing in the immediate post-
impact period of a disaster. In addition, we show how existing methods can lead to
more productive uses of social media data by stakeholders, and affected populations.

1.2 Background

We focus on Typhoon Yolanda (internationally known as Typhoon Haiyan), one of the
strongest tropical cyclones ever recorded. The typhoon made landfall in the central
Philippines on November 8, 2013, affecting over 14 million people, killing over 6,000,
leaving over 4 million displaced, and causing billions of US dollars in property damage.
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Though it was predicted and residents in some areas were able to take precautions,
the typhoon brought about devastating effects.1 Many national and international aid
organizations were deployed to respond to Typhoon Yolanda, including OCHA.

According to the International Monetary Fund, the Philippines is an emerging mar-
ket.2 However, despite 24% of the population being classified as “poor” [2], telecom-
munications infrastructure is widespread. Nearly every Filipino adult has access to a
mobile phone, and the cellular network covers almost the entire country.3 Regarding
Twitter use, the Philippines is ranked 10th in the world for number of Twitter accounts,4

and English is widely spoken due to its former occupation by the United States. When
Typhoon Yolanda struck the Philippines, the combination of widespread network ac-
cess, high Twitter use, and English proficiency led to many located in the Philippines
to tweet about the typhoon in English. In addition, outsiders located elsewhere tweeted
about the situation, leading to millions of English-language tweets that were broadcast
about the typhoon and its aftermath.

2 OCHA Procedures in Disaster

When a sudden-onset disaster happens and government capabilities are exceeded, OCHA
is mobilized.5 OCHA is tasked with quickly assessing the situation “on the ground” and
coordinating response efforts. The UN uses a framework for division and organization of
needs during humanitarian crises based on eleven different clusters, which are “groups of
humanitarian organizations (UN and non-UN) working in the main sectors of humanitar-
ian action ... [c]lusters provide a clear point of contact and are accountable for adequate
and appropriate humanitarian assistance.”6 The clusters are: Logistics, Nutrition, Emer-
gency Shelter, Camp Management and Coordination, Health, Protection, Food Security,
Emergency Telecommunication, Early Recovery, Education, and Water, Sanitation and
Hygiene (WASH).

We can think of the role of OCHA as overseeing the organization of humanitarian
response in disasters. Their responsibilities include: assessing the situation, understand-
ing the needs of the affected population and of responding organizations, deciding on
priorities, obtaining access to affected areas (which may have political as well as logis-
tical implications), ensuring sufficient funding and resources, consistently and clearly

1 http://reliefweb.int/disaster/tc-2013-000139-phl
2 http://www.imf.org/external/country/phil/index.htm?type=9988
3 http://www.infoasaid.org/guide/philippines/telecommunications-
overview

4 http://business.inquirer.net/111607/telcos-report-record-
number-of-customers
http://www.mediabistro.com/alltwitter/twitter-top-countries
b26726

5 The UN differentiates between “slow-onset” and “sudden-onset” disasters. Sudden-onset dis-
asters occur quickly and with little to no warning. Slow-onset disasters have a longer period of
buildup, and extend for greater periods of time. [3].

6 http://www.unocha.org/what-we-do/coordination-tools/cluster-
coordination

http://reliefweb.int/disaster/tc-2013-000139-phl
http://www.imf.org/external/country/phil/index.htm?type=9988
http://www.infoasaid.org/guide/philippines/telecommunications-overview
http://www.infoasaid.org/guide/philippines/telecommunications-overview
http://business.inquirer.net/111607/telcos-report-record-number-of-customers
http://business.inquirer.net/111607/telcos-report-record-number-of-customers
http://www.mediabistro.com/alltwitter/twitter-top-countries_b26726
http://www.mediabistro.com/alltwitter/twitter-top-countries_b26726
http://www.unocha.org/what-we-do/coordination-tools/cluster-coordination
http://www.unocha.org/what-we-do/coordination-tools/cluster-coordination


Social Media for Rapid Assessment of Sudden Onset Disasters 447

communicating with the public, and monitoring progress.7 Our goal in this research is
to use OCHA’s needs as the lens through which we examine Twitter communications
broadcast during Typhoon Yolanda. In addition, we examine data compiled from inter-
views with OCHA employees and consider how information communicated via Twitter
may (or may not) be used by aid organizations, and how advocates within the UN who
strive to incorporate social media data into their assessments and decision-making pro-
cess can further their cause.

In response to disasters, the international humanitarian community undertakes a se-
ries of actions called the “Humanitarian Program Cycle.” OCHA manages the cycle
while working with additional agencies, NGOs, and other technical bodies. One of
the goals of the program cycle is to issue a MIRA (Multi Cluster/Sector Initial Rapid
Assessment) report two weeks after disaster onset.

2.1 The MIRA Framework

The MIRA framework specifies how to quickly assess the needs of affected populations,
and assign responsibilities to various response agencies soon after disaster impact.8 The
goal of MIRA is threefold: 1) to systematically collate and analyze secondary data to
provide an accurate-as-possible understanding of the situation; 2) to perform a “com-
munity level assessment,” where aid workers and volunteers interview and talk with
affected populations to gather primary data, and; 3) to bring data together into a coher-
ent picture that provides decision makers with a current report that incorporates infor-
mation from the various clusters and allows them to have a common understanding of
the situation. The MIRA process starts during the immediate post-impact period ([7,
page 8]) of sudden-onset disasters.

The first step in the MIRA process is to produce a “Situation Analysis” report, writ-
ten and released within the first 48 hours after impact. It starts with an overview that
includes crisis severity, priority needs, and government capacity to respond. This is fol-
lowed by the “humanitarian profile,” which describes the population, estimated number
of affected people, and casualties, among other details.

The Situation Analysis is comprised of “secondary data,” and “primary data.” Sec-
ondary data describe the population of concern under typical circumstances (i.e. poverty
level), as well as data that have been collected from sources such as mainstream media
and satellite imagery. The secondary data form an up-to-date picture of the situation
that provides a common understanding among stakeholders. Primary data are collected
on the ground in the immediate aftermath of the disaster. Teams of aid workers and
volunteers conduct interviews with “key informants,” i.e. those who are most likely to
know the current state of the population, what are the most pressing needs, and how
vulnerable populations are affected.9 Due to the quick turnaround necessary to produce
the Situation Analysis, and the potential for Twitter communications to provide data

7 http://www.unocha.org/what-we-do/coordination/overview
8 https://docs.unocha.org/sites/dms/Documents/mira final
version2012.pdf

9 OCHA recruits key informants knowing that they will obtain a purposive sample of data
sources that are not necessarily representative of the affected population.

http://www.unocha.org/what-we-do/coordination/overview
https://docs.unocha.org/sites/dms/Documents/mira_final_version2012.pdf
https://docs.unocha.org/sites/dms/Documents/mira_final_version2012.pdf
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that is potentially useful as well as broadly representative of population needs in those
first 48 hours of response, we focus on this aspect of the MIRA process.

2.2 Situation Analysis of Typhoon Yolanda

The Situational Analysis for Typhoon Yolanda [2] was released on November 10, 2013.
It starts with a list of six priority needs, and goes on to provide a high-level overview
of the current situation in hard-hit cities, explaining where people are without food
and water, where electricity is not available, and what areas are inaccessible. Sources
include the Philippines’ government, Red Cross, Atmospheric, Geophysical and Astro-
nomical Service Administration, and Department of Social Welfare and Development,
in addition to existing demographic and census data.

This Situation Analysis also includes points such as “typical assistance needs,” how
impact “may” affect the local population, and how the typhoon “can” cause additional
complications and problems. i.e. much of this report is based on previous knowledge of
similar events, and describes what is likely to happen, and where supplies and services
will typically be needed, but it does not include first-hand accounts of the situation.
This is not a criticism of OCHA—it is not possible for any individual nor organization
to grasp the situation on the ground so soon after a large-scale disaster that affects mil-
lions of people, across a large geographical area. OCHA’s reliance on past experience
and expected needs is necessary in the first days after disaster impact, when getting
substantial data about the situation on the ground is so difficult.

Given the difficulty of assessing a disaster situation in such a short time period,
OCHA is open to using new sources—including social media communications—to aug-
ment the information that they and partner organizations so desperately need in the first
days of the immediate post-impact period. As these organizations work to assess needs
and distribute aid, social media data can potentially provide evidence in greater numbers
than what individuals and small teams are able to collect on their own.

2.3 Social Media Experiment in Typhoon Yolanda

OCHA attempted to gain information from Twitter communications during the immedi-
ate post-impact period of Typhoon Yolanda, to triangulate and/or augment information
they had from other sources. The social media data OCHA employees had access to
during the crisis were gathered and analyzed by MicroMappers.10

MicroMappers is a digital volunteer organization devoted to annotating and map-
ping tweets (and other data) produced during disasters. In the case of Typhoon Yolanda,
OCHA contacted MicroMappers to see what information they could gain from Twitter
communications. Starting on November 7, 2013 at 19:28 (GMT) engineers began to
collect tweets that contained specific keywords that described the typhoon and/or re-
lief efforts. Data collection continued until November 13, 2013 at approximately 12:00
(GMT). Details are provided in Section 4.1.

A set of tweets sent between the start of the collection and November 10, 2013 (at
07:00 GMT) were first sampled for quick response efforts on behalf of MicroMap-
pers. These tweets were uploaded to the MicroMappers platform for volunteers to read

10 http://www.micromappers.org/

http://www.micromappers.org/
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and label based on the information they contained. A total of 3,678 tweets were la-
beled by volunteers. The categories volunteers used to label tweets at this early stage
in the response efforts are detailed below. These categories were quickly identified dur-
ing the typhoon response by MicroMappers volunteers working around the clock to
label and organize information communicated via Twitter; they do not claim these cat-
egories were all-encompassing, nor that they were representative of all tweets about the
typhoon. The three categories that appeared to be most salient in the immediate post-
impact period, and which MicroMappers used to start their tweet-labeling procedure
were:

– Infrastructure Damage: Information about destruction and/or damage of roads,
bridges, buildings; disruptions to basis services, e.g. hospitals.

– Community Needs: Information about shelters, food, location of missing persons,
water, and hygiene.

– Humanitarian Support: Information about deployment of aid, recovery services,
and in-kind donations and contributions of goods and services.

In addition, volunteers produced a map including 600 of these tweets that were asso-
ciated to a location based on geographical references contained in them. All the labeled
tweets were then sent to OCHA for further analysis.

The Situation Analysis for Typhoon Yolanda mentions the Twitter data provided by
MicroMappers, and includes approximately one page about social media data. This sec-
tion on social media shows a general map containing data produced by MicroMappers
volunteers. However, no specific information about tweet content is provided.

As expressed by the OCHA staff interviews we describe in the following section,
OCHA’s hope was that social media data could contribute to a better understanding of
the situation on the ground in these three specific areas. However, at the time the Situa-
tion Analysis was published, they did not have sufficient data. Later analysis of the Ty-
phoon Yolanda MIRA report and additional documents do not indicate that OCHA was
able to garner additional information about these topics from social media communica-
tions. However, OCHA is hopeful that future disaster response efforts will successfully
involve social media data.

3 Information Management in Practice

To better understand disaster response from OCHA’s perspective, and how they per-
ceive social media data in these situations, we interviewed OCHA employees about
their experiences during the response to Typhoon Yolanda, and about the potential for
social media data vis-à-vis response efforts going forward. OCHA staff described the
procedures they follow, spoken candidly about the challenges they face when respond-
ing to disasters, and worked with us to formulate ideas on how to best use social media
data when responding to disasters.

3.1 Information Management Roles

The OCHA employees tasked with “information management” during disaster situa-
tions are “information management officers” or “IMOs,” as well as “humanitarian af-
fairs officers,” or “HAOs.”
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The duties of IMOs and HAOs in disaster response are to drive coordination. Differ-
ent IMOs and HAOs have different skill sets, but as a group, they are tasked with gather-
ing data, liaising with various cluster leaders, communicating with volunteers, updating
databases and common data repositories, and producing a variety of documents. In the
immediate aftermath of a disaster, they often experience “ad-hoc craziness” brought on
by a need to complete myriad tasks in a short period of time [27]. Additionally, they
answer requests from all manner of stakeholders, and are responsible for writing reports
that provide up-to-the-minute information.

When IMOs and HAOs collect data in the field, they focus on eight themes that
guide the MIRA framework: 1) drivers of the crisis and underlying factors; 2) scope of
the crisis and humanitarian profile; 3) status of populations living in affected areas; 4)
national capacities and response; 5) international capacities and response; 6) humanitar-
ian access; 7) coverage and gaps; 8) strategic human priorities. The MIRA framework
includes specific questions that coincide with each of these themes to guide OCHA
employees, as well as others who may be working with them, to collect data.

3.2 Interviews with OCHA Staff

As yet, social media data are a somewhat amorphous source of information for OCHA.
The population of OCHA staff who can speak to the use of social media data in disaster
response is relatively small; thus, we were able to secure interviews in person, and
via phone, with four OCHA staffers. While we recognize the small sample size, we
nevertheless stress that—together with the documentation we analyzed—the insight and
firsthand knowledge we gained by speaking to these interviewees provides a sufficient
backdrop regarding the potential benefits and hindrances to using social media data,
particularly in the large, multi-organization coordination efforts that OCHA undertakes.

Our first interview was with an OCHA staffer in New York, NY, United States, who
we refer to as O1. O1 provided us with a big picture view of what OCHA staff are
responsible for when they deploy in disaster situations, and also gave insight into the
Typhoon Yolanda response effort. S/he laid out the initial background information re-
garding the role of OCHA, the types of information they need to collect and organize
when assessing a situation, and how they usually perform the myriad tasks for which
they are responsible. Our discussion with O1 provided us with the foundational infor-
mation we needed to understand what OCHA does, and helped us frame questions and
points for discussion for our subsequent interviews.

Our next interview was with an HAO based in Geneva, Switzerland (who we refer
to as O2). His/her job in the first 48 hours after impact is to quickly compile as much
information as possible about the area of impact and the current situation, organize it
into a coherent narrative, and present it in a Situation Analysis.

For Typhoon Yolanda, in addition to the traditional sources that OCHA turns to, O2
and his/her colleagues were also open to seeing what information they could gain from
Twitter data. They received the dataset of 3,678 labeled tweets from MicroMappers,
in which each tweet was associated with one of three categories of information de-
scribed in the previous section. O2 and colleagues looked at the content of these tweets;
their impression was that around 200-300 of them provided what they considered rel-
evant information. In addition, they found that reading and analyzing tweets was an
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interesting exercise, but it was very time consuming. During those initial hours of dis-
aster response, so much work needs to happen so quickly that the OCHA employees
who responded to Typhoon Yolanda are not sure the social media data augmented what
they already knew. Overall, in this case, they felt “the time investment was too high.”
O2’s experience speaks to the need for a way to process social media data that addresses
and centers on their specific information requirements. In other words, O2 is implying
that s/he needs to get Twitter data that are processed from a “top-down” perspective.

O2 was working from UN headquarters in Geneva during the days after Typhoon
Yolanda made impact, and produced the Situation Analysis from there. Subsequently,
O2 traveled to the Philippines after the Situation Analysis was released, and continued
to work on the MIRA report, which is published two weeks after impact. During the
time in the Philippines, s/he had access to the primary data that were collected from
in-person interviews with key informants, and additional sources of local knowledge.

O2 observed that in comparing social media data to primary data, there seemed to
be a considerable bias in the social media data toward those located in urban areas,
with access to telecommunications networks.11 However, despite the (well-understood
and often inherent) bias of social media data, eyewitness accounts, first-hand knowledge
and additional useful information captured via social media can still augment situational
awareness, and OCHA is aware of this.

Subsequent discussions with HAOs and IMOs have provided further insight into
the difficulty OCHA employees face when they perform a rapid needs assessment and
write the Situation Analysis; getting a handle on the needs of a large population (i.e.
millions of people) that has been severely affected by a disaster is a monumental task.
IMOs, HAOs and other UN employees are ready and willing to use any viable source of
information available to help them better understand and assess these situations. They
want to use social media data; the question is how to provide them with these data in
a timely, easily understandable format that they can use to triangulate and/or augment
other sources within the immediate post-impact period—and which correlate to the
specific information they are seeking.

Another interview with a OCHA employee (an IMO based in Geneva who we refer
to as O3) revealed further difficulties with including social media data into disaster
response procedures. Though O3 sees great potential in incorporating social media data
in disaster response, s/he points out that using social media as a bona fide source of
information in crises is a tough sell to UN management. O3 points to the notion among
many at the UN is that social media data are more likely to contain “bad,” “false,”
or “unverified” information persists. S/he also pointed out the problem of information
expiration—information that is posted on social media sites often has a short period of
time during which it is “true,” or “actionable.”

In further discussion, O3 also stressed that the role of UN agencies in disaster is not
to respond to individual requests. If OCHA staff see a tweet about a trapped family,
or where someone needs medical attention—regardless of whether the information is
verified—they are not in a position to act upon such information. Rather, OCHA seeks
a collective view of the situation, particularly with respect to the eleven clusters, and
with respect to the location of various needs.

11 This bias has been observed in other domains, particularly politics, see e.g. [8, 20].
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In OCHA’s view, social media data could contribute to this type of assessment by
e.g. counting how many tweets are being sent (or not) from particular areas, how many
tweets mention the need for food, water, or other supplies, and to locate tweets con-
taining specific information about macro-level population needs, e.g. “2,000 people in
<village> are affected by the typhoon—all need shelter.” This assessment is provided
by another interviewee—O4, an IMO also based in Geneva—who points to the potential
for Twitter data to “complete the picture” when OCHA is trying to gain an overview of
the situation and ascertain how to coordinate and activate the various cluster agencies.

Equipped with this understanding of how social media data can be of most use to
OCHA, we show how current technologies can be used to develop reports of social
media data that could be readily incorporated into OCHA processes, with a focus on
humanitarian clusters and regional location of needs.

4 Data Analysis

Having spent time with OCHA staff who are open to using social media data, our next
step was to perform an analysis of a separate dataset of tweets collected during Typhoon
Yolanda (i.e. different from the datset that was labeled by MicroMappers.) Our express
goal was to identify information that coincides with the UN humanitarian clusters. We
then determined how Twitter data compares to and/or augments the information the
IMOs and HAOs are typically able to collect within the first 48 hours of a disaster.

4.1 Data Collection and Pre-processing

To obtain a set of tweets sent during Typhoon Yolanda that were likely to include in-
formation about the event, we performed a keyword search using Twitter’s Streaming
API; keywords included: “YolandaPH,” “Yolanda,” “RescuePH,” “TyphoonHaiyan,”
and many more that were identified during the typhoon by colleagues who were closely
monitoring the Twitter stream as the event unfolded.12 The keyword search resulted
in a dataset of 2,302,569 tweets from November 7, 2013 19:28 (GMT) to November
13, 2013 12:00 (GMT), as shown in Table 1. Though many tweets about the typhoon
were posted weeks after this time period, we stopped data collection on November 13
at 12:00 (GMT) because our OCHA interviewees stated that this six-day period would
be of most interest to them. Further, we divided the dataset into two periods.

The first period represents the time frame OCHA considered for the Typhoon Yolanda
Situation Analysis report. This period within our dataset consists of 1,173,850 tweets.
In addition to the first set of tweets, we also consider tweets posted during the next 48
hours after the first period. The second period is from November 10, 2013 20:31 (GMT)
to November 13, 2013 12:00 (GMT), and contains 1,128,719 tweets. We include tweets
from this second time period in our analysis to determine: (i) to what extent the infor-
mation posted on Twitter changes after the initial period, and (ii) to what extent those
changes may affect OCHA’s ability to gain situational awareness information that may

12 More details on the data collection, including sampled keywords, are included in the data
release, see URL at the end of this paper.
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Table 1. Breakdown of tweets into two time periods

Period Start (GMT) End (GMT) # of Tweets

First Nov. 7, 2013 19:28 Nov. 10, 2013 20:30 1,173,850
Second Nov. 10, 2013 20:31 Nov. 13, 2013 12:00 1,128,719

Total 2,302,569

be included in later reports (i.e. the MIRA report, and other reports that are generated
after the Situation Analysis is released.) It was only after all tweets were collected and
we had done some preliminary analysis that we spoke with OCHA employees.

4.2 Automatic Classification by Region

The Philippines are divided into seventeen different regions, or administrative divisions.
The UN breaks down its analysis per region, as shown in Table A1 (in the Appendix).
The information in this table is based on the most complete data provided by the UN,
which they released on November 23, 2013. Regarding the UN-provided data, some
regions have no data available; these regions were either unaffected, or no data were
provided about them. Previous work points to social media activity increases in regions
affected by a disaster [6, 24]. However, this is not always the case, as frequency of
social media postings can increase in areas that are not strongly affected by a disaster.

We measure to what extent the number of tweets sent from particular regions cor-
relate with amounts of damage or number of affected people. We classify tweets by
region using two strategies. First, by geolocation, for tweets that include GPS coor-
dinates, which are added by mobile clients when the user enables this functionality.
Second, by keyword, i.e. we considered all tweets that mentioned the name of a region
or the name of any municipality in that region. Table A1 shows the results. We note
that while the activity on Twitter was in general more significant in regions heavily af-
fected by the typhoon, the correlation is not perfect. For instance, there are more tweets
from the National Capital Region and from CALABARZON, which were not among
the most affected, than from the Bicol Region, were more than half a million people
were affected. Though our results show that classifying tweets by region was not a reli-
able undertaking in this particular case, we maintain that it is a worthwhile exercise, as
it can prove useful in some circumstances [21, 22, 24].

We also attempted to measure these correlations in relative terms, e.g. by expressing
the affected people as a percentage of the population, and/or by expressing the number
of tweets in proportion to the tweets “normally” present in each region (using a data
sample from one month prior to the crisis). Results were similar, in terms of showing
some correlation but not a perfect one. We did not expect that tweets would predict
the number of affected people per region, for the same reason that they do not predict
winners in political elections [8]. Again, we see an example that likely points to bias
in the Twitter data; urban, affluent, tech-savvy people are more capable of posting to
microblogging services than rural, poor populations. Knowing that these biases exist
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Table 2. Initial classification task on a sample of tweets posted during Typhoon Yolanda

Category Human Labeled Automatically Labeled

Informative 845 42% 1,109,480 48%
Not informative 613 31% 661,228 29%
Not related 542 27% 531,861 23%

and are likely to continue is critical for OCHA to take into account as they work to
incorporate social media data into future response efforts.

4.3 Automatic Classification

We implement supervised machine learning to perform automatic classification of tweets.
In this approach, a relatively small number of human-labeled items are used to train an
automatic classification system (this is the “training set”). Then, this automatic classifica-
tion system that has been trained on human-labeled data is used to classify the remaining
tweets.

Automatic Classification of Informative Tweets. We filtered the datasets to identify
messages that might contain useful information using the supervised classification ap-
proach of Random Forests. Tweets were first converted to binary feature vectors in
which each word (unigram), or a sequence of two consecutive words (bigram), is a
coordinate in the vector ( [15, 28]). A random sample of 2,000 tweets was used as a
training set. The choice of the learning approach, features types, and training set size
was based the empirical evidence presented in [16]. We used crowdsourcing services
from CrowdFlower, which provided us with workers who labeled tweets with the ap-
propriate category. Workers were given the following instructions:13

Indicate if the item contains information that is useful for capturing and understanding
the situation on the ground:
A. Informative: contains useful information that helps you understand the situation.
B. Not informative: refers to the crisis, but does not contain useful information that

helps you understand the situation.
C. Not related to this crisis.

Two out of three workers’ agreement was required to finalize a label.
Results are in Table 2. The resulting classifier has an AUC of 0.89, measured using

10-fold cross validation, which indicates fairly high classification accuracy. 14

13 CrowdFlower is an online crowdsourcing service that allows clients to upload tasks
with instructions, which Crowdflower workers are then paid to complete: http://
crowdflower.com/

14 AUC is Area Under Receiver Operating Characteristic curve, 50% means a random classifier
and 100% means a perfect classifier. We do not use accuracy, as it is misleading in this context.

http://crowdflower.com/
http://crowdflower.com/
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Table 3. Classification of informative tweets posted during Typhoon Yolanda, according to the
Humanitarian Clusters Framework. Up/down arrows indicate relative increase/decrease of 50%
or more in period 2, proportional to the total number of tweets in each period.

Human Labeled Automatically Labeled
Cluster (period 1) (period 1) (period 2)

Food and nutrition 54 4,712 39,448 ↑
Camp and shelter 41 1,870 8,470 ↑
Education and child welfare 50 18,076 22,198 ↓
Telecommunication 90 8,002 5,899 ↓
Health 57 1,008 2,487 �
Logistics and transportation 51 2,290 3,259 �
Water, sanitation, and hygiene 31 1,210 82,568 ↑
Safety and security 87 7,884 4,970 ↓
Early recovery 216 14,602 46,388 �
None of the above 1,323 382,906 451,122 ↓
Total 2,000 442,560 666,809

Automatic Classification into the Cluster Framework. Next, we again turned to
crowdsource workers to perform manual labeling, and used the output to train an auto-
matic classifier.15

To reduce the amount of false positives—i.e. messages automatically classified as in-
formative, but not containing useful information—we imposed the constraint that classi-
fication confidence must be higher than 0.8. The first data period yielded 270,781 tweets
(23% of tweets during that period), from which 2,000 tweets were sampled uniformly
at random and labeled according to the humanitarian clusters (the same constraint in
the second data period yields 351,070 tweets: 53% of tweets during that period, which
suggest an increase in informative content, consistent with Table 2).

Results of both the manual and automatic classification are shown in Table 3, where
we also indicate whether there is an increase or decrease of 50% or more in the pro-
portion of messages in each cluster. In the first time period (roughly the first 48 hours),
we observe concerns focused on early recovery and education and child welfare. In the
second time period, these concerns extend to topics related to shelter, food, nutrition,
and water, sanitation and hygiene (WASH). At the same time, there are proportionally
fewer tweets regarding telecommunications, and safety and security issues.

In general, Table 3 shows a significant increase of useful messages for many clusters
between period 1 and period 2. It is also clear that the number of potentially useful
tweets in each cluster is likely on the order of a few thousand, which are swimming
in the midst of millions of tweets. This point is illustrated by the majority of tweets
falling into the “None of the above” category, which is expected and has been shown in
previous research [29].

15 For this Crowdflower labeling task, we grouped “camp management” and “shelter” clusters
together, and “food security” and “nutrition” clusters together for clarity, which gave us a total
of 9 cluster categories from which workers could choose.
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4.4 Drilling Down into Clusters: Topic Models

OCHA staff indicated their preference for being presented with aggregate information,
as opposed to a list of individual tweets. In this section, we examine how informa-
tion relevant to each cluster can be further categorized into useful themes. We employ
topic modeling using Latent Dirichlet Allocation (LDA) [18]; a common method used
to analyze datasets of thousands or millions of documents, and whose application to
disaster-related tweets is described in [17].

Results of the topic modeling, including example tweets and representative words
according to the LDA algorithm, are in Table A2. Due to a small number of items
in the clusters, two themes were generated for most of them. However, some clusters
e.g. “telecommunications, safety and security” resulted in only one theme because the
majority of tweets in that cluster mention the same words/information.

Topic models allow us to quickly group thousands of tweets, and to understand the
information they contain. In the future, this method can help OCHA staff gain a high-
level picture of what type of information to expect from Twitter, and to decide which
clusters or topics merit further examination and/or inclusion in the Situation Analysis.

Feedback from the UN. To find if we were on a helpful path regarding our post-hoc
analysis of Typhoon Yolanda Twitter data, we asked OCHA staff to look at the infor-
mation we present in Table A2. We provided a description of the data, and explained
that though the data are from a past event, we were concerned with whether they could
use this type of information in future events.

Feedback was positive and favorable. Regarding the information in Table A2, O4
said: “it could potentially give us an indicator as to what people are talking most about—
and, by proxy, apply that to the most urgent needs.” O4 goes on to say “There are two
places in the early hours that I would want this: 1) To add to our internal “one-pager”
that will be released in 24-36 hours of an emergency, and 2) the Situation Analysis: [it]
would be used as a proxy for need.” Another UN staffer, who works for a non-OCHA
sector in disaster response, stated: “Generally yes this [information] is very useful, par-
ticularly for building situational awareness in the first 48 hours.” One staffer (O1) did
express concern that this level of analysis may be too general for some applications,
saying that “the [topic] words seem to general.” However, s/he went on to say that the
table gives a general picture of severity, which is an advantage during those first hours
of response. This validation from UN staff supports our continued work on collecting,
labeling, organizing, and presenting Twitter data to aid humanitarian agencies with a
focus on their specific needs as they perform quick response procedures.16

5 Discussion

Twitter is established as a place to communicate, gather and disperse information, and
gain situational awareness during disasters. Furthermore, research suggests that there
is abundant useful information broadcast on Twitter during mass emergencies [14, 21,
26, 29]. This has led many within OCHA to view Twitter communications as a way to
triangulate what they know from other, more conventional, sources.

16 We were unable to get feedback from all staff we interviewed earlier due to field deployments.
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5.1 Obstacles

Emergency responders face technological and organizational barriers to the adoption of
social media in their processes, including a growing need for institutional change [10].
OCHA has an overwhelming amount of work to do when tasked with assessing a crisis,
identifying needs, and distributing reports that provide an overview of the situation.
Social media communications are yet another item on the lengthy list of sources for
them to consider when attempting to gain an accurate understanding of a crisis situation.

This is an obstacle noted by others: “Even when good data is available, it is not
always used to inform decisions. There are a number of reasons for this, including data
not being available in the right format, not widely dispersed, not easily accessible by
users, not being transmitted through training and poor information management. Also,
data may arrive too late to be able to influence decision-making in real time operations,
or may not be valued by actors who are more focused on immediate action.” [1]

Concerns about veracity of social media information were also voiced. These issues
are not unlike those faced by Public Information Officers (PIOs) in the United States
who also wrestle with knowing if they can trust information that is found on social
media. [10]. However, regardless of the questions around “truth,” and “trust,” it is clear
that social media data can be used to augment situational awareness. [26, 29].

5.2 Recommendations

Providing social media data to humanitarian organizations requires, first and foremost,
an understanding of how those humanitarian organizations work. Organizations that
have existed for decades will rarely re-invent themselves around a new technology.
However, they can be guided toward making new tools and data an established feature
of their processes. In this sense, OCHA staff cited the need to know what they are likely
to find—and not find—on social media when they are in the midst of a response.

The next consideration is to present the information in a format that answers target
users’ questions. OCHA staff are supportive of incorporating social media in their pro-
cesses, but they need data to be presented in a format that is easily consumable. This
echoes concerns expressed by Public Information Officers interviewed by Hughes [10],
who also note the complexity of social media as an information space. OCHA does not
want to read thousands of tweets; they require a high-level snapshot that explains the
Twittersphere, and which they can use to augment their assessment of the situation.

This research has shed light on the fact that providing the “big picture” of a crisis
situation via an analytic view of tweets is helpful to OCHA, and potentially other aid
agencies. While we do not deny the value of information found in individual tweets,
organizations such as OCHA require a higher-level overview of the activities and be-
haviors that play out on Twitter in the immediate post-impact period of a disaster. There-
fore, we suggest presenting results in multiple levels. For example, a higher level shows
the number of tweets per geographical region, followed by the number of tweets per
cluster, and the topics inside each cluster (the scheme we have followed in this paper).

Finally, it is important to have the right systems in place. Given the consensus among
OCHA staff that social media data are particularly valuable during the early hours
of a disaster, real-time acquisition and analysis of data is critical. This involves large
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amounts of time and effort on behalf of many people, so in addition to digital volunteer
platforms such as MicroMappers—which employs humans as a sole source of informa-
tion processing—we have pointed to other systems that perform real-time social media
analysis using supervised machine learning, and which incorporate humans in the pro-
cess when required [13, 19].

Data Release. The data we collected is available for research purposes at
http://crisislex.org/.

Acknowledgments. The authors wish to thank Patrick Meier and the UN participants.
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Appendix

In this appendix, we include details of people and houses affected by a disaster, compared with
geo-located tweets by region (Table A1). We also include details of the results of topic modeling
for each UN Cluster (Table A2).

Table A1. A chart showing the number of affected people and houses per region, compared with
both the number of tweets geo-located in that region (“by geolocation”), as well as the number
of tweets that contain a region or municipality name (“by keywords”). Source: United Nations
Typhoon Yolanda data reports, November 2013.

OCHA Information Number of Tweets
Region designation and name Affected people Affected houses By geolocation By keywords

I Ilocos Region – – 228 189
II Cagayan Valley – – 344 1,905

III Central Luzon – – 705 575
IV-A CALABARZON 27,076 840 2,034 2,524
IV-B MIMAROPA 425,903 33,499 150 1,339

V Bicol Region 695,526 12,129 1,372 1,214
VI Western Visayas 2,694,031 476,844 14,110 6,329

VII Central Visayas 5,180,982 101,789 19,075 7,938
VIII Eastern Visayas 4,156,612 504,526 1,110 19,224

IX Zamboanga Peninsula – – 25 165
X Northern Mindanao 19,592 20 381 2,174

XI Davao Region 5,175 40 847 1,217
XII SOCCSKSARGEN – – 74 39

XIII Caraga 45,063 549 198 660
ARMM Autonomous Region in

Muslim Mindanao
– – 175 442

CAR Cordillera Administra-
tive Region

– – 353 1,428

NCR National Capital Region – – 2,211 15,909
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Table A2. Results of topic models with two topics per cluster. We include representative topic
words generated by the topic model algorithm, and one example tweet per topic.

Number of Tweets
Cluster (period 1) (period 2) Topic Words Example Tweet

Food and
nutrition

2,340 17,559 food, need, please, goods,
relief, help, volunteer

Multi-climate ration packs or healthy army food. Folks need

practical food specially the kids @sarah-meier @USArmy

#yolandaPh #urgentneed

2,372 21,889 donate, food, wfp,
families, water

RT @radikalchick: Red Cross asks for help from police / mil-

itary. their trucks w/ food and water for 25000 families are

stopped in Tanauan

Camp and
shelter

846 3,447 homes, destroyed, areas,
relief, moving, many

Roxas says many homes in Leyte’s coastal areas destroyed:

They’re like matchsticks that were flung inland & talagang sira

1,024 5,023 shelter, seek, millions,
apart, super, rise, super

Super typhoon Haiyan slams central Philippines millions seek

shelter Read more: http://.../

Education
and child
welfare

14,153 12,275 suspended, today,
classes, work

RT @AdamsonUni: Classes and work at all levels are sus-

pended today Nov 8 in anticipation of Typhoon Yolanda. Stay

safe Adamsonians. #wala

3,923 9,923 relief, kids, help,
support, emergency

Support UNICEF. emergency relief efforts for kids in the

#Philippines. How to help:http://.../ #Haiyan http://.../

Telecom-
munications

8,002 5,899 satellite, call, image,
mtsat, officials, countries

MTSAT enhanced-IR satellite image of #YolandaPH as of

2:30 am 09 November 2013: http://.../ via @dost pagasa RT

@govph

Health 542 1,030 medical, doctors, help,
volunteer, charities, team

MSF emergency & medical teams continue to closely monitor

the #Typhoon #Haiyan situation and are ready to respond to

needs

466 1,457 supplies, red cross,
hospital, medical, send

@KarloPuerto: Davao City 911 sends rescue and medical

equipment and personnel to Tacloban City #YolandaPH

Logistics
and transport

1,138 1,649 goods, help, repack RT @DepEd PH: DSWD needs volunteers to help repack re-

lief goods. Call DSWD-NROC at 851-2681 to schedule your

shift. #YolandaPH http://.../

1,153 1,609 roads, river, affected,
debris

Debris on roads in Tacloban is blocking delivery of aid

from airport to victims of Typhoon #Haiyan in #Philippines

http://.../

Water,
sanitation,
and hygiene

613 34,825 water, clean, need,
food, supply

Heard from @ExtremeStorms who is still in Tacloban. Desper-

ate need for drinking water. Need for military ship & supplies

#haiyan #yolanda

596 47,743 donate, clean, water,
millions, appeal

No potable water supply power outage & impassable roads in

Leyte. Immediate needs r clean water food & shelter-staff in

OrmocMai #haiyan

Safety
and security

7,884 4,970 safe, dead, killed, ridicu-
lous

7000 kid’s parents have been killed by the storm in the Philip-

pines and #StayStrongJustin is trending... Ridiculous http://.../

Early
recovery

14,602 46,338 donate, relief, efforts,
support, donations, goods

Doing relief efforts now for #YolandaPH. Need free shipping

line info. @indayevarona @juanxi @kwittiegirl
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Abstract. This work investigates in-depth the communication practices
within a workplace to understand whether workers interact face to face or
more indirectly with email. We analysed the interactions to understand
how these changes affect our work (productivity, deadlines, interesting
task) and our wellbeing (positive and negative affective states),by using
a variety of data collection methods (sensors and surveys). Our analysis
revealed that overall email was the most frequent medium of commu-
nication, but when taking into account just the communication within
working hours (8am to 7pm), that face to face interactions were preffered.
Correlation analysis revealed significant relationships between Affective
States and Situational Factors while Longitudinal Analysis revealed an
impact of communication features and measures of self reported Pro-
ductivity and Creativity. These findings lead us to believe that different
communication processes (synchronous and asynchronous) can impact
Positive and Negative Affective States as well as how productive and
creative you feel at work.

Keywords: Communication, Organisational Psychology, Multimodal
Sensors, Growth Model.

1 Introduction

With constant developments in communication technology it has become im-
portant to examine the effects that this technology (smart phones, the virtual
workplace), has on our everyday lives, at home and in the workplace. Within
organizations, more and more workers are situated remotely from a designated
office space, which is an increasing trend [4]. What is required is a way to enhance
communication within an organization, due to the changing nature of its struc-
ture. A way to enhance communication is also necessary with the changes in how
workers interact and collaborate and the effectiveness of working in teams [18].
Research into this particular area is important to determine whether technology
helps or hinders our interactions with others. Within an organisation manage-
ment needs to use an appropriate media when communicating with employees
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or to communicate work-related information throughout the organisation [12] in
order to ensure worker productivity and satisfaction.

Previous research has focused on examining either email or face to face com-
munication, but not on both within the same research population. What is neces-
sary is to objectively examine the overall communication, face to face and email,
as much of what has already been found is based on opinion and the attitudes
of workers. This study will attempt to use a mixed methods approach utilising
linear mixed models and growth models for a more complete understanding of
how we communicate with others, also taking into consideration time varying
phenomena. The type of communication available to us are the most common
forms of interacting in a workplace, which are face to face interactions as well
as internal company emails.

All media are not equally effective and although each type of media for com-
munication has different characteristics, the reasons why managers choose one
media over another are not clear, despite significant research. Four major theo-
ries have been developed to try to explain the reasons for different media choices
for similar tasks [8], Media Richness Theory (MRT), Social presence theory, So-
cial construction theory and Structuration theory [22]. We will focus on Media
Richness Theory and a newer theory Media Synchronicity Theory which emerged
from it [9]. These two theories, aim to explain how different media can have an
impact, positive or negative, on communication, interactions and mood, due to
their ability to create a shared context and convey the correct meaning, allowing
for efficient communication practices, allowing us to better understand how to
investigate communication.

Media Richness Theory (MRT) argues that productivity performance im-
proves when team members use “richer” media for equivocal tasks [6]. This
is central to the study as it is expected that using different media for commu-
nicating and collaborating, within and between groups, can have a positive or
negative impact on the social interactions and mood of the participants. Media
Synchronicity Theory (MST) develops upon MRT to focus on the capability of
media to support synchronicity, such as, when individuals work together on the
same activity at the same time i.e., having a common focus. The key to effective
use of media is to match the media capabilities to the fundamental commu-
nication processes required to perform the task. Communication environments
that support high immediacy of feedback and low parallelism encourage the
synchronicity that is central to the convergence process, whereas communica-
tion environments that support low immediacy of feedback and high parallelism
provide the low synchronicity that is central to the conveyance process. Because
most work tasks require individuals to both convey information and converge
on shared meanings, and media that excel at information conveyance are often
not those that excel at convergence. Thus choosing one single medium for a task
may prove less effective than choosing a medium or set of media for the task,
which the group uses at different times in performing the task, depending on the
current communication process (conveyance or convergence) [7].

MST can be applied to the data findings to understand why different media
were used at different points of the study. This theoretical framework allows
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for better interpretation of the results of the study. By understanding that the
way we communicate changes due to the availability of the media to convey
the message in the most appropriate manner. This in turn allows us to give
meaning to the changing patterns of communication and the effect that they
had on the individuals over the course of the study. Many other theories have
been used in the past and developed to accommodate the changes that are
occurring within communication practices, however we believe that our choice
of theoretical framework best matches the aims of the project.

2 Related Research

Previous research has focused on examining either email or face to face communi-
cation, but not on both with the same research population. It has been found that
face to face interactions are of great importance for developing trust relationships
in the workplace which is beneficial for relationships among workers, and increas-
ing trust in the workplace has positive effects on weak relationships [10], [16]. Fac-
tors of trust need to be taken into account to be able to communicate effectively
[26]. With virtual communication, certain issues can become misunderstood and
come across as blunt without a context or shared working environment. The con-
text of an interaction is as important as the message itself and when possible face
to face communication is preferred even if electronic communication is available
[12]. In a study of communication and training of electronic engineers, the work-
ers felt that face to face communication develops a sense of community and allows
small problems to be discussed and fixed rapidly [28].

Studies of productivity in the workplace show that using extensive digital
networks can increase productivity by 7%; however, employees with the most
cohesive face to face networks were the most productive with an increased pro-
ductivity of 30 % [25]. In terms of working in group collaborations, email has
been researched extensively and along with all its advantages, there are many
disadvantages. High levels of emails can be stressful to try and manage. Due
to this, emails are becoming less used and wiki’s and blogs are becoming more
commonplace for collaborating on group projects [17], and minimising email can
actually improve communication. Features of electronic communication can be
used to informally discuss aspects of working life with a colleague, but while it
is a quicker form of communication it also is much less rich than face to face
contact [3]. A study using sociometric badges, combining quantitative and qual-
itative data, found that an elevated level of face to face interactions preceded
the launch of a new product, suggesting that this was the most effective form of
communication in this period [19]. It could be that more face to face interaction
at a certain stage was preceded by a successful outcome, while using email at
the same time resulted in less productivity, but at an earlier point in the project
it was a more common and efficient form of communication. This suggests that
different methods of communication are more beneficial for different stages of a
project and observing both email and Sociometric badge data can provide a less
biased understanding of inter-team collaboration patterns [19].
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Using sociometric badges along with survey data, as has been done in previous
research projects e.g. [23]; can be useful for investigating groups as they collab-
orate. Using a mixed methods approach we can better evaluate how effective
different methods of communication can be for the output of the project, as it
records personal (mood, personality state) as well as social (social interactions,
location) aspects of a person’s working day. The reason for investigating the dif-
ferent methods of communication within and between the groups involved in this
study is that the dynamics of research groups are constantly changing. Different
groups should use different methods based on what is necessary to get the work
done and in the method which works best for them, as the most effective means
of reaching a satisfactory outcome. Understanding when face to face communi-
cation is more beneficial to a team, to produce better results, can help improve
group interactions and collaborations. This is becoming a more important issue
with the increase of the virtual workplace where teams are distributed and have
to use alternative forms of communication, not just email but wiki’s, group web-
sites and shared files and document resources etc. By understanding the type of
communication that leads to a more positive outcome can help to increase the
effectiveness of media used by groups. A first step is to understand the impact of
communication on the individual and applying the knowledge gained in studies
like this to future studies on collaborative work.

3 Motivation of the Study

The aim of this project is to investigate communication in the workplace by
analysing first what media is preferred (email vs. face to face) and second whether
it has an effect on the pattern of interactions and mood of the participants in the
study, such as leading to more positive and happier workers. We hypothesise that
there will be a relationship between increased face to face interaction and positive
mood, which can lead to a better understanding of how different media are used
in organisations and their effectiveness in contributing to a positive working
environment and positive outcomes of work projects. In this study to differentiate
between communication mediums we will refer to two types of communicating
with others; a) synchronous (immediate, happening in real time, e.g., face to
face interactions) and b) asynchronous (delayed, when there is a gap between
sending and receiving a message, e.g., emails). The specific research questions
that this study aims at addressing are:
Question 1. What are the effects that technology has on friendships and formal
relationships in the workplace when communicating face to face, or when using
email as a primary medium of interacting.
Question 2. What are the effects that features of communication have on our
social relationships and how communication can have a positive or negative
impact on our well being, creativity and productivity.

Based on these research questions we form the following hypotheses:
Hypothesis 1. There will be more asynchronous (email) communication rather
than synchronous (face to face), reflecting the changes in how we interact and
communicate with each other.
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Hypothesis 2. There will be positive affect associated with synchronous com-
munication rather than asynchronous communication, such that more face to
face and close interactions will lead to reports of positive affect.

4 Dataset

The Sociometric Badge Corpus [21] collected data from fifty four (Female=6)
employees of a research centre over a six week period. The data collected by
the Sociometric badges [24] consists of face to face interactions (infra-red) and
social co-location (Bluetooth) as well as speech and bodily activity features.
Electronic communication (email) amongst participants was registered in terms
of email traffic (no content was saved to assure privacy) while all information
regarding the identity of the subjects was fully anonymised. Using Experiencing
Sampling methods [5] the participants filled in an online survey three times
daily if they were present at work (11am, 2pm and 5pm), the questions related
to affective states, personality, interactions (e.g. I was continuously interacting
with those around me) and situations (e.g. I had a deadline, What I was doing
was freely chosen by me). Furthermore, organisational information was collected
regarding the collaboration on projects and social ties of the participants. The
subjects were recruited on a voluntary basis to participate in the study and
signed an informed consent form approved by the Ethical Committee of Ca’
Foscari, University of Venice. The data were fully anonymised and participants
were assigned an identification number for anonymity. Logs of data on electronic
communication from social media (smartphones, personal email accounts, etc.)
could not be recorded, due to privacy concerns over the content of the data.

4.1 Experience Sampling Data

Participants were asked to fill in a 6-items shortened version of the Positive and
Negative Affect Schedule (PANAS) [29] three times a day (excluding week-ends).
The items that comprise the PANAS are the most general dimensions that de-
scribe affective experience. They are the components of the structure of affect
most often described by English language mood terms, and also make reference
to the “basic” emotions of anger, disgust, fear, happiness, sadness and surprise
[11]). Positive Affect and Negative Affect are the affective, emotional compo-
nents of psychological or subjective well-being [27]. Following Fleeson [14], they
were asked to respond to five situational items that described the interactional
context. These items were: 1) During the last 30 minutes, how many other people
were present around you? (“0, 1-3, 4-6, 7-9, 10 or more”); 2) I was continuously
interacting with the other people around me, 3) What I was doing was freely
chosen by me, 4) The deadline for what I was doing was very near and 5) What
I was doing was extremely interesting to me. Two items regarding their self
perceived Creativity and Productivity were also assessed. Due to the difficulty
of measuring productivity in research [2] we simply asked the participants how
Productive or Creative they felt in the past 30 minutes. We rely on the indi-
vidual’s subjective experience, however we found that the self reported values
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were within the normal range and no extreme within individual variation was
found. All of the information from the participants relates to the 30 minutes
before completing the survey. For full explanations of the dataset please see [21]
and [20].

Friendship and Collaboration Social Network. In order to examine the
communication by relationship the participants were divided into two groups;
“friends” and “colleagues”. The participants were asked to rate on a scale from 1-
Strongly Disagree to 7- Strongly Agree their answer to the question “I consider
this person a good friend of mine, someone I socialize with outside of work”.
Scores of 0 determined no relationship, scores of 1-3, “just colleagues”, while
neutral (4) and scores of 5-7 determined “friends”. The relationships were then
calculated as dyadic pairs. We collected a number of network measures that
examined the participants relationships with each other. However we believe that
the network on friendship was most applicable to our study on communication
within the group.

4.2 Sociometric Badge Data

For this study, from the Sociometric Badges Corpus, we used the infra-red hits
as a measure of face to face (synchronous) and email as a measure of electronic
(asynchronous) communication. As well as the communication we used the data
concerning, mood and context, which were recorded three times daily by means
of Experience Sampling surveys. We examined the communication patterns of
the participants as they went about their working day. The focus of the study
is 1) in how they communicated with each other (face to face or by email).
We were also interested 2) in whether their relationship with each other had an
impact on how they interacted, such as having more face to face interactions with
those who we consider friends. Then, 3) we wanted to understand whether the
communication patterns had an impact on self reported measures of affect and
4) further if these changes depended on the context of the situation as defined
by Fleeson [15].

Face-to-face Interaction - Infrared Sensor. The detection of another In-
frared (IR) sensor can be used a good proxy for face-to-face interaction. For
the IR sensor of one badge to be detected by the IR of another badge, the two
individuals must have a direct line of sight and the receiving badge’s IR must
be within the transmitting badge’s IR signal cone of height h ≤ 1 meter and a
radius of r ≤ htanθ, where θ = ±15o degrees. Infrared transmission rate (TRir)
was set to 1Hz. The amount of F2F interaction is defined as the total number
of IR detections per minute divided by the IR transmission rate.

Proximity - Bluetooth Sensor. Bluetooth (BT), and in particular the radio
signal strength indicator (RSSI), can be used as a coarse indicator of proximity
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between devices, hence people. In particular, by analyzing our data we found
that a BT hit with a RSSI value greater than, or equal to, −80 corresponded
to a physical distance between the two sensors, hence the two subjects, of less
than 3 meters (“strong signal”). Those BT hits can be taken as a good cue for
small groups of people gathering at a conversational distance, as in meetings.
We therefore distinguished between people being in close and in intermediate
proximity, where the former corresponds to an RSSI range of [−80,−60] (less
than one meter, according to our data) and the latter to an RSSI range of
[−85,−80] (one to three meters).

While IR hits imply actual interaction between two people, the strict detection
conditions (a direct line of sight and limited angles) mean that the device may
fail to capture actual interaction in several situations such as group meetings
(e.g., people sit around a big table) or when two interlocutors look at the same
object (e.g., screen, whiteboard). In addition to IR, BT proximity can be used
as a reliable method to sense face-to-face interaction with a low false negative
rate. When using Bluetooth proximity data, the challenge is how to reduce its
high false positive detection rate, which comes from its relatively long range
compared to the face-to-face interaction. With these points in mind, we chose
to combine both IR and BT data, for which we only keep BT hits with strong
signal strength (high RSSI value). In order to reduce the false positive hits both
from BT and IR, which were mostly due to the office arrangements. An office
collocation map was created in the form of an adjacency matrix, based on the
field knowledge regarding the institutes internal organisation.

Electronic Communication Data (E-Mail). The electronic communication
from participant to participant, was registered; the emails with multiple recipi-
ents were treated as multiple one-to-one communications in order to be able to
consider each exchange as similar to an one-to-one interaction in person. The
emails between each pair of participants were totalled to have a measure of the
strength of their (electronic) relationship.

5 Automatic Feature Extraction

In this work we move from the traditional static approaches in analysing com-
munication patterns to concrete behavioral cues automatically extracted from
wearable sensing devices. The sociometric and the e-mail data described pre-
viously provide the behavioral sequences that are aligned to the ground truth
for affective states and situational factors. In the following paragraphs, we dis-
cuss the features we identified to represent those behavioral sequences, clustering
them according to the sensor type they are based on. All the behavioral features,
Infra-red hits, bluetooth and emails were then normalised in order to compare
them to each other. All values representing the relationships between the pairs
of participants were divided by the maximum value. This gave the communica-
tion a value between “0” and “1” for both infra-red and email, “1” being the
maximum value, “0” being no interaction between the pair of participants.



Towards Happier Organisations 469

Face-to-face Interaction - Infrared Sensor. For each subject and for each
time window, we extracted: the number of people F2F interacting with the sub-
ject; the mean duration of the interactions; the number of friends the participant
F2F interacted with; the amount of time spent with them; the overall level of
the F2F interactions, computed as the fraction of friends over the total number
of people the subject had F2F interacted with, the level of global formality of
a given situation/window, computed as the fraction of collaborators who were
present over the total number of present people.

Proximity - Bluetooth Sensor. For each time window and for each subject,
we extracted: the number of people in close proximity based on the RSSI; the
mean physical distance from other subjects. Besides measuring co-location and
proximity between people, we also addressed spatial localization by means of 17
badges placed at fixed locations of common interest such as the organization’s
bar, cafeteria and meeting rooms. All Sociometric Badges, including base sta-
tions, broadcast their ID every five seconds using a 2.4 GHz transceiver (TRradio

= 12 transmissions per minute). Combining this information with the signal’s
strength, we extracted the amount of time spent at the canteen, at the the bar,
and at meetings. Moreover, exploiting information subjects had provided in the
initial survey about their acquaintances and friends, for each participant and
for each window we extracted: the number of friends each participant interacted
with; the amount of time spent with them; the level of global friendship of a
given situation/window, computed as the fraction of friends who were present
over the total number of present people. Similarly from the information subjects
had provided regarding their collaboration with the other participants in terms
of specific projects, for each participant and for each window we extracted: the
number of collaborators each participant interacted with; the amount of time
spent with them; the level of global formality of a given situation/window, com-
puted as the fraction of collaborators who were present over the total number
of people present.

Electronic Communication Data (E-Mail). For each subject and for each
time window, the following features were extracted: the number of e-mails they
received; the number of people they contacted; the consistency of the commu-
nication, defined as the average number of the emails sent per recipient; the
standardized mean length of the sent e-mails measured by the number of char-
acters used in the body of text; the mean number of recipients. Respectively, the
same features were calculated for the emails received by each of the participants:
the number of e-mails they received; the consistency of the communication, de-
fined as the average number of the emails received per recipient; the mean length
of the received e-mails measured by the number of characters used in the body
of text; the mean number of senders.
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6 Methodology

6.1 Linear Mixed Model Analysis

Multilevel models are fundamentally about modelling the non independence that
occurs when the individual responses are affected by group membership which
is further complicated with longitudinal analysis [13].

A linear mixed model can be represented as:

y = Xβ + Zu+ ε, (1)

where, y is a vector of observations, with mean E(y) = Xβ, β is a vector of
fixed effects, u is a vector of random effects with mean E(u) = 0 and variance-
covariance matrix var(u) = G, ε is a vector of IID random error terms with
mean E(ε) = 0 and variance var(ε) = R, X and Z are matrices of regressors
relating the observations y to β and u, respectively.

We have a typical multilevel dataset with repeated measures Dependent Vari-
able being the Communication features extracted from the data and the Indepen-
dent Variables being the Affective States and the Situations. After comparing the
communication types through Spearman correlations (Table 1), Linear Mixed
Models analysis was used to investigate if the communication patterns over time
had any effect on the self reported measures from the questionnaire data.

6.2 Growth Model Analysis

To further examine changes of communication and to compare it to Affective
States the data was analysed as a Growth Model [1]. We used this measure
to understand the relationship between the communication used by the partici-
pants, how it changed over the six week data collection period and what variables
were associated with the fluctuations in patterns. We assume that over the course
of the study there will be naturally occurring changes in the data and we are
interested in whether these changes are as a result of external factors such as the
context of the situation. We hypothesised that with changes in communication
there would be associated changes in Affective States allowing us to draw con-
clusions on the effect of communication practices within the organisation. The
type of analysis used is autoregressive correlation, which is a covariance struc-
ture used in multilevel models in which the relationship between scores changes
in a systematic way. The notation AR(“p”) indicates an autoregressive model of
order “p”. The AR(“p”) model is defined as:

Xt = c+

p∑
i=1

ϕiXt−i + εt , (2)

where ϕ1, . . . , ϕp are the parameters of the model, c is a constant, and εt is a
white noise process with zero mean and constant variance σ2

ε .
We used Time as a repeated measure for this study and was calculated as the

number of the survey out of the total possible number of surveys (n=90) taken
during the study. When the participants were absent from the workplace they
were not able to take part in the surveys, which lead to some missing data.
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7 Experimental Results and Discussion

7.1 Analysis of Variance (ANOVA)

Taking the total number of normalised hits and emails, and for both “friends”
and “colleagues” groups we ran a series of Analysis of Variance (ANOVA) tests
on the data to determine whether there were significant differences between the
communication types and then communication types by relationship. An exper-
imental design of 2 (Communication; Email, IR) x2 (Relationship; Colleagues,
Friends) Analysis of Variance (ANOVA) was carried out on the data with the
independent variable “Relationship” (Colleagues, Friends) and the dependent
variable “communication” measured as a score of the interactions (email and
IR) between the participants. The data considered all infra red hits and emails
between the participants for the study.

The analysis revealed a main effect of Communication F(51,1)=25.70, p <
.001, with more email than infra-red (3.15 vs. 2.00 ) and a main effect of Rela-
tionship F(51,1)=50.81, p < .001, with more interactions between friends than
colleagues (3.68 vs. 1.47). The analysis also revealed a significant interaction
between Communication and Relationship F(51,1)=6.31, p < .05 Fig. 1. The
interaction revealed that even though there was more email communication be-
tween the participants that the difference in the type of communication used
between colleagues was very large, email was used as a form of communication
much more than IR (2.26 vs. .65) while for friends the difference between the type
of communication was much smaller difference indicating that friends interacted
face to face nearly as much as they emailed (3.34 vs. 4.03).

As a second step we calculated the communication that was directly related
to the Experience Sampling data, aggregated into thirty minute segments. This
time frame was chosen as it was the time the participants were asked to consider
when filling in the questionnaire (e.g. in the last thirty minutes “What I have
been doing was freely chosen by me”).

A second 2x2 ANOVA was carried out on the data. This analysis resulted
in a significant main effect for Relationship F(51,1)=67.65, p < .001 with sig-
nificantly more communication between friends (M = 2.56, SD = 0.23) than
colleagues (M = 0.45, SD = 0.10). The analysis also revealed a significant inter-
action between Communication and Relationship F(51,1)= 10.67, p < .05 Fig. 2,
where there was more communication between friends than colleagues, with a
slightly greater value of face to face interaction than interaction via email for
the friends group (3.0 vs. 2.17), while for colleagues it was found that there was
a smaller proportion of face to face communication than email communication
(0.13 vs. 0.77).

This difference in results could be due to the fact that infra-red data could
only be measured during working hours, while the email data collected could
have been taken at any time, during or outside of working hours. This could
explain why email was marginally larger than infra red hits in our first ANOVA,
while the second analysis supported our hypothesis that there would be more
face to face interactions between friends than colleagues.
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Fig. 1. Experimental design of 2 (Communication; Email, IR) x2 (Relationship; Col-
leagues, Friends) Analysis of Variance (ANOVA)

Fig. 2. Experimental design of 2 (Communication; Email, IR) x2 (Relationship; Col-
leagues, Friends) Analysis of Variance (ANOVA) on 30 minute segments

Table 1. Spearman Correlations between the communication, affective states and the
situations. Note that * is significant at value p < .000 while all others are significant
at p < .05

HPA HNA LPA LNA Lonely Discrete Product Create Interact FreeC Interest

HPA .697* -.304 .778* .838* .416 .570* .691*

HNA .748* -.476* .577* .878* -.287 -.347

LPA .755* .720* -.303

LNA -.491* .500* .496* .300 .482* .490*

Lonely .571* -.369

Discrete -.319 -.305 -.373 -.392

Product .770* .427 .309 .582*

Create .509* .417 .633*

Interact .355 .357

FreeC .640*

Interest
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Using the data as formatted for the second ANOVA (in 30 minute segments
prior to the survey) we ran a series of Spearman correlations on the communi-
cation data with the Affective States and Situations. We found that the com-
munication had little impact on any of the variables (sig > 0.05). However we
did find many significant correlations between the affective states and the situa-
tions (Table 1). While there were no significant correlations for communication
(IR or Email) there were for the context of constantly Interacting with others,
such as, High Positive Affect rs [0.416], Productivity rs [0.427] and Creativity
rs [0.509]. We believe that this could be due to fluctuations in communication
patterns over time, which could have accounted for a larger within subjects and
between groups variance and the non significant results. We decided to continue
our analysis using a method appropriate for longitudinal data analysis.

Taking the communication features as described in detail in Section 5 we
ran an analysis using Linear Mixed Models in SPSS. This analysis expands the
general linear model and allows the data to exhibit non consistent variability and
adjusts for correlation due to repeated observations. This was done to examine
the effect of communication patterns on the self reported questionnaire data and
whether there were changing patterns over time.

7.2 Linear Mixed Model Analysis

We found that the number of infra red hits (synchronous interactions) between
a larger number of friends explained variances in Productivity [F(1, 317.80)= -
3.09, p < 0.05] and Creativity [F(1, 1421.02)= -3.03, p < 0.05]. While email sent
and received (asynchronous interactions) between friends were related to the
situational context, if you considered what you were doing as Interesting (email
sent [F(1, 265.45)= 2.35]; email received F(1, 2112.18)= 3.283]) (ps < .05).

We did not find as many significant results for the Mixed Models analysis as ex-
pected. This could simply be due to the fact that the software used is not the most
appropriate for the task. SPSS is not the best program for multilevel modelling
[13] and more specialised software such as R and SAS are commonly used for this
type of analysis. As the analysis here was inconclusive we decided to use growth
models using R software to further examine the data as a time series. While we
did not find the expected relationship between communication features and Affec-
tive States and did not support our second hypothesis, what was interesting were
the significant relationships between the communication features and self reported
measures of Productivity and Creativity. This could mean that the way that we
interact with each other does affect us and that our interactions with those around
us can make us feel more or less productive or creative.

7.3 Growth Model Analysis

It is assumed that the correlation between scores gets smaller over time and
variances are assumed to be homogeneous. A benefit of using Growth Models is
to be able to better understand the patterns of the communication and whether
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the variances over the course of the study can be accounted for by Time or the
other variables present (Affective States, Situations).

For this, features extracted from infra-red and emails were used, as well as
Bluetooth (a measure of co-location).

IR. The results found that interacting closely with more people face to face
[F(1, 3161)=2.78, p < 0.05] was related to higher Positive Affect especially when
your task was interesting [F(1, 3161)=2.109, p < 0.05], but also that higher
number of face to face interactions with friends was negatively related to self
reported measures of Productivity [F(1, 3161)= -5.32, p < 0.001] and Creativity
[F(3161)= -4.65, p < 0.001].

BT. The same trend was found when considering co-location with others
through BT signals, that being co located with friends [F(1, 3157) =2.93, p <
0.05] was related to higher reports of Positive Affect. It was also found that higher
number of interactions, with more people in the canteen [F(1, 3157= -4.99; F(1,
3158)= -3.95] and when having coffee [F(1, 3157= -6.11; F(1, 3158)= -3.10] were
found to negatively impact the reported levels of Productivity (ps < .001) and
Creativity (ps < .001) respectively.

However for the BT features it was found that more time interacting [F(1,
3157)= 2.53, p < 0.05] and being co located with friends [F(1, 3157)= 4.41,
p < 0.001] had a positive effect on Productivity but not Creativity, whereas
being surrounded by more people [F(1, 3158)= 3.92,p < 0.001] regardless of
relationship led to higher reports of Creativity.

EMAIL. Average email length was the only feature to have any impact on
task status, if what you were doing was Interesting [F(1, 3161)= 1.99, p < 0.05]
or if there was a Deadline [F(1, 3162)= -1.98, p < 0.05].

What we can draw from the Growth Model findings are that we found partial
evidence to support our second hypothesis that more face to face interactions
had an impact on feelings of positive affect and more importantly on self reported
creativity and productivity, while email communication was only relevant when
the participants were engaged in an interesting task or had a deadline to meet.
Being co located with others differently impacted the productivity and creativity,
in that when surrounded by those that are considered friends more productiv-
ity was reported but not creativity, while when around more people in general
higher levels of creativity were reported. The findings here can have implications
on future research on satisfaction and motivation in the workplace and also in
studies attempting to understand how to improve productivity.

8 Conclusion

From the first analyses, our second ANOVA, evidence was found to support
our first hypothesis, that there would be more asynchronous than synchronous
communication between the participants. By analysing the data as a time se-
ries we found partial support for our second hypothesis, as over the course of
the study different patterns emerged where the communication impacted the
Affective States and self reported measure of the participant’s Productivity and
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Creativity. Interacting with “friends” face to face had an impact on Positive
Affective state but a negative effect on self reported Productivity and Creativ-
ity, especially during lunch or coffee breaks. Co location just with friends found
higher levels of self reported Productivity only, while being co located with more
people in general was found to have a greater impact on self reported Creativity.
Email was found to have minimal impact on any of the self reported variables.

Our findings were much more evident when it came to the positive effect of
communicating and the link to productivity and creativity, which we believe can
also be classified as positive states. We believe that by improving communication
practices in the workplace can lead to more positive environments and boost
worker morale, making it a happier place to be.

We focused on communication practices, mood and affective states, as this
is an area that is changing with new working practices and means of commu-
nicating. This study extends the state of the art in the communication studies
in organisational management, providing useful deep insights on the communi-
cation channels and attitudes of workers. These insights can be an important
steppingstone for creating teams that are not only more productive, but more
importantly engaged with their mission.

Future extension of this research includes not only development of predictive
models that can accurately capture and explain the behavioural cues but also
inclusion of other means of communications, such as virtual (online) communi-
cation, Skype, instant messaging as well as workers smartphones that are also
becoming tools for communicating within the workplace. We aim not just to
focus on improving productivity in the workplace, but on how it can be affected
by our social interactions and our mood, exploiting simple broadly used produc-
tivity strategies and last but not least the effect of personality and individual
characteristics on the communicational behaviours and preferences. The aim of
future studies should focus on making this work generalisable to organisations
and any collaborative situations.
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Abstract. In this paper, we outline an investigation of the impact of an office 
move on the social relationships of staff and students in a university research 
department. Combining the techniques of Social Network Analysis to assess for 
changes in social relations and Space Syntax Analysis for measuring the spatial 
changes, we identify key changes in the social relations that can be defined by 
spatiality.  A decline in the social connections taking place and a change in the 
structure of the social network, accompanied by significant changes in spatial 
connectivity suggests that the office locations are influencing the underlying 
complex social processes.  

Keywords: Workspace, open plan, social network analysis, space syntax analy-
sis, academic workspace.  

1 Introduction 

Applied case studies (Openshaw, 2013; Brennan et al, 2002; Cummings and Oldham, 
1997; Dunbar, 1995) show there is a critical amount of interaction between workers: 
too much and there is not enough privacy and opportunities for reflection; too little 
and there is a reduction in innovation, which is largely accepted as a social process 
(Amabile et al, 1996). The workspace is considered to be a key determinant of social 
connectivity, from the accessibility of knowledge and stimulation (Csikszentmihalyi, 
1996); linking layout with the exchange of information (Peponis et al, 2007); and 
engineering opportunities for serendipity (Sailer, 2011).   

This research explores the social and spatial connectivity of research staff and stu-
dents in a university research department that have undergone a change in their work-
space. The extent, type and mode of interactions were measured on two occasions: 
prior to the relocation from traditional cellular office accommodation and following 
the relocation into an open plan workspace. The spatial visual connectivity of the 
different workspaces was also measured and adds to the conclusions that can be 
drawn from the changing social relations that emerged. Given the increase in visual 
and social connectivity of an open plan office configuration, it would be expected that 
the volume of interactions will increase. 

This study contributes to the expanding field of research into the spatiality of orga-
nizational interaction and how the physical location of individuals influences the social 
processes at play within the workplace. Research has been undertaken in the field of 
facilities management, space management and environmental psychology into under-
standing the most conducive spaces to facilitate interaction, provide privacy and engi-
neer serendipity (Martens, 2011; Parkin et al, 2011; Boutellier, 2008; Haynes, 2007). 
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Of equal relevance is the field of organizational behavior which recognizes the social 
factors that influence interactions in the workplace. Job role, organizational structure, 
culture, individual preferences and historical contexts are all factors that should also be 
considered when interpreting social relations in the workplace (see Huczynski and 
Buchanan, 2007).  

2 Background 

2.1 Workspace Research 

Research into the impact of workspace design has been undertaken from many theo-
retical perspectives. Classical organisation theorists such as Taylor (1911) regarded 
the workspace as being integral to management control and command in the pursuit of 
scientific management; Humanistic theorists such as Herzberg (1966) regarded the 
workspace as being a hygiene factor and therefore makes no contribution to worker 
motivation unless it was not delivered to the required level; Management theorists 
such as Drucker (1959) recognised the cultural elements of the workspace in their 
representation of organisational values and its capacity to enable cultural change; and 
Organisational ecology theorist such as Becker (2004) argue that the workspace can 
influence it occupiers and so can contribute to organisational effectiveness. All of 
these theorists consider the social aspects along with the spatial aspects and regard 
one to influence the other. 

Further researchers have studied the use of workspace, its design and layout to fa-
cilitate social interaction. Peponis et al (2007) outlines two models of workspace de-
sign that links with the exchange of information and communication, these are the 
‘flow model’ and the ‘serendipitous communication’ model. The ‘flow model’ sug-
gests that communication is most effective if the office is designed around the re-
quired flow of information, such as placing people who need to communicate near 
each other. Proximity and communality is supported by others who suggest that "Co-
workers will more likely communicate with colleagues within their vicinity; face to 
face interaction declines rapidly after 30 meters” (Allen, 1997). The ‘serendipitous 
communication’ model encourages facilitating opportunities for chance and informal 
interaction (e.g. the provision of a communal eating space, or seating around commu-
nal activity zones such as kitchens or print facilities). Fayard and Weeks (2007) sug-
gested using communal focal points to foster informal serendipitous interaction which 
they developed into 'the water-cooler' effect. Further support for this approach is 
shown by Gladwell (2000) who draws on his experience of city design in New York: 
"put all places where people tend to congregate - the public areas - in the center, so 
they can draw from as many disparate parts of the company as possible". Latour 
(2007) identified the value of what he termed 'actants' as having the power to influ-
ence the social reality of human actors. These are non-human, social artefacts that 
display mediatory or intermediary characteristics, and within the workspace this can 
be printers, photocopiers and kitchens.  

Designing the workspace to facilitate interaction then moves into the debate  
of open plan offices vs. cellular office, which is a long-standing and often emotive 
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debate for those affected. This debate is ever present in the field of academic work-
spaces in particular since the occupants require both collaboration and knowledge 
flow that could be delivered by open plan, but they also require space for concentrated 
work and reflection which cellular offices deliver. Individual enclosed cellular work-
spaces have had a long history in academia and have often been symbols of status and 
power (Becker and Sims, 2001). Since the expansion of UK university provision in 
the 1960s (Judt, 2005), workspaces have become open, accommodating open plan or 
combi layout arrangements. Van der Voort (2003) defines cellular and shared offices 
as housing 3 and 12 workstations respectively, which by definition suggests that the 
term open plan is for workspaces that house 13 work stations or more. Some support 
has been shown in the literature for multi-occupancy office environments in terms of 
the opportunity they engender for interaction. Dunbar (1995) found that discussions 
that scientists had with their lab colleagues in four world-leading research laboratories 
at US universities were critical to the interpretation of data that led to significant 
breakthroughs. Cummings and Oldham (1997) hold that interactions with colleagues 
are important for stimulating wider interests, boosting competitiveness and sharing 
knowledge and so employees should be in a populated environment.  

Conversely there is evidence to demonstrate the negative influences of open plan 
working environments. Brennan et al (2002) found that they could be associated with 
a decreased level of motivation, productivity and work satisfaction; Brill et al (2001) 
found them to be responsible for increased noise, distraction and decreased psycho-
logical privacy. Parkin et al (2011) found that academics were more satisfied with 
combi-offices (small individual spaces surrounding a common shared space) than 
with the open plan design as they support both privacy and collaboration. 

To support the flow and exchange of ideas through collaboration and the opportu-
nity for privacy and concentration, a variety of workspaces should be included within 
an office environment (Duffy, 1997; Steele, 1998).  

2.2 Social Network Analysis 

An approach to mapping the social relationships that occupiers of a workspace have is 
Social Network Analysis (SNA). This is a method that has been used to understand the 
nature and characteristics of relational data (Scott, 1990) and through visualization it 
seeks: “to describe patterns of relationships among actors, to analyze the structure of 
these patterns and discover what their effects are on people and organizations” (Mar-
tinez et al 2003, p354). SNA offers a critical means for mapping multi-level, but often 
tacit, channels of collaboration and may be considered in terms of; general social prac-
tices, knowledge acquisition, knowledge management, and innovation - both within 
and between groups. This approach therefore extends social analysis beyond what 
might be gleaned from initial observations and discussion with participants, helping to 
further reveal, for example, barriers to communication or other such structural weak-
nesses; characteristics which may only become evident when formally modelling the 
structure of a workplace relationship network (Hanneman, 2001; Burt, 1992). 

Social networks can be either sparse or dense dependent upon the number of con-
nections between actors. Obstfeld (2005) argued that a more sparse network is valuable 
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for the generation of good ideas, whereas a dense network is essential for the promo-
tion of good ideas. Effective knowledge exchange is commonly regarded as a largely 
social process (Amabile, 1996; Csikszentmihalyi, 1996) and the generation and promo-
tion of good ideas is one such feature. These interactions can be face to face or alterna-
tively, to span greater spatiality, they can be through telephone or email communica-
tion. Interactions of a particular nature would tend to be sustained over time in order 
for them to become evident in the social network.  

Openshaw (2013) investigated the social connectivity of knowledge workers in a 
pharmaceutical company to evaluate the impact of different workspaces on their work 
performance, as measured by relationships that are considered valuable to the role. He 
found that scientists who worked in a 'dense' work environment - an open plan envi-
ronment populated by different groups of staff (scientists, administrators, project 
managers) had a level of connectivity that was more valuable to their performance 
than those that worked in more traditional, small cellular offices. Openshaw found 
that knowledge workers with large social networks performed better than those with 
small social networks since it provided access to different information that encour-
aged new thinking. A recent introduction by the case study company of a range of 
workspaces also impacted on the connectivity of the knowledge workers.  There were 
quiet spaces available in the form of small offices and libraries; buzzy social spaces 
such as dense open plan seating; meeting spaces such as rooms, cafes, booths, break-
out spaces; and war rooms/ project areas. Openshaw took a measure of connectivity 
before the change in office space and after and found that there followed a much 
greater integration of staff groups which led to better performance. 

2.3 Space Syntax Analysis 

Space Syntax Analysis (SSA) considers the spatiality of social relations, describing 
the social logic (Hillier and Hanson 1987) of spatial systems. The organization of 
space affects how it can be used, particularly with regard to how people move around 
and how they encounter other occupants (Hillier and Penn, 1991; Penn et al, 1999; 
Peponis, 1985). Particular layout patterns of offices and corridors will influence how 
people connect socially and using the technique provides an understanding of the 
spaces that could enhance or inhibit social exchange. Peponis et al (2007) use SSA as 
a method to help workplace design to support the socio-spatiality of communication 
and productivity.  

Wineman et al (2014) used SSA along with SNA to explore the association be-
tween innovation and an organization's social and spatial structure. They undertook 
the spatial analysis to map the physical space and to calculate the mean distance be-
tween the occupants of the space as a measure of the likelihood for serendipitous 
interaction. SNA was used to capture the 'perceived' social network, and as a measure 
of reliability they also used location-tracking method to assess the network in 'real-
time'. They found that spatiality with high levels of connectivity did provide oppor-
tunities for serendipitous interactions for individuals who come from disparate parts 
of the organization. They concluded that there are both spatial and social dimensions 
in the process of innovation. 
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3 Methodology 

Measures of social and spatial connectivity were taken of the university engineering 
research department on two occasions. The first measures were taken in the final 
month of their occupation of a workspace they had occupied for 15 years. The second 
measures were taken after 4 months of occupying a temporary office space - an occu-
pation that was scheduled for a total of 18 month during which time new combi- of-
fice space was being configured. 

3.1 Sample 

The wider department consisted of 63 academic research staff, 11 business adminis-
tration staff and 78 research students (n=152), however only 40% of those were di-
rectly affected by the office move consisting of 26 academic research staff, 11 busi-
ness administrators and 24 research students (n=61). The remaining 60% were located 
in other buildings across the university campus. The whole of the research department 
were included in the research in order to gain an understanding of the impact of the 
change in spatiality and the dispersion of spatiality on social relations.  

The original workspace occupied by the 40% of the research department directly 
affected by the change in location, consisted of cellular offices accommodating 3-4 
academics with small laboratories located in close proximity and spanning 2 floors. 
The business administration staff occupied an open plan layout that was situated out-
side the research centres' directors' individual offices (Fig. 1). The temporary office 
accommodation that they moved into was a single floor open plan layout with only 3 
cellular offices that were occupied by the research centre director and two research 
groups dealing with confidential data. The remaining staff were in the open plan 
space arranged into desks of 5-6 according to the specific research group with tall 
storage facilities dividing the office space (Fig. 2). 

 

 

Fig. 1. Previous workspace 
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Fig. 2. Temporary workspace 

3.2 Social Network Survey 

All members of the research department were asked to complete a web-based so-
ciometric survey. This survey collected data on the nature of the relationships be-
tween the different research departments; participating groups (research academics, 
business development and post-graduate research students); and the most frequent 
mode of communication for a variety of interaction purposes. This was gathered by 
asking respondents to "indicate the people with whom you have formal or informal 
working relationships which you consider influence or impact on you" with regard to:  
 

• completing everyday work processes 
• developing new ideas 
• discussing social topics 
• making improvements to everyday working practices 
• seeking expert advice 
• finding out what's going on  
• making decisions 

 
Respondents made their own judgement in interpreting which relationships they 

felt influenced or impacted on them and so it was open to a range of time frames, 
office locations and cultural references. This approach was considered to have higher 
validity. The survey was completed over a 2 week period, one month prior to the re-
search department moving out of their cellular office space; and after occupying the 
open plan office space for 4 months. The results were compiled as a case by case 
adjacency matrix (see Scott, 2000) and processed through the SNA software package 
yEd (yWorks1).   

The social network variable used in this study to model interactions was connectiv-
ity which is a measure of the number of instances an individual is acknowledged for 
each interaction type outlined above.  

                                                           
1 http://www.yworks.com/en/products_yed_about.html 
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3.3 Spatial Layout  

Measured floor plans of each of the office spaces were input into the software Syntax 
2D to analyze the space for its grid depth and connectivity. 

Depth provides a measure of the most private/ complex space to navigate to from a 
visual perspective and at the other end of the spectrum Connectivity describes the 
areas with the greatest number of connecting spaces. These are the areas where most 
activity is likely to take place and they tend to also be the most integrated and easiest 
places to find.  A specific calculation of the degree of depth or connectivity is given 
for each point on the floor plan.  

4 Findings/ Discussion 

A total of 60 (39%) members of university engineering research department completed 
the pre-move survey and 71 (46%) members completed the post-move survey. In each 
of these samples, 60% (pre-move n=36; post-move n=42) were directly affected by the 
office move. However only 27 respondents directly affected by the office move com-
pleted both the pre and post move surveys, which makes assessing for an exact change 
in connectivity difficult given the small sample size.  Other analysis undertaken on the 
average level of changes in spatial and social connectivity measures taken prior to and 
following the office move, has revealed a number of key findings.  

4.1 Decreasing Interactions 

There was a significant reduction (<0.05) in the number of interactions taking place 
between members of the research department since re-locating to the temporary office 
space. According to the results of the SNA, the number of connections that individu-
als are making has declined for all of the social interactions included, this is particular 
prevalent in connecting for completing everyday work processes and seeking expert 
advice (Table 1). 

Table 1. Average number of connections before and after the change in workspace 

Reasons for interaction Average Pre-move 
connections 

Average Post -
move connections 

% differ-
ence 

completing everyday 
work processes 
 

18.8 9.4 -0.50 

developing new ideas 8.8 8.7 -0.01 
discussing social topics 
 

7.4 6.7 -0.10 

making improvements to 
everyday working practices 
 

10.0 6.7 -0.33 
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seeking expert advice 
 

12.7 7.7 -0.39 

finding out what's going 
on  
 

8.0 6.8 -0.14 

making decisions 10.2 7.4 -0.27 
    
The reduction in the number of interactions is surprising given that there was an 

increase in density of occupation, spatial proximity and visual connectivity, it was 
expected that interaction levels would increase. As found by Dunbar (1995) and 
Cummings & Oldham (1997) the visual and spatial proximity of open plan spaces 
should facilitate interaction among occupants, but this is not supported in the academ-
ic research department. 

It should be noted that the SNA takes a cross-sectional measurement of social con-
nectivity at a particular time so the changes in the number of interactions could be due 
to the nature and volume of the interactions taking place within an individual's frame 
of reference in that particular period. It is impossible to ascertain what people judge to 
be 'formal or informal working relations' or how they have interpreted the different 
types of interactions, all are subjective. However these have been objectified through 
the responses given by individuals in the survey. 

The decline in connections could be due to: 
• less of a need to work with others in these areas during this time; 
• a clearer understanding of who to go to for these types of interac-

tions due to the open-plan nature of the space from over-hearing 
conversations or observing others;  

• a clearer awareness of availability for individuals for connecting 
on these issues; 

• inaccessibility of individuals due to their new office location e.g. 
wanting to discuss confidential issues or having the confidence to 
communicate when can be overheard;  

• fear of disturbing others in the open plan accommodation by 
making connections; 

• the need to complete more immediate individually-focused tasks 
due to the disturbances created from the office move. 

 

As an example, one individual that saw a significant decline in their interaction levels 
was the research department's business development manager. Previously this extro-
verted individual was located in an office on their own, so they were highly mobile 
around the workspace to maintain connections and facilitate knowledge exchange that 
was essential to their role. In the open plan space however, their extroverted nature, high 
mobility and regular conversations, were not conducive with the needs for quiet and 
concentration of those that surrounded him. Consequently, the manager reduced the 
conversations they were having and stifled his mobility, thus resulting in lower levels of 
interaction. This example and the others that are noted from the results are of concern, 
particularly when knowledge exchange, creativity and innovation are widely accepted 
as social processes (Amabile, 1996; Csikszentmihalyi, 1996; Wineman, 2014).  



486 L. Suckley and S. Dobson 

 

4.2 Change in the Network Structure  

There was a change in social relations following the change in spatiality. Individuals 
that exhibited high levels of connectivity before the move to the temporary office 
accommodation (such as the example of the business development manager given 
above) were no longer interacting at the same level in the post-move stage.  

Figures 3 and 4 show the structure of the social network for seeking expert advice 
prior to the change in workspace and after the move into the temporary workspace. 
Each square on the figures represents an individual and the size of the square reflects 
the number of times the individual was cited by others as someone they go to for ex-
pert advice. 

There is a clear difference in the structure of the network with much fewer individ-
uals dominating the network whilst occupying the temporary workspace (post move). 
Two of the six individuals that were key sources of expert advice before the work-
space change maintain their status in the social network for this type of interaction. 
The remaining individuals and others that were cited as a key source of expert advice 
when located in the previous workspace are now no longer as prominent. If this expert 
advice is no longer being sought in this research department, there could be implica-
tions for the quality of the work that is being produced in terms of, for example, the 
laboratory work that is undertaken, funding applications that are made or the journal 
articles written. However this result would also suggest that there is a more inclusive 
network for expert advice since more individuals are being consulted for their exper-
tise. Larger social networks were considered by Openshaw (2013) to be positively 
associated with productivity in knowledge workers, so this change in network could 
be beneficial.   

 

Fig. 3. SNA connectivity for seeking expert 
advice - Pre move 

 

Fig. 4. SNA connectivity for seeking expert 
advice - Post move 
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It is again recognized that SNA takes a cross-sectional measure of social interaction 
at one particular point in time. This result and the changes found in the social networks 
for the other discussion topics could be the result of the timeframe of reference that  
respondents make in their judgment. However the changes in the network structure 
could also be the result of the changing workspace where the individuals that previous-
ly dominated the network for expert advice are feeling inhibited by the open plan tem-
porary workspace or it has become more clear from the increased visual, spatial and 
auditory perspective who has the required expertise. 

4.3 Changes in Spatiality 

There was a great difference in the level of spatial connectivity between the two 
workspaces occupied by the engineering research department. The overall results of 
the SSA for each of the offices are shown in Figures 5 and 6. The hotter colours dis-
play a higher level of connectivity and are where most activity and chance meetings 
are likely to take place; the colder colours display lower levels of visual connectivity 
(and subsequently greater depth) which are the most private spaces. 
 

 

Fig. 5. SSA Connectivity Pre-move 

There were relatively low levels of connectivity (indicated in blue) in the original 
workspace occupied by the academic research department which signals there was a 
very high level of privacy. The lab spaces (towards the right of Fig. 5) tended to have 
mid-levels of connectivity and the 'natural meeting points' (indicated by the hotter 
colours) tended to be the open plan reception area and central corridor space.  

In comparison, the temporary workspace has a much larger area of spatial connec-
tivity (Fig. 6). The open plan area in red represents a significant space for high levels 
of proximal connectivity.  

By comparing the connectivity measure pre-move to that post move for each indi-
vidual it is possible to establish who has seen the biggest change in terms of their 
workspace syntax (Fig. 7). Those on the left of the figure have seen the biggest de-
crease in privacy, and those on the right have experienced the biggest increase in pri-
vacy between the previous and the current spatial arrangements. 
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Fig. 6. SSA Connectivity Post-move 

 

Fig. 7. Comparing pre- and post-move individual spatiality 

Correlational analysis established that there was no correlation between the 
changes that people experienced in the level of spatial connectivity and those experi-
enced in social connectivity. For example a reduction in social connectivity was not 
accompanied by a reduction in spatial connectivity. Statistically therefore the associa-
tion of changes have not been found, although the small sample size makes any sig-
nificance testing of this conclusion difficult.  Anecdotal evidence however suggested 
that those who occupied the more spatially connected spaces in the temporary  
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workspace compared to a relatively private desk space in the previous workspace did 
in fact feel more socially connected. 

5 Conclusions 

The change in the workspace that had been experienced by the university research 
department in this case study had a profound impact on both the spatial and social 
relations. 

Contrary to previous research which suggests that open plan office space supports 
interactions and collaborative working (Dunbar, 1995; Cummings and Oldham, 1997) 
the relocation of this research department actually and surprisingly inhibited their 
interactions. This may be explained by the improvement in visual connectivity that 
the open plan accommodation affords which allows the occupiers to be more efficient 
in their interactions, given that they can now see the availability of individuals and so 
only interact as necessary. Experience of the workspace however suggests that the 
decline in interaction level is more likely to be the result of a fear of disturbing others, 
the lack of confidentiality and the enforced requirement for concentration. A set of 
office protocols drawn up by the senior managers of the research department at the 
start of their occupation of the temporary open plan accommodation, play a vital role 
in the social relations that exist. The protocols were used as a tool to reassure people 
and placate their fears of working in an open plan environment. They covered the use 
of phones, desk space, general office, kitchen and meeting rooms and were very au-
thoritative about things that MUST be done, for example try not to shout when speak-
ing on your mobile, try not to conduct meetings at your desk, keep your voice low and 
do not stand about chatting close to other people's workspace. They have been con-
tinually reinforced throughout the 4 months of occupation of the temporary work-
space and have resulted in a creation of very low auditory levels across the open plan 
accommodation, described by the occupiers as 'library quiet'. 

These office protocols have also had a significant effect on the structure of the 
network. The more extraverted individuals that featured as key sources of interaction 
with regard to expert advice, discussing new ideas and making decisions, when lo-
cated in the previous cellular workspace, are interacting far less. Their need for high 
levels of interaction to suit their personality and their work roles, are not conducive 
with the dominant need for concentration in the research department. This has re-
sulted in them retracting from the network and adopting coping mechanisms such as 
wearing headphones, making phone calls in the corridor or working from home. This 
is to the detriment of the research department given that knowledge exchange is a key 
part of the role.  

The change in the spatiality of the office accommodation has also impacted on the 
social relations. The open plan configuration of the temporary workspace has particu-
larly influenced the auditory levels in the workspace. Rather than the high noise levels 
that would be expected from a workspace of this layout (Brennan, 2002; Brill, 2001) 
with all the interactions that is allows, it in fact affords extremely low noise levels. 
Research academics located in the area with a high level of visual connectivity in the 
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temporary workspace are more demanding of the need for quiet than others located 
elsewhere in the space. As a source of tension, they are located close to the business 
administration staff who require the high level of visual connectivity that this area of 
the workspace offers. Had these measures been taken prior to the allocation of indi-
viduals to workspace and used to inform workspace allocation, then this contradiction 
would have been identified and the tension could have been avoided. The combina-
tion of measures of spatiality with social relations therefore makes a valuable contri-
bution to practice, as the right type of space can be found for the types of social inter-
actions that are needed by a work role. This will help to reduce the negative affects 
that can accompany organisational change, such as work stress and reduced produc-
tivity, and can be used as a source of reassurance for those involved in the change. 

There are limitations to this research that would need addressing through further 
studies before widespread conclusions can be drawn. As a case study, this two time 
series approach to measuring changes in spatial and social relations would need re-
peating elsewhere to establish further reliability. A larger sample size would also be 
beneficial to addressing reliability, as the current study is severely limited in the con-
clusions that can be drawn by its sample size. A further limitation is the inequality in 
the time period that each type of workspace had been occupied. The comparison of 
social relations that emerged from a space occupied for 15 years, with those occupied 
for 4 months, is somewhat uneven. Further data should be gathered from the research 
department over time to establish how social relations develop over time during their 
remaining occupation of the temporary workspace and into the new combi-
workspace. 

Nevertheless this study is of theoretical significance in the combination of meas-
ures that has been adopted, contributing to the cross disciplinary body of knowledge 
that considers workspaces and draws particular attention to the profound impact that 
organisational culture has on social relations and use of space. This supports the 
views of management theorists, such as Drucker (1959) who recognise the capacity of 
the workspace in enabling cultural change, which is not always for the better as has 
been found to be the case here.  
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Abstract. Broadcast chat messages among team members in an orga-
nization can be used to evaluate team coordination and performance.
Intuitively, a well-coordinated team should reflect the team hierarchy,
which would indicate that team members assigned with particular roles
are performing their jobs effectively. Existing approaches to identify hi-
erarchy are limited to data from where graphs can be extracted easily.
We contribute a novel approach that takes as input broadcast messages,
extracts communication patterns—as well as semantic, communication,
and social features—and outputs an organizational hierarchy. We eval-
uate our approach using a dataset of broadcast chat communications
from a large-scale Army exercise for which ground truth is available. We
further validate our approach on the Enron corpus of corporate email.

1 Introduction

In an organization, a team is a purposeful social system created to get work
done. Therefore, it is important to understand and characterize the degree to
which team members coordinate with each other. In most organizations, a team
hierarchy exists among the team members wherein a higher ranking team mem-
ber sets high-level goals, and guides or motivates lower ranking team members,
who are expected to carry out such commands. Although team members have
clearly delineated roles, it is important to evaluate whether they are performing
their jobs well or whether the team needs restructuring. One important fac-
tor for evaluating team performance is communication between team members.
Eaton [4] provides insight that communication is essential for team members
to build their inter-personal relationships which indirectly enhance team perfor-
mance. Leonard and Frankel [13] describe that for effective teamwork commu-
nication is important because it creates predictability and agreement between
team members. Resick et al. [17] suggest that information elaboration is impor-
tant in evolving teams to maintain team performance. Our premise is that we
can determine such indicators of organizational effectiveness and team member
performance from members’ communications, such as chats and emails, which
provide an account of actual behavior while being unobtrusive.
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Several works have identified team hierarchies from graphs extracted from on-
line social networks such as Twitter, Flickr, Prison, and Wikivote [8,14,15] and
text such as emails and short message service (SMS) communications [7,18,21].
Gupte et al. [8] and Enys et al. [14,15] provide hierarchical measures called social
agony and global reaching centrality (GRC), respectively, to extract hierarchies
from online social networks. Rowe et al. [18] extract an undirected graph from
Enron emails [5,10] based on the number of emails exchanged between Enron
employees whereas Wang et al. [21] compute hierarchy from Enron emails as
well as from call and SMS data. Gilbert [7] emphasized analyzing text content
to extract phrases that indicate hierarchy. The above works apply when social
graphs can be extracted, such as from online social networks and directed mes-
sages (emails and SMS). However, these approaches do not apply for broadcast
messages, where the receiver is not clear.

Our approach takes in broadcast messages recorded from a multiparty event
and produces a team hierarchy among the participants. The basis of our ap-
proach is to identify communication patterns from messages that indicate a
possible team hierarchy. Broadly, we identify three patterns: directive, question,
and informative. We select these patterns based on the existing literature [7,16]
and the fact that they occur frequently in broadcast messages. The overall ap-
proach approximates Gilbert [7]. Whereas his approach identifies communica-
tion content that indicates power and hierarchy, we additionally compute the
ranks and validate our approach versus ground truth. Also, Gilbert’s approach
is domain-dependent, whereas our approach is domain-independent and applies
to broadcast as well as directed communications.

We analyze semantic, communication, and social features that can be ex-
tracted from messages to compute hierarchy. Semantic features include responses
to communication patterns and emotions expressed in responses features ex-
tracted from text content. Communication features include the average response
time delay and messages sent features. Social features include the degree central-
ity and betweenness centrality features. We hypothesize that semantic features,
which capture the meaning of interactions, are better indicators of hierarchy
than social features, which merely capture network statistics.

To identify the patterns, we select two chat rooms from a military exercise
dataset. We use one chat room to refine our methods to identify patterns and
test our method on the second chat room, obtaining an F-measure of 83% for
identifying the patterns. From the patterns identified, we collect the features
described above. Using these features we determine participants’ ranks com-
puted via hierarchical clustering. We evaluate our results against actual known
ranks. In addition, we evaluate the generalizability of our approach to directed
communications, as in Enron email corpus. In directed communications, emails
exchanged between senders and receivers provide good indicators of hierarchy.

We find that for the chat corpus the accuracy in identifying ranks using the
informative pattern is significantly higher than for the directive and question pat-
tern. Additionally, we find that semantic features along with communication fea-
tures are better indicators of hierarchy than social features. For Enron, we obtain
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similar results regarding the identification of patterns though we find that social
features are better indicators of hierarchy than semantic features, possibly because
compared to the military dataset, the Enron corpus is much larger with more par-
ticipants and messages. And it may be that in such a large corporate organiza-
tion, the roles, responsibilities, and influence need to be ascertained socially. Also,
compared to participants in Enron, participants in military communication net-
works have well-defined functional roles and prescribed work flows that lead to
more structured communication and hence, semantic features may perform better
than social features.

2 Communication Patterns in Broadcast Messages

Broadcast messages are sent by participants in a group and hence, everyone
in a group can see and respond to messages. Before we infer a hierarchy from
broadcast messages it is important to understand what each message means. For
example, a message can indicate different illocutions [1] such as directives and
commissives. Based on the literature [7,16] and our preliminary analysis, i.e.,
manually finding the distributions of meanings of the messages in the military
dataset, we hypothesize that hierarchical information can be extracted from
messages via three communication patterns: directive, question, and informative.
A directive is an order or request; a question is an inquiry; an informative is a
report. Directives and questions correlate with the sender having a higher rank
than the receiver; informatives the reverse.

An important challenge in dealing with broadcast messages is that the recip-
ient of a message is not clear. To tackle the challenge, we define a window W
consisting of two consecutive messages where we assume that the second message
Wnext is a response to the first message Wcurr. The two messages must occur
in the same chat room and have different senders. A window W is instantiated
as a directive, question, or informative pattern if, respectively, Wcurr is a direc-
tive, question, or informative and correspondingly Wnext is an acknowledgment,
response, or acknowledgment. Table 1 provides examples of these patterns from
military data.

Table 1. Examples of communication patterns from military chat data

Window Sender Messages Pattern

Wcurr
a 8 6i 256 s3 Cos, send all reports up to BN over this net Directive

Wnext
a 8 6i 256 b cdr rgr

Wcurr
b 8 6i 256 s3 B, whats your status on personnel? Question

Wnext
b 8 6i 256 b cdr no casualties

Wcurr
b 8 6i 256 b cdr have been engaging with SAF and MTRs

with no effect
Informative

Wnext
b 8 6i 256 cdr ack, keep me posted
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3 Process

Figure 1 shows the process we follow. In the process, we separately consider the
directive, question, informative patterns as well as the combination of directive
and question patterns to compute ranks. Next, we evaluate the accuracy of the
ranks computed based on different patterns.

As an illustration, consider computing ranks using directive patterns. For
each participant P in chat messages we extract the following features. First, we
extract directive patterns W where Wcurr indicates a directive message and P
is the sender of Wnext. From the patterns, we assume that P responds to Wcurr

and hence, we calculate the total number of such responses to directives for P .
Second, we determine whether Wnext indicates a positive, neutral, or negative

emotion. We extract emotions because we hypothesize that they can be indica-
tors of hierarchy. For example, P may be a team leader and may display positive
emotions to motivate subordinates or P may be a subordinate and may express
emotions with respect to outcome of his or her actions. We include responses to
patterns and emotions within semantic features.

Third, based on the patterns W we find the average response time delay,
i.e., the average of the time lags between Wcurr and Wnext extracted for P .
Fourth, we find the number of messages that P broadcasts. We include the av-
erage response time delay and number of messages broadcast as communication
features.

From the patterns W we create a graph that contains directed edges from
responders (P ) to respondees. Using the graph, we compute social features for
P , i.e., P ’s degree centrality and betweenness centrality [2,6]. We aggregate all
features—semantic, communication, and social—for P . We repeat the feature
extraction for all participants P ∗. Finally, based on P ∗s’ features we compute
hierarchical ranks for each P . We evaluate computed ranks against the ground
truth of actual ranks. We carry out the above process for the informative and
question patterns.

Prior works [8,15,18] focus primarily on social and communication features to
compute ranks whereas we include semantic features based on the intuition that
semantic features, being based on the message content, can reveal important
hierarchical information. Below, we discuss the extraction of features in detail.

3.1 Extracting Semantic Features

To extract semantic features for each participant, first, we identify patterns W .
To identify patterns, we create a rule-based approach using training data and
evaluate it on a test data. Both training and test data consist of broadcast
messages labeled directive, question, or informative. To support our rules, for
each dataset, we build a domain-specific lexicon of action verbs that includes
words occurring frequently in the data.
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Fig. 1. Process followed to compute ranks with respect to directive, question, and
informative patterns, and directives and questions combined for participants (P*) from
broadcast messages

3.1.1 Extracting Responses to Directives

To extract a response to a directive, we determine if a message Wcurr in W
indicates a directive. To do so, we parse a message Wcurr using the Stanford
Natural Language Parser [9] and extract a parse tree. Figure 2 represents a
parse tree for a sample message “Cos, send all reports up to BN over this net.”
In the parse tree, first, we look for a verb phrase (VP) indicated by the shading
in Figure 2. Then, in the VP we look for an action verb (VB). If the action verb
matches a verb in our domain-specific lexicon, we extract the rest, i.e., noun
(NP) and prepositional phrase (PP), as shown in Figure 2. Hence, the words
extracted from the example message are “send all reports up to BN over this
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Fig. 2. Parse tree derived from “Cos, send all reports up to BN over this net” where
Cos is the Chief of Staff position and BN is the Battalion
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net” which we identify as a directive. We assume the next message Wnext is a
response to the directive message.

3.1.2 Extracting Responses to Questions

To extract a response to a question, we determine if a message Wcurr in W
indicates a question. If a message starts with a word such as what, when, why,
has, how, have, and so on and ends with a question mark or if a message starts
with a modal verb (MD) such as will, shall, could, would, should, and can followed
by the word you, we mark the message as a question. If a message is identified
as a question, we assume the next message Wnext is a response to the question
regardless of its grammar or content.

3.1.3 Extracting Responses to Informative

To extract a response to an informative, we determine if a message Wcurr in
W indicates an informative. If a message begins with the following rgr, Roger,
ack, yes, yup, yep, okay, ok, thanks, and so on we tag the message as the infor-
mative. Although some of the words (e.g., Roger and ack) are domain-specific,
other words (thanks, yes, and okay) are domain independent. Such generic words
make this pattern domain-independent. The next message Wnext we assume is
a response to the informative message.

For each participant, we calculate the count of all Wnext or responses ex-
tracted for each pattern.

3.1.4 Extracting Emotions in Responses

For each communication patternW , we determine if the response messageWnext

indicates an emotion, which could be positive, neutral, or negative. We use the
Stanford Sentiment Parser [20], which computes the emotion corresponding to
a message. For each participant, we compute the sums of the emotion polarities
identified from response messages.

3.2 Extracting Communication Features

For each participant we extract two communication features. One, the number
of messages sent by the participant and second, the average response time delay
for a participant based on the messages that indicate responses to a pattern. The
number of messages is a network statistic calculated independently of responses
to patterns.

3.3 Extracting Social Features

To extract social features, we create a graph represented as an adjacency matrix
Aij . In the matrix i and j represent the participants. An edge ij in A exists
from the sender (responder) of Wnext toward the sender (respondee) of Wcurr,
ifWnext indicates a response to a pattern, i.e., directive, question, or informative.
If an edge ij exists, we mark Ai,j = 1 else we mark Ai,j = 0. We also mark Ai,j
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= 0 if i equals j because we assume a sender does not respond to itself. We mark
Ai,j = 1 irrespective of one or more responses between i and j. From Ai,j we can
construct a directed graph G(V , E) where V represents the participants and E
represents the directed edge between the participants.

Using the directed graph G(V , E) extracted from a pattern, we compute the
social features of degree centrality and betweenness centrality. We consider these
social features for two reasons. One, they have been used in the literature to inter-
pret Rowe et al.’s [18] hierarchy. Two, we consider chatrooms that contain more
intrateammessages than interteammessages, possibly, because we assume graphs
derived from intrateam messages may be strongly connected than graphs derived
from interteam messages. Our assumption is based on the notion that a chatroom
mapping is not one-to-one direct and in general, people subscribe to chatrooms.
In that sense the degree distribution is shared widely (observed) by all.

– Degree centrality is defined as the degree of a node or the number of
edges directed to a node. The degree centrality dc(vj) of a node vj equals
the number of edges ij directed to vj , i.e.,

∑
i aij [2].

– Betweenness centrality, defined as the number of shortest paths passing
through a node, is a measure of how important a node is. The betweenness
centrality of a node vj is calculated as

∑
i

∑
k
δijk
δik

where δijk is the number of
shortest paths between i and k that include j and δik is number of shortest
paths between i and k [2,6].

3.4 Computing Ranks

We compute ranks based on features extracted for participants. We adopt hier-
archical clustering for two reasons. First, it being an unsupervised technique can
be applied to datasets of any size. This is useful because we don’t need to create
a model from a large dataset and then use the model to produce predictions for
a new dataset. Second, we want to infer a hierarchy among team members. The
method helps cluster employees with similar rankings.

To compute ranks, we normalize all features extracted for each participant
to the interval [0,100]. We construct a feature vector for each participant and
use the Euclidean distance between them as a basis for hierarchical clustering.
We plan to evaluate other distance metrics in future. We adopt the single link
algorithm [19], which is a simple and popular technique. Figure 3 shows an
example of a hierarchical cluster as a single link dendrogram. In Figure 3, d1,
. . ., d5 represent distances between the clusters. We assume that participants in
the same cluster have the same rank. Next we provide rules to estimate rank
orders between participants in clusters. We derive these rules by checking the
consistency in rank outputs by applying the rules on multiple datasets.

Rank Rule 1. For the directive and question patterns, increasing distance
between clusters from bottom to top indicates decreasing rank.

Rank Rule 2. For the informative pattern, increasing distance between clus-
ters from bottom to top indicates increasing rank.



500 A.K. Kalia et al.

��

�� ��

��

��

�
���	�
����

�
���	�
����

�
���	�
����

�
���	�
������

�
���	�
������

�
���	�
������

Fig. 3. An example of a single link dendrogram with distance d between clusters,
applied to estimate rank R (bottom row)

4 Evaluation

We evaluate our approach primarily on our military broadcast chat dataset and
secondarily on the Enron (directed) email dataset. The evaluation has two steps.
First, we evaluate our methods to extract communication patterns, as described
in Section 3.1. Second, we evaluate our estimation of ranks based on the patterns,
as described in Section 3.4.

To evaluate the extraction of patterns we use the following metrics: precision,
recall, and F-measure. Precision is given by true positive

true positive+false positive , recall by
true positive

true positive+false negative , and F-measure by 2×precision×recall
precision+recall . The mean abso-

lute error (MAE) of a rank prediction is
∑N

i |predicted ranki−actual ranki|
N . The

accuracy of a rank prediction is N−MAE
N , where N is the highest rank.

4.1 Data Description

4.1.1 Military

The military dataset was provided by the Mission Command Battle Lab at Fort
Leavenworth, Kansas, and the US Army Research Laboratory, Maryland, from
an Army simulation experiment (SIMEX). The dataset contains 20 chat rooms,
on average, with 42 participants each and 6,998 messages. From the dataset,
we consider the following chat rooms: Infantry Brigade Combat Team (IBCT),
USMC Maneuver Brigade (MEB), Cavalry (CAV), and Commander (CDR) to
evaluate our results. MEB has 546 messages and 50 participants, CAV has 481
messages and 48 participants, CDR has 409 messages and 37 messages, and
IBCT Intel has 1027 messages and 64 participants. We consider these chat rooms
because, first, they have more messages than the mean number of messages and,
second, they have more intrateam messages than interteam messages.

The dataset includes the participants’ actual ranks. (Rank 1 is the highest.)
Table 2 shows the ranks of a few participants who sent more than one broadcast
message and belong to a particular military team.
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Some participant IDs in the dataset have OCR errors. For example, the ID
8 6i 256 s3 has spurious variants 8 61 256 s3 and 8 6i 256 53 in which i is sub-
stituted by 1 and s by 5, respectively. Such errors make it difficult to identify
the IDs automatically. To handle such spurious IDs, we select participant IDs
with the highest number of messages. For example, if 8 6i 256 s3, 8 61 256 s3,
and 8 6i 256 53 have sent 25, 34, and 10 messages respectively, then for our
evaluation we consider 8 61 256 s3 with 34 messages.

Table 2. Ranks of participants selected from the chat rooms

Rank MEB CAV CDR IBCT Intel

1. 2meb cdr 8 6i 74 cdr 8 6i 256 cdr 8 6i s2

2. 2meb s2 8 6i 74 s3 8 6i 256 s3 8 6i 156 s2

3. 2meb s3 8 6i 74 s2 8 6i 256 s6 8 6i 256 s2

4. 2meb fso 8 6i 74 fso 8 6i 256 fso 8 6i 256 s3

5. 2meb mech bn cdr 8 6i 74 a cdr 8 6i 256 alo 8 6i 35 s2

6. 2meb mech bn s3 8 6i 74 b cdr 8 6i 256 a cdr –

7. 2meb mech2 bn cdr 8 6i 74 c cdr 8 6i 256 b cdr –

8. 2meb helo sqdn cdr 8 6i 74 jtac 8 6i 256 c cdr –

9. – – 8 6i 256 wpn cdr –

4.1.2 Enron

In the Enron email dataset [5,10], we arbitrarily consider 62 employees who have
sent 38,863 emails with a total of 360,708 email sentences. Prior to the evaluation,
we obtain the actual ranks of these 62 employees [7]. The distribution of ranks
from 0 to 6 is as follows: 8%, 2%, 29%, 11%, 6%, 36%, and 8%.

4.2 Results

We describe the results of our evaluation for extracting patterns and computing
ranks on both the military chat dataset and the Enron dataset.

4.2.1 Extracting Communication Patterns

We created the rule-based approach given in Section 3.1 using CDR (training
data) and evaluated it on CAV (test data). Figure 4(a) shows distributions of
the communication patterns in these datasets. Notice the high frequency of the
informative pattern. Two raters (both graduate students in Computer Science)
labeled the data with the various patterns. Their inter-rater agreement (kappa
score [3]) was 0.76, which is fairly high. We arbitrarily selected one of the rater’s
assigned labels as the ground truth, because we cannot take the average. There
are advanced approaches that use Bayesian techniques to estimate a ground
truth probability for each classification [12], but this is beyond the current scope
and means of the paper.
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Based on the training data, we constructed our rules, as described in Sec-
tion 3.1, and evaluated them on the test data. For the training and test data,
we found that the F-measures are respectively 0.71 and 0.64 (for the directive
pattern), 0.83 and 0.91 (the question pattern), 0.95 for each (for the informa-
tive pattern), and 0.84 and 0.83 (overall). Considering the F-measure to identify
different patterns as 0.83, we predicted the patterns for the dataset MEB and
IBCT Intel.
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Fig. 4. Panel A: Distribution of response patterns. Panels B, C, D: F-measure scores
for the response patterns (highest for the informative response pattern in Panel D).

4.2.1 Computing Ranks via Different Patterns

We used the hierarchical clustering approach described in Section 3.4 to com-
pute ranks. Specifically, we considered eight features F1 to F8 extracted for each
pattern. F1 represents the counts of responses to patterns, i.e., either direc-
tive, question, or informative; F2, F3, and F4 represent the number of negative,
neutral, and positive emotions, respectively; F5 represents the average response
time delay; F6 represents the number of messages sent; F7 represents the degree
centrality; and F8 represents the betweenness centrality. Since the directive and
question patterns have the same relationship, we combined them into the direc-
tive+question pattern with the assumption that it would yield improved results
over treating them separately.

Using the clustering method, we calculated the percentage accuracies for the
four datasets MEB, CAV, CDR, and IBCT Intel for the four patterns respec-
tively. From the mean absolute errors (MAE) we computed the percentage ac-
curacy based on the highest rank N considered for the evaluation. Figure 5
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describes the overall result. In each panel, the x-axis shows the patterns, i.e.,
directive, question, informative and directive+question and the y-axis shows the
percentage accuracy. From the result, we observed that the percentage accu-
racy for informative is the highest for all the datasets (73.4%, 76.5%, 69.5%,
68%), which suggests that the informative pattern is a better indicator of hier-
archy than other patterns. In addition, we performed one-tailed t-test to check
if the accuracy for informative is significantly higher than for directive, question,
and directive+question at the significant level of 5%. We find that the accu-
racy for informative is indeed significantly higher than directive (p=0.03) and
directive+question (p=0.002), but not significantly so for question (p=0.06).
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Fig. 5. Percentage accuracy of computing hierarchy using different response pat-
terns directive (Dir), question (Ques), informative (Info), and directive+informative
(Dir+Info) via different datasets

4.2.2 Evaluating Features

We compared MAEs obtained using only the semantic features with those ob-
tained using only the social features. For the comparison, we performed one-
tailed t-tests on the MAEs obtained from the four chat rooms for all patterns.

Table 3 summarizes these hypotheses and the results obtained.
In the table, we have stated hypotheses that compare the mean (μ) of the

MAEs obtained using features F1 to F8 for the patterns. When the null hy-
pothesis is rejected we accepted the alternative hypothesis, i.e., one mean is
significantly less than the other. Among the features, F1 to F4 represent the
semantic features, F5 and F6 represent the communication features, and F7 and
F8 represent the social features. We found that the MAEs obtained based on
features F1 to F4 were not significantly lower than the MAEs obtained based
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on features F7 and F8. Recall that F5 is average response time delay and F6 is
number of messages. We found that the MAEs obtained based on features F1 to
F5 or obtained based on features F1 to F6 were significantly lower than those
obtained based on F7 and F8. When we added F5 and F6 to features F7 and F8,
the MAEs obtained were not significantly lower than the MAEs obtained con-
sidering features F1 through F4. Similarly, when we added F6 to features F7 and
F8, the MAEs obtained were not significantly lower than the MAEs obtained
using features F1 through F5. The foregoing suggests that the semantic features
are better indicators of hierarchy than the social features.

Table 3. Statistically comparing semantic features with social features (sem-semantic,
comm-communication, soc-social, avg-average, resp-response, del-delay, msg-messages,
hyp-hypotheses, rej-rejected)

# Alt. Hypotheses Null hyp.
p-val

Null hyp.
rej. at 5%?

1. sem. (μF1toF4) < soc. (μF7toF8) 0.23 no

2. sem. & avg. resp. time del.
(μF1toF5) < soc. (μF7toF8)

0.04 yes

3. sem. & comm. (μF1toF6) < soc.
(μF7toF8)

0.00 yes

4. soc. & comm. (μF5toF8) < sem.
(μF1toF4)

0.08 no

5. soc. & no. of msg (μF6toF8) <
sem. (μF1toF4)

0.13 no

4.2.3 The Enron Dataset

We evaluated our approach on the Enron email dataset [5,10] as well. A major
challenge we faced is to create conversation threads based on a subject or a topic.
Whereas in the military dataset we considered the counts of the response mes-
sages to directive, question, and informative messages, for the Enron dataset, we
considered the counts of directive and question messages sent by an employee. We
considered a message whose subject begins with “RE:” as an informative because
it indicates that the message responds to a prior message. To identify patterns
we used the rules described in Section 3.1. Once the messages were identified, we
computed ranks using the rules provided in Section 3.4. The features we consid-
ered to compute ranks were F1, F6, F7, and F8. We did not consider features F2 to
F5 (emotions and average response time delay) because we could not create con-
versation threads. We constructed F7 and F8 based on the number of messages
exchanged between employees.

We found that ranks computed using the informative pattern have higher
accuracy (75%) than the directive (74.4%) and question (70.1%) patterns. This
results coheres with our finding over the military data. However, unlike the
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military data, the accuracy from social features (72%) was slightly higher than
for the semantic and communication features (71%). We also found that adding
semantic features to social and communication features (75%) slightly improved
the accuracy over considering only social and communication features (74%).
Therefore, along with social and communication features semantic features were
important in predicting hierarchy.

5 Discussion and Future Work

We provide a novel approach to computing team hierarchy from broadcast mes-
sages. To compute the hierarchy, first, we identify three patterns via text mining
obtaining F-measures of 80%, 95%, and 60% respectively for question, infor-
mative, and directive patterns, and 83% overall. Second, once we identify the
patterns, we extract disparate features: semantic, communication, and social.
Third, using the features we compute ranks using the hierarchical clustering
method. We find that the informative pattern is a better indicator of hierarchy
than the other patterns, thus validating our approach. We find that semantic
features added with communication features (i.e., the network statistics) are bet-
ter indicators of ranks than using social features alone. We obtain similar results
regarding the usage of patterns to infer hierarchy on the Enron dataset. We also
find that semantic features added to social and communication features improve
accuracy in predicting hierarchy. However, social features in Enron are better
indicators of hierarchy than semantic features. This could be because the Enron
dataset is much larger than the military dataset: on average, Enron participants
sent more messages than military participants.

Although we consider only two datasets, our study provides some hints as to
the differences in how people use chat communications versus email, at least in
work-related settings. Email communications would tend to respect predefined
organizational relationships (who writes to whom) and thus social features are
predictive of hierarchy. In contrast, broadcast communications at the level of
connectivity do not respect any predefined relationships. Thus their semantic
features are better predictive of hierarchy. In the military setting, the ranks of
the participants are well defined. We conjecture that, in settings where ranks are
not predefined, such as in collaborations between peers as in open source software
development or nascent political movements, broadcast communications would
be a way for true hierarchies to emerge.

This work estimates intrateam hierarchy. In future work, we will consider
interteam hierarchy. Also, we hope to extend our work on the estimation of a
hierarchy to the estimation of team cohesion, trust, and performance. We plan to
improve our domain-specific military lexicon to further improve performance. We
expect that our results would be stronger on larger datasets where participants
communicate more frequently with each other.
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6 Related Work

There has been a small amount of research on inferring hierarchy from communi-
cations. Nishihara and Sunayama [16] compute hierarchy by two measures: based
on request actions communicated by a speaker and the number of sentences sent
by a speaker. In contrast, instead of identifying requests, we identify patterns
such as directive, question, and informative. Moreover, Nishihara and Sunayama
do not incorporate features such as emotions, average response time delay, or
centrality features that can provide important clues to identify hierarchy. Also,
they evaluate their work on directed messages but not on broadcast messages.

Gilbert [7] identifies words and phrases from Enron emails [10,5] that indicate
team hierarchy. This work is limited to finding such words and phrases rather
than computing a hierarchy. Also, Gilbert’s approach is domain-dependent be-
cause it requires words and phrases related to hierarchy. Preparing such lexicons
for new datasets can be cumbersome. In contrast, we provide ways to identify
patterns that generalizes to different datasets. Also the lexicon we prepare is
easy to extract as the verbs are extracted based on their frequencies.

Rowe et al. [18] compute team hierarchy by extracting an undirected graph
based on emails exchanged between senders and receivers. They consider cen-
trality measures to compute hierarchy and do not focus on analyzing the content
of emails. Hence, Rowe et al.’s contribution does not handle broadcast messages.
In contrast, we emphasize understanding the content of the messages to identify
the patterns and consider broadcast messages. In addition, we find that patterns
and emotions extracted from messages are better indicators of hierarchy than
are centrality measures.

Krafft et al. [11] propose a probabilistic model to visualize topic-specific sub-
networks in email datasets. In specific, they associate an author-recipient edge
(or an email) with different subtopics using K-dimensional topic-specific com-
munication patterns. In our work we take a similar approach where we extract
different communication patterns and features from emails and broadcast mes-
sages for participants to infer their hierarchy.
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Abstract. In this paper we leverage recent developments in the way scholars 
access, collect, and analyze data to reexamine consumption dynamics in popu-
lar music. Using web-based tools to construct a dataset that distills songs’ mus-
ical content into a handful of discrete attributes, we test whether and how these 
attributes affect a song’s position on the Billboard Hot 100 charts. Our analysis 
suggests that attributes matter, beyond the effect of artist, label, and genre affil-
iation. We also find evidence that the relational patterns formed between 
attributes—what we call cultural networks—crowds songs that are too similar 
to their neighbors, adversely affecting their movement up the charts. These re-
sults suggest that culture possesses its own sphere of influence that is partially 
independent of the actors who produce and consume it. 

Keywords:  culture, consumption, networks, attributes, music. 

1 Introduction 

Over the last two decades, a small but growing group of scholars has worked to im-
port and develop new techniques to understand better the antecedents, consequences, 
and qualities of culture (e.g., DiMaggio 1994; Mohr 1998; Weber 2005; Lizardo 
2006; Lena and Peterson 2008). These developments have been bolstered by metho-
dological advancements in “big data” and computer science, which increasingly influ-
ence the work of sociologists and organization and management scholars. Despite this 
bridge between the social and computational sciences, however, issues of empirical 
measurement—how to operationalize conceptual variables and processes, determine 
appropriate indicators for them, and specify discrete units to model and test—remain 
central for scholars interested in the study culture (Mohr and Ghaziani 2014). 
 In this paper, we engage with these issues by leveraging recent advances in the way 
we access, collect, and analyze data to reexamine cultural consumption and evaluation 
in popular music. To do this, we have constructed a unique dataset describing over 
25,000 songs that appeared on the Billboard Hot 100 charts between 1958 and 2013. 
Published weekly by Billboard Magazine, these charts contain information on and rank-
ings of the most popular songs in public circulation. The analyses conducted in this pa-
per test whether chart performance is a function of certain musical characteristics, 
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measured here using a suite of algorithmically-determined attributes that represent the 
sonic fingerprint of each track (e.g., loudness, tempo, valence, etc.).1  

Introducing a new means of measuring cultural content in the domain of popular 
music allows us to investigate two questions that have important implications for the 
study of cultural production and consumption outcomes. First, we ask to what extent 
aesthetic attributes affect consumers’ evaluations of cultural products. Extant litera-
ture on this topic emphasizes the role producers, distributors, critics, and consumers 
play in determining what kinds of culture is created and how it is received (e.g., Pe-
terson 1990). In other words, factors such as artist familiarity, payola, label size, and 
peer recommendation are the primary determinants of whether a song is considered a 
hit or a flop (Dowd 1992; Salganik, Dodds, and Watts 2006; Rossman 2012). While 
some of the work in this area has hinted that there may be other forces at play, no one 
has provided compelling evidence to explain how cultural content—the attributes of 
the cultural products themselves—shapes this process. We propose here that, although 
people are ultimately responsible for the production and evaluation of new cultural 
forms and practices, attributes play a significant role in determining if and how cul-
tural products (e.g., songs) are consumed.  

Yet even if we agree that cultural attributes play a predictive role in the evaluation 
process, the way in which such influence asserts itself remains unspecified. To ad-
dress this puzzle, we ask whether certain patterns of attribute similarity affect the po-
sition and performance of cultural products in the competitive marketplace. Specifi-
cally, we propose that the relational structures formed between bundles of sonic 
attributes may affect when and where new songs appear on the charts. In other words, 
a song’s position within its cultural network—the system of relationships defined by 
shared attributes between songs, and the cultural fabric within which a song is em-
bedded—endogenously influences how that song is evaluated by consumers.  

After providing a brief review of relevant work in cultural sociology and network 
science, we introduce our conception of cultural networks and generate a series of 
models designed to test whether such relationships exist, and to what effect. Although 
these analyses are exploratory in nature, they provide preliminary evidence that 
attributes matter, both independently and in the way they structure songs’ relation-
ships to each other. By recognizing the possibility that culture has its own sphere of 
influence that is partially independent of the actors who produce and consume it, we 
rethink some of the basic mechanisms associated with cultural production and con-
sumption. Employing endogenous explanations to understand how songs are eva-
luated suggests that the engine of production and consumption can arise from cultural 
structures themselves, generating new insights into the dynamics of a multi-billion 
dollar industry while reinforcing the notion that large-scale quantitative comparison 
can effectively extend scientific research on culture. 

2 Culture, Measurement, and a Move toward Relationality  

The heart of culture research, both in the humanities and social sciences, lies in its 
contextual richness and interpretive complexity. Much of the research in this area has 
                                                           
1   More information about these attributes, and how they are constructed, can be found in the 

Data & Methods section of this paper and in the Appendix. 
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employed qualitative methodologies, which are ideal for generating detailed descrip-
tions of and theory about culture, meaning, and its relationship to the social world. 
The resulting research landscape has caused some to argue that cultural sociology is, 
in fact, “methodologically impoverished” (DiMaggio, Nag, and Blei 2013). However, 
recent advancements in data collection, analysis, and visualization techniques offer 
scholars an opportunity to shirk this condemnation (Bail 2014). A growing body of 
themed conferences and special issues devoted to new means of studying culture sug-
gests that researchers are beginning to take this opportunity seriously (e.g., Mohr and 
Ghaziani 2014).  

One area of research that has been particularly fruitful in this regard is the study of 
social networks. While relationality has become central to our understanding of how 
social systems operate (Emirbayer and Goodwin 1994), it has not played a significant 
role in the study of culture until recently. In the context of Broadway musicals, Uzzi 
and Spiro (2005) find that when collaborations between artists and producers display 
small world properties, their cultural productions are more likely to achieve critical 
and commercial success. In the context of popular music, Lena and Peterson (2008) 
argue that genres emerge as a form of symbolic classification that helps to organize 
artists’ work and shape audience consumption patterns. And Phillips’s (2011) work 
on jazz explicitly ties cultural reproduction (in this case, re-recordings) to the geo-
graphic location of its genesis. Songs from “disconnected” locations were more likely 
to be re-recorded, in spite of the fact that innovation in the form of original music was 
less likely to come from disconnected cities.  

These and other studies (e.g., Dowd and Pinheiro 2013) highlight the means 
through which cultural practices have been shaped and determined: via geographic, 
interpersonal, and/or professional collaboration networks. While these are sensible 
applications of relational analysis to the study of culture, there are other ways in 
which these two areas might be integrated. Rather than simply being embedded in a 
static cultural environment, social networks can be altered by a dynamic set of tastes 
and practices, recasting culture and social structure as mutually constitutive (Lizardo 
2006; Vaisey and Lizardo 2010). At the intersection of culture and cognition, Amir 
Goldberg (2011) has developed a network-inspired method—relational class analysis 
(RCA)—to identify groups of individuals that share distinctive ways of understanding 
cultural categories. RCA’s explicit emphasis on the patterns of relationships between 
individuals’ attitudes, rather than the attitudes themselves, reaffirms “the relation” as 
an important unit of analysis for cultural studies and social scientific inquiry more 
broadly. 

2.1 Cultural Networks: What Are They, and Why Might They Matter? 

Although all of the studies cited above are interested in cultural phenomena of one 
sort or another, most of them employ social characteristics as their primary explanato-
ry variable, and those that employ cultural attributes are interested in the effects of 
culture on social structure. In this paper, we posit that the relational patterns between 
cultural attributes themselves—what we call “cultural networks”—represent an im-
portant and as of yet unstudied phenomena that might enhance our understanding of 
various production and consumption processes.  



 Cultural Attributes and their Influence on Consumption Patterns in Popular Music 511 

The idea of a cultural network is not new, but existing considerations of the con-
cept are neither fully formulated nor well understood. Mohr (1998) proposes that cul-
tural networks can be conceived of in two ways: via similarities in attributes (e.g., 
aesthetic or ideological characteristics), or through actors’ cognitive judgments and 
categorizations (e.g., consumer evaluations and consumption habits). Nearly all extant 
research that invokes this idea emphasizes the second approach, explaining the emer-
gence and transmission of cultural practices through the social relationships of pro-
ducers and consumers. Rather than conceptualizing cultural networks as patterns of 
cultural choice that position a person as a bridge between cultural worlds, we define 
them simply as the system of relationships between some bundle of attributes, prac-
tices, or ideas. In the domain of popular music, cultural networks contain songs that 
are tied to each other when they display some degree of attribute overlap or similarity.  

To be clear, this view of culture is explicitly structural in nature, wherein relational 
patterns are defined by cultural content. These relations are connected to but concep-
tually distinct from the networks of actors that produce, distribute, and consume cul-
ture. Importantly, this distinction has implications for the way we understand the dy-
namics and consequences of cultural production, consumption, and evaluation. For 
example, whether a cultural product garners popular appeal or is deemed worthy of 
praise is often understood to be a function of producer-level characteristics. Cultural 
attributes and their resonance with different audiences may also affect how products 
are received and evaluated (e.g., Schudson 1989), but what about the performance 
consequences of cultural networks?  

Like their social counterparts, cultural networks consist of structural signatures that 
generate opportunities differentially, rendering certain products more likely to per-
form well depending on their relative position within the broader cultural milieu. 
Structural holes theory argues that the presence of unfilled gaps between mutually 
connected actors will incite brokerage and lead to new and better performance out-
comes (Burt 1992; Zaheer and Soda 2009). Cultural holes operate in much the same 
way, representing an opportunity space between two cultural products that have yet to 
be connected. Lizardo (2014) finds evidence for the generative effects of cultural 
holes, showing how omnivorous consumers can exploit previously unconnected cul-
tural practices to shape taste. And in the case of academic paper citations, Vilhena and 
colleagues (2014) argue that communicative efficiency in academic discourse is a 
function of scholars’ ability to bridge cultural holes and communicate across fields. 
They find that the more distinct and indecipherable a field’s scientific jargon, the less 
likely scientists are to leverage insights (e.g., cite previously published papers) from 
outside their home discipline.  

Like science, music represents an ideal setting in which to test the consequences of 
certain network properties, due in part to its reliance on an internally consistent gram-
mar (e.g., discrete combinations of pitch, harmony, and rhythm). At the level of the 
genre, Lena and Pachucki (2013) have developed a new measurement technique to 
explore the association between status, sampling, and popularity in rap music. At the 
level of the individual composition, Salganik and colleagues (2006) simulated a musi-
cal marketplace to show that popular appeal is determined by both social influence and 
artistic quality. Measuring artistic quality objectively requires a comprehensive under-
standing of a song’s form and attributes. Due to the specialized skills needed to identi-
fy, categorize, and evaluate such attributes reliably, research on this topic is practically 
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nonexistent. The work that has been done employs musicological techniques to con-
struct a system of comparable musical codes that may be more or less present in a par-
ticular musical work (Cerulo 1988; La Rue 2001a, 2001b). Yet even if social scientists 
learned these techniques, or collaborated more often with musicologists, it would be 
extremely difficult to apply and automate such complex codes at scale.  

Lucky for us, these difficulties have been partially attenuated by the rise of big data, 
machine learning, and new computational methods. Developed first by computer scien-
tists and then adopted by mainstream social science, these technologies have begun to 
filter into the toolkits of cultural sociologists. While most of the work in this area has 
employed topic modeling to crunch large amounts of text (e.g., Mohr et al. 2013), there 
are opportunities for applications in other domains as well. Advances in the field of 
music information retrieval (MIR) and machine learning have made possible new re-
search prospects that were previously considered impractical or impossible.  

3 Data and Methodology 

Using new web-based data that distills the high dimensionality of songs’ musical con-
tent into a handful of discrete attributes, we look at how these attributes and the im-
plicit relational structures they form shape audience evaluations. Our primary data 
come from the weekly Billboard Hot 100 charts, which we have reconstructed from 
their inception on August 4, 1958 through May 11, 2013. While the eponymous mag-
azine originally published the charts, the data we use comes from an online repository 
of Billboard charts known as “The Whitburn Project.” Joel Whitburn collected and 
published anthologies of the Billboard charts (Whitburn 1986, 1991) and, beginning 
in 1998, a dedicated fan base started to collect, digitize, and add to the information 
contained in those guides. This augmented existing chart data, adding metadata and 
additional details about the songs and albums on the various Billboard charts. Our 
timeframe includes 25,762 songs for which we were able to obtain complete data. 

3.1 Independent Variables and Controls  

The Hot 100 chart was initially created as a means for music industry insiders and 
observers to gain insight into the most popular music in the United States. While the 
algorithm used to create the charts has changed over the years—starting with a com-
bination of radio airplay and a survey of record stores across the country, and gradual-
ly evolving to include actual unit sales (see Anand and Peterson 2000 for implications 
of this change), digital sales, and even streams (Billboard.com 2007, 2012)—they 
remain the industry standard. As such, they have been used extensively in social 
science research on popular music (Alexander 1996; Scott 1999; Anand and Peterson 
2000; Dowd 2004; Peterson 2005; Lena 2006; Lena and Pachucki 2013; Mol et al. 
2013), and are widely defended for their reliability as indicators of popular taste (e.g., 
Eastman and Pettijohn II 2014). Although the Hot 100 is ostensibly Billboard’s “all-
genre” chart, its aim is to measure broad-based popularity across the United States in 
a given week. The scope of these analyses is thus limited to the most popular songs 
and genres in the U.S. over the past 55 years. 
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While thorough, the Whitburn data requires augmentation in order to capture more 
fully the multifaceted social and compositional elements of songs and artists. First, we 
added genre designations. Although genres are often-changing and potentially conten-
tious (Lena and Pachucki 2013), they provide a system by which producers, consum-
ers, and critics of music structure their listening patterns and tastes (Bourdieu 1983, 
1984; Frith 1996; Hesmondhalgh 1999; Lena 2012), and therefore impact the way that 
music is perceived and its attributes evaluated. Our genre data for the Hot 100 come 
from discogs.com, a crowd-sourced but community-monitored site containing exten-
sive artist, album, and track data. Unlike many music data sources, Discogs does not 
limit genre assignments to just artist or album, nor does it cap the number of potential 
genres for a given artist or song at one. For many of the singles in our data, we were 
able to obtain multiple track-level genre categorizations. In our analyses, dummy va-
riables for each genre were created, and songs were assigned a ‘1’ for each genre as-
signment they received, and a ‘0’ otherwise. While every attempt was made to pro-
vide genre assignments at the song level, data limitations often required using an artist 
or band’s genre assignment for all of their songs.2 

Given our interest in cultural product attributes, we endeavored to collect more de-
tailed information for each song in our dataset. For these data, we turned to The Echo 
Nest, an online music intelligence provider that offers access to much of their data via 
a suite of application programming interfaces (APIs). This organization represents the 
current gold standard in music information retrieval (MIR). Using web crawling and 
audio encoding technology, the Echo Nest has collected—and continuously updates—
information on over 30 million songs and over 2 million artists. Their data contains 
objective and derived qualities of audio, text analyses based on artist appearances in 
articles and blog posts, and qualitative information about artists. While this data has 
been used to conduct research in computer learning (e.g., Shalit, Weinshall, and Che-
chik 2013), it has not yet been explored by social scientists (see Serrà et al. 2012 for a 
notable exception). 

We are using the Echo Nest API to collect the following for each song in our data-
set: audio characteristics such as tempo, loudness (decibel level), and key, as well as 
some of the company’s own creations like “danceability,” and “acousticness” (see the 
Appendix for a detailed explanation of all attributes). Together with the Discogs genre 
categorizations and a dummy variable reflecting whether the song was released on a 
major or independent label, nine of the Echo Nest’s audio attributes serve as our ini-
tial set of independent variables and controls. Table 1 provides the descriptive statis-
tics for these variables. 

3.2 Dependent Variables  

Our use of the Billboard charts provides us with real-world performance outcomes, 
which can otherwise be difficult to find for cultural markets, especially music. Un-
like movie box-office results or television show ratings, music sales are often 
tightly guarded by the content owners, leaving songs’ diffusion across radio stations 

                                                           
2   We were able to collect track or album-level genre categorizations for 96% of the songs in 

our data, while 2.3% of the genre data information is at the artist level. We were unable to 
collect genre data for 1.7% of our songs. 
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(Rossman 2012) or their chart position as the most reliable performance outcome 
(see Bradlow and Fader (2001) and Giles (2007) for differing approaches to model-
ing Billboard chart performance, and Dertouzos (2008) for an examination of the 
link between Billboard chart position and sales). In their examination of fads in 
baby naming, Berger and Le Mens (2009) use both peak popularity and longevity as 
key variables in the measurement of cultural diffusion processes; we use them here 
as our dependent variables. 

To measure songs’ maximum popularity, we reverse coded peak chart position by 
subtracting from 101 each song’s peak position in our Billboard data. Number one 
songs are therefore coded as 100, and positive coefficients on the independent va-
riables indicate a positive relationship with performance. For additional peak perfor-
mance analyses, we also created dummy variables for any entry that becomes a num-
ber one song or reaches the top ten. The second performance measure we use is the 
number of weeks on the chart, a measure of sustained popularity. Though these two 
outcome variables are related to one another in our data set (i.e., songs that reach a 
higher peak chart position are likely to remain on the charts longer, R ≈ .74), we be-
lieve it is important to look at both peak performance and its longevity, even if the 
longest-lived songs in our data only made it to 76 weeks.  

4 Estimation and Results 

Our first suite of models was designed to test the direct relationship between audio 
attributes and chart performance. We conducted three different analyses. First, we ran 
pooled, cross-sectional OLS regressions on all of the songs in our data set as a means 
of demonstrating between-song differences related to being aligned with a particular 
genre or having certain values of audio attributes. The second set of analyses adds 
artist-level fixed effects to control for time-invariant artist- and band-level traits and 
effects. These include the intrinsic talents of individual bands and artists; the levels of 
institutional (e.g., marketing and PR) support that each artist receives; and “superstar” 
effects (Krueger 2005; Elberse and Oberholzer-Gee 2006), which operate much like 
Matthew Effects (Merton 1968; Bothner et al. 2010) and aid certain artists due to their 
previous songs’ success. The third set of analyses employs logistic regression to ex-
amine the between-song odds of reaching the number one or a top ten position on the 
charts. 

4.1 Results 

Table 2 presents estimates for six models demonstrating the relationship between ge-
nre assignments, audio attributes, and chart performance. Model 1 includes 14 genre 
categories and the major label affiliation dummy (“pop,” the fifteenth genre, acts as 
the reference category, as does indie label affiliation). Though these only account for 
a small portion of the variance in chart performance (R2 = .027), some expected pat-
terns emerge. First, we see that many of the niche genre categories simply are not as 
successful as major categories: songs from the blues, Folk/World/Country, and jazz 
genres all fare worse on the charts than the more mainstream genres of rock and pop. 
Moreover, songs from major labels tend to generally do better than their indie peers.  
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Of interest, however, are the positive coefficients for Electronic and Hip-Hop, two 
genres that do not enter the musical mainstream until the 1980s but have in recent 
years fared relatively well on the charts. A closer examination of the data reveals that 
many Hip-Hop, Funk/Soul, and Pop songs are actually categorized secondarily as 
Electronic songs, which could account for this effect.  

(1) (2) (3) (4) (5) (6)
Peak (Inverted) Peak (Inverted) Peak (Inverted) Weeks on Charts Weeks on Charts Weeks on Charts

Blues -9.206*** -2.149 -1.930 -2.179*** -1.694*** -0.773**
(1.431) (2.075) (2.082) (0.342) (0.339) (0.390)

Brass & Military 4.592 11.18 17.54** -1.484 1.107 1.150
(10.11) (8.713) (8.716) (2.415) (2.343) (2.759)

Children's 5.118 0.0626 0.335 -3.283** -2.574* -2.296
(5.758) (6.607) (6.515) (1.376) (1.336) (1.614)

Classical 3.363 11.60 11.82 0.521 1.317 2.764*
(5.375) (8.998) (9.019) (1.284) (1.267) (1.626)

Electronic 5.950*** 1.420 1.183 3.416*** 1.885*** 0.550**
(0.605) (0.995) (0.997) (0.145) (0.153) (0.275)

Folk, World & Country -4.890*** -3.406** -3.192** 0.923*** 0.620*** -0.847***
(0.722) (1.371) (1.370) (0.172) (0.173) (0.315)

Funk / Soul -0.472 -0.198 -0.215 -0.415*** -0.564*** -0.165
(0.532) (1.039) (1.040) (0.127) (0.130) (0.243)

Hip Hop 4.934*** 1.127 0.965 4.625*** 2.485*** 0.351
(0.644) (1.530) (1.530) (0.154) (0.178) (0.457)

Jazz -6.251*** -2.182 -2.121 -1.954*** -1.014*** -0.587*
(1.076) (1.835) (1.837) (0.257) (0.261) (0.336)

Latin -3.153 -1.444 -1.269 0.821* 0.621 0.427
(2.007) (3.405) (3.406) (0.480) (0.474) (0.842)

Non-Music -2.490 4.213 4.357 -1.487* -0.971 2.063
(3.549) (6.664) (6.578) (0.848) (0.917) (1.720)

Reggae -2.116 3.411 3.369 1.638*** 0.972 -0.0733
(2.603) (5.070) (5.035) (0.622) (0.619) (1.359)

Rock 5.769*** 2.403*** 2.543*** 0.941*** 0.875*** 0.102
(0.493) (0.861) (0.862) (0.118) (0.121) (0.201)

Stage & Screen 1.165 4.451** 4.516** -1.826*** -1.549*** 0.803**
(1.369) (1.809) (1.803) (0.327) (0.325) (0.357)

Major Label Dummy 3.951*** -0.0932 -0.346 1.197*** 0.352*** -0.348*
(0.409) (0.966) (0.967) (0.0977) (0.0998) (0.209)

Loudness (Normed) -0.440 -0.721 -0.118 -0.890
(2.462) (2.462) (0.451) (0.615)

Tempo (Normed) 6.999*** 6.600** 0.498 0.749
(2.635) (2.633) (0.517) (0.620)

Energy -8.554*** -7.681*** -1.436*** -2.184***
(2.206) (2.209) (0.418) (0.515)

Speechiness 2.574 2.776 -1.285** 0.416
(3.628) (3.635) (0.617) (0.932)

Acousticness -2.700** -2.271* -0.882*** -0.498*
(1.197) (1.197) (0.227) (0.272)

Mode 0.892* 0.912* 0.229** 0.249**
(0.526) (0.526) (0.104) (0.124)

Danceability 8.423*** 8.538*** 5.171*** 3.198***
(2.308) (2.308) (0.427) (0.546)

Valence -2.783** -2.032 -2.080*** -0.403
(1.410) (1.413) (0.267) (0.334)

Liveness 6.619*** 6.577*** 1.268*** 1.490***
(1.077) (1.078) (0.216) (0.248)

Song Length (seconds) 0.124*** 0.108*** 0.0544***
(0.0332) (0.00514) (0.00686)

Song Length^2 -0.000190*** -0.000167*** -9.25e-05***
(6.83e-05) (1.12e-05) (1.49e-05)

Constant 49.66*** 52.62*** 34.99*** 9.118*** -5.465*** 3.754***
(0.519) (2.163) (4.512) (0.124) (0.692) (0.939)

Fixed Effects for Artist N Y Y N N Y
Observations 25,762 24,392 24,377 25,762 24,377 24,377
R-squared 0.026 0.349 0.351 0.080 0.143 0.430
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Discogs.com Genre 
Dummies

(Pop music is 
reference catgeory)

Table 2. Models Predicting Billboard Hot 100 Peak Chart Position (Inverted) & Chart Longevity
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In model 2, we enter both the audio attributes and artist-specific fixed effects.3  
Though left unreported due to space considerations, the coefficients for the artist 
dummies indicate that there are some artists who fare better on the charts than others. 
When controlling for audio attributes, several genres no longer predict chart perfor-
mance significantly. Coefficients for tempo, danceability, and liveness are all posi-
tive, while those for valence (emotional scale), energy, and acousticness are negative. 
The negative coefficient for our energy variable is perhaps the most surprising, and 
likely reflects the fact that hard rock songs and remixes tend to score highly on energy 
but do not necessarily take the charts by storm. Model 3 replicates model 2, with the 
addition of linear and quadratic song length variables. Lasting a little bit longer gen-
erally benefits songs, but only up to a point: once over five minutes long, song length 
adversely affects peak performance.  

Next we move from regressions on peak performance to chart longevity. Slightly 
different patterns emerge in model 4: while some niche genres tend to spend less time 
on the charts than do mainstream genres like rock and pop, we find evidence of some 
of the more robust niche genres benefitting from their faithful audience. For example, 
Folk/World/Country, though a hybrid category, is predominantly comprised of Coun-
try songs in our data, especially after the 1960s. Country music, though not necessari-
ly mainstream (Peterson 1997; Eastman and Pettijohn II 2014), has a strong fan base 
and is clearly delineated from other genres on the chart. The combination of differen-
tiation and a large, dedicated audience, similar to Hip-Hop and Electronic music, may 
explain why songs from these genres last longer on the charts. Songs released on ma-
jor labels again benefit when compared to their indie label peers. 

We believe that chart longevity has less to do with a particular artist and more to 
do with the “catchiness” of a given song, so we wanted to explore the full effects of 
these variables on our duration outcome before adding artist-level fixed effects. In 
model 5, the genre effects stay the same, but indicators of more upbeat songs—songs 
written in major key (mode = 1) and highly “danceable” songs—predict sustained 
success on the charts. Conversely, higher energy (again, often hard rock songs and 
remix tracks), “acousticness,” and “speechiness” all contribute to shorter shelf lives. 
As was the case with peak performance, songs fare better as they get longer, up until 
just over five minutes.  

To control for individual artists’ tendencies to experience extended success on  
the chart, the final model in table 2 adds artist-level fixed effects to model 5.  
Although many of the coefficients are directionally similar to those in model 5, two 
differences stand out. First, the switch in sign from positive to negative for the 
Folk/World/Country genre dummy suggests that, when an artist or band releases a 
song in a genre with which they have not been previously associated, that song is not 
likely to last as long on the charts. Perhaps this is the result of audience alienation, or 
an inability to appeal to the core fan base of the Folk/World/Country genre category. 
A similar switching of signs occurs for the major label dummy, suggesting that, as an 

                                                           
3  We normalized the two audio attribute variables that were not already on a 0-1 scale—

loudness and tempo—in order to make them more directly comparable. Tempo was norma-
lized by dividing each song’s tempo by the max tempo in the panel, while loudness, which is 
computed in decibels, was converted with the following equation: 

 

norm_loudi = 10^(dBi/20)                                                          (1) 
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artist moves from an independent to a major label, they do not necessarily benefit 
from added resources and visibility. This could be the result of a “sell out” effect, or it 
could simply be that major labels do not provide the kind of grassroots promotional 
support expected of independent labels.  

While the first set of models reveals relationships between songs’ genres, label af-
filiations, and audio attributes and chart performance, the second set attempts to con-
nect these variables with more concrete performance outcomes. In Table 3, we 
present two cross-sectional logistic regression models that estimate a song’s chance of 
reaching the top of the charts. Model 7 presents the odds ratios of our full set of va-
riables on whether a song reaches the number one position on the Hot 100. We again 
find evidence that songs categorized in niche genres tend to suffer from a perfor-
mance discount. One interesting exception appears to be Stage & Screen, which is 
likely a function of popular movie theme songs’ success. The impact of audio 
attributes on songs’ chances of reaching the top spot remain in line with what we 
found previously: “danceability” is king when it comes to the Hot 100.  

Our final model in set of analyses (model 8), examines the odds of reaching the top 
10. Here, the mainstream genres again perform well, although the difference between 
models 7 and 8 suggests that Hip-Hop songs experience a ceiling effect. Songs in this 
genre generally do quite well, often reaching the top ten but rarely attaining the top 
spot on the charts. This effect may be due to audience listening habits, broad-based 
popularity (or lack thereof), and/or the construction of the chart itself, but the data 
suggests a performance ceiling exists.  

5 Relational Crowding Analyses  

Before testing for the effects of cultural network properties on chart performance, we 
thought it important to establish face validity for the genres and audio attributes that 
undergird our operationalization of a relational network in music. Although the scope 
of the results presented in tables 2 and 3 is limited, these findings provide evidence of 
attributes’ role in determining cultural consumption and evaluation patterns. We move 
now to the creation of two new relational measures.  

5.1 New Independent Variables 

After a review of the relevant literature, we found that a common and relatively 
straightforward means of examining the effects of networks on performance outcomes 
was to look at crowding (Podolny, Stuart, and Hannan 1996; Bothner, Kang, and 
Stuart 2007). As with many social phenomena (e.g., Phillips and Zuckerman 2001; 
Bothner, Kim, and Smith 2011), we expect an inverted U-shaped result from attribute 
crowding among songs: put succinctly, songs that are either stacked on top of one 
another or isolated will see their future chart prospects suffer, while those spaced 
comfortably proximate to other songs—signaling a reference group for listeners while 
displaying some degree of optimal distinctiveness—will be more likely to ascend  
the charts.  
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(7) (8)

Predicting #1 Predicting Top 10

Blues 0.296*** 0.476***

(0.134) (0.0801)

Brass & Military 2.102

(1.714)

Children's 0.896 0.403

(0.920) (0.298)

Classical 0.916 2.059*

(0.946) (0.875)

Electronic 1.598*** 1.500***

(0.148) (0.0777)

Folk, World & Country 0.227*** 0.344***

(0.0479) (0.0305)

Funk / Soul 0.825** 0.959

(0.0771) (0.0465)

Hip Hop 0.832 1.201***

(0.0981) (0.0752)

Jazz 0.386*** 0.769**

(0.110) (0.0852)

Latin 0.816 0.840

(0.282) (0.153)

Non-Music 0.421 0.875

(0.430) (0.346)

Reggae 1.256 1.153

(0.467) (0.250)

Rock 1.047 1.417***

(0.0898) (0.0640)

Stage & Screen 1.450* 1.090

(0.293) (0.131)

Major Label Dummy 1.186** 1.072*

(0.0885) (0.0403)

Loudness (normed) 1.298 1.254

(0.418) (0.209)

Tempo (Normed) 0.989 1.092

(0.374) (0.213)

Energy 0.323*** 0.428***

(0.0959) (0.0661)

Speechiness 0.628 0.486***

(0.277) (0.116)

Acousticness 1.090 0.901

(0.174) (0.0761)

Mode 1.106 1.039

(0.0817) (0.0398)

Danceability 2.280*** 2.424***

(0.700) (0.386)

Valence 1.118 0.877

(0.212) (0.0864)

Liveness 1.585*** 1.640***

(0.234) (0.127)

Song Length (seconds) 1.011*** 1.006***

(0.00376) (0.00192)

Song Length^2 1.000* 1.000*

(7.78e-06) (4.07e-06)

Constant 0.00662*** 0.0663***

(0.00341) (0.0173)

Observations 24,368 24,377
Coefficients report odds ratios; standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Discogs.com Genre 
Dummies 

(Pop music is
reference category)

Echo Nest Audio 
Attributes

Table 3. Cross-Sectional Logistic Regression Models                       
Predicting Billboard Hot 100 Achievement Levels
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To create our crowding measures, we followed earlier work concerned with prox-
imity, which uses cosine similarity to measure the distance between two distinct enti-
ties (Evans 2010; Aral and Alstyne 2011). First, we transformed the data into a long 
panel, giving each of the nearly 280,000 song-weeks in our dataset its own row. Next, 
we created similarity measures by taking the eleven audio attributes provided by The 
Echo Nest, normalizing them across a 0-1 scale, and then collapsing them into a sin-
gle vector for each song, Vi. We took each chart separately and calculated the cosine 
distance between each song’s vector of attributes, using the following equation: 

 
                                          (2) 

 
The resulting square matrix A has dimensions matching the number of songs on 

each week’s charts, with cell Aij representing the similarity between song i and song j. 
As every song is perfectly similar to itself (i.e., has a cosine similarity of 1), we re-
moved A’s diagonal from all calculations; leaving it in would be equivalent to adding 
a constant to our variable. Finally, we took the average of each row in A to give 
songs’ a chart specific cosine similarity value, all_cosine_sim. If we map the space of 
attribute similarity across songs using nodes and ties, weekly “cultural networks” are 
formed (see Figure 1). These networks represent a dynamic system of relationships 
between songs that display some degree of attribute overlap, and consist of clusters 
that not surprisingly approximate stylistic designations such as genre. 

Our second similarity variable was calculated using a similar procedure, but con-
siders crowding within specific genres. We believe this is necessary for two reasons. 
First, as listener groups often focus their attention on particular genres of music (e.g., 
“I listen to Pop and Hip-Hop, but never listen to any Country music”), the impact of 
crowding may be differentiated within these categories. Second, given the reductive 
nature of the audio attributes in our data, we wanted to increase the likelihood that 
songs that appear to be similar to one another in our data are interpreted as such when 
listened to. For example, one can imagine a situation where a reggae song and a coun-
try song sound nothing alike, yet when reduced to a few attributes, seem to be quite 
similar. The creation of two variables—one that compares all songs on the same chart 
to each other, and one that only compares those that have overlapping genres—
reflects our interest in exploring the possibility that two songs from distant genres 
may actually be quite similar, but may also be quite distinct.  

5.2 New Dependent Variables 

Our second set of models also requires new outcome variables, as we are more inter-
ested in measuring the effect of crowding on subsequent performance on the charts, 
rather than static chart position. Because attribute similarity is measured for each song 
pair in a given week, we wanted to capture the immediate impact of crowding on a 
song’s future chart performance. Thus, a positive sign for our similarity variables 
would imply that greater crowding leads to higher chart position the following week.  

We also generated a second new outcome variable: the weekly change in chart posi-
tion. Using inverted position values, we subtracted last week’s position from each song’s 
current position to measure its ascent up (or descent down) the charts. We consider this  
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Fig. 1. Cultural Network of Billboard Hot 100 Chart – August 15, 19644 

an important step, in part because songs that are near the bottom of the charts have more 
room for improvement, while those at the top of the charts are less likely to experience 
gains. While we could have included lagged chart position in our models to control for 
past performance, the resulting standard errors when running fixed-effects analyses gen-
erate concerns (Nickell 1981), and findings are usually more robust when using change 
scores as a dependent variable (Morgan and Winship 2007).  

5.3 Crowding Analysis 

We now turn to the results presented in Table 4, which examine the impact of crowd-
ing on subsequent chart performance. All of these models we estimated include linear 

                                                           
4  The presence of a tie connotes a within-genre cosine similarity above the mean value for that 

variable (~.79 across the entire dataset). For ease of demonstration, connections only occur 
between songs that share at least one genre assignment (each song can have up to three). 
Nodes are colored by primary genre.  
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and quadratic control variables for the number of weeks a song has already been on 
the charts. We do this in light of the fact that the average “life span” of a song is just 
over 11 weeks, and songs generally follow a parabolic trajectory through the charts. 
Most songs initially improve in chart position, but begin to decline after about 6 
weeks. It is rare for songs to move up substantially after that point in time, though it 
does happen on occasion. Songs that last an unusually long time on the charts usually 
climb relatively slowly.  

Beginning with model 9, we employ all_cosine_sim as our independent variable of 
interest in a pooled, cross-sectional analysis predicting a song’s position on the subse-
quent week’s Hot 100 chart. The coefficient here is strongly negative, indicating that 
in a given week, songs that are more crowded by similar others are also more likely to 
suffer a performance disadvantage. In model 10, we add the quadratic form of the 
independent variable as well as song-level fixed effects. This serves to remove time-
invariant characteristics of the song—its genre assignments, audio attributes, perform-
ing artist, and label, among others—and allows us to explore how shifting relation 
dynamics around a focal song impact its subsequent performance. The results show 
some support for the use of a quadratic term, although the point at which similarity 
begins to help is at the very top of the all_cosine_sim range, comprising less than 
.03% of all songs. In both cross-sectional and within-song analyses, high levels of 
crowding appear for the most part to be harmful to a song’s future chart performance.  

Beginning with model 11, we limit our explanatory variable of interest to within-
genre attribute similarity (genre_cosine_sim). When analyzed in cross-section, we 
initially find evidence for a beneficial effect of crowding. That is, songs that are simi-
lar to other songs on the chart at the same time appear to perform better, perhaps mov-
ing up in tandem as certain genres ebb and flow in popularity. This story remains un-
changed when adding the quadratic term (model 12), although the benefits of similari-
ty crowding are less significant. Beginning just below the mean value of ge-
nre_cosine_sim (≈.78), songs’ future performance is harmed as they become more 
like the other songs in their genres. These results support our expectation of a curvili-
near effect of attribute similarity, at least in cross-sectional analysis. 

This changes once we add song-level fixed effects in model 13. Here, we again 
find evidence that, as similar songs within overlapping genres encroach upon a focal 
song, they adversely affect its chart performance. This raises an interesting question 
around why, in cross-section, genre-based attribute similarity seems helpful, but with-
in-song changes in similarity over time render crowding hurtful. One potential answer 
lies in the specific distribution of crowding within a chart: if, as we previously dem-
onstrated, a handful of mainstream genres tend to crowd among the top 10 or top 20 
chart positions—where it is more difficult to improve rank from week-to-week—then 
this result should not be particularly surprising. For example, if similar songs from 
Rock and Pop (which often appear simultaneously as genre assignments for the same 
song) find themselves regularly in the upper segment of the charts, they will likely 
“compete” for the top few positions that remain. Here, the effects of attribute crowd-
ing would show up as harmful.  

To disentangle this further, we estimate models that predict change in rank. Model 
15 includes only the linear form of genre_cosine_sim and fixed effects for songs. We 
again find evidence for crowding’s role in discounting future performance outcomes, 
indicating that the previous effect in model 13 was likely not due only to crowding at  
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the top of the charts. Instead, this appears to be a real effect of genre-based crowding. 
Additional support is provided by model 16, which adds the quadratic term for with-
in-genre attribute similarity. While these results appear to suggest that crowding helps 
a song up to a point, the similarity value at which the effect becomes negative is ac-
tually quite low (0.544) given the distribution of our data. This suggests that only true 
isolates—those songs that are more than three standard deviations below the mean for 
genre-based similarity—benefit from crowding. When compared to other songs that 
appear on the same chart and are categorized within the same genres, these isolates 
are helped by “bridging” songs: those songs that are not too distant from the rest of 
their genre-peers, but distinct enough so as to provide a bridge to the isolate. These 
“bridges” or brokers may help to cushion audiences’ evaluations of more unusual 
sounding songs. In most instances, however, crowding appears to harm songs’ subse-
quent performance on the Billboard Hot 100.   

6 Discussion and Conclusions 

“Culture” represents one of the most well-trodden topics in the humanities and social 
sciences, but until recently our understanding of how culture really works, and to 
what effect, has been relatively circumscribed. This need not be the case. Although 
the findings presented above are exploratory in nature, they provide preliminary evi-
dence that sonic attributes matter, both independently and in the way they structure 
songs’ relationships to each other. Controlling for artist familiarity and genre prefe-
rences, consumer assessments of popular music is shaped in part by the content of the 
songs themselves, perhaps suggesting that listeners are more discerning than we 
sometimes give them credit for (Salganik, Dodds, and Watts 2006). Indicators of 
more upbeat songs, including higher tempo and danceability, predict both a higher 
peak position and a longer shelf life on the charts. Our empirical proxy for the effect 
of cultural network configurations—crowding caused by attribute similarity—also has 
a significant effect on how songs are evaluated. Songs that are musically too similar 
to their neighbors suffer a performance discount, both within and across genres; in-
deed, only those songs that are especially unique benefit from being crowded by simi-
lar others. These results support the argument that, to become a hit, a song must 
achieve some degree of optimal distinctiveness. 

We believe that the ideas presented in this paper make several contributions. First, 
we import methods traditionally associated with big data science and network analysis 
to enhance our understanding of large-scale cultural dynamics. While these tools nec-
essarily simplify the intrinsic high-dimensionality of culture, they also empower us to 
learn new things that might otherwise remain unknown. Although many new cultural 
measurement tools originate from advances in computer science and other disciplines, 
social scientists must critically develop and apply them appropriately and thoughtfully 
(Bail 2014). Other scholars have mapped meaning structures (Carley 1994; Mohr 
1994, 1998), charted diffusion patterns (Rossman 2012; Long and So 2013), and con-
ceptualized the link between culture and action (Swidler 1986; Weber 2005), but there 
has been no attempt to theorize and measure the role cultural content plays in  
the emergence and diffusion of new production and consumption patterns. We col-
lected and analyzed machine-learned data on discrete musical attributes to extend our 
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collective understanding of how consumers evaluate cultural products, generating 
new insight into the world of popular music.   

Second, we develop and test the effects of cultural networks, which provide a new 
means of understanding the fabric within which fields of cultural production are en-
meshed. We argue that the system of relations between attributes is theoretically and 
analytically distinct from networks of cultural producers and consumers. In so doing, 
we raise the possibility that cultural content asserts its own partially independent in-
fluence over evaluation outcomes through crowding and other mechanisms.  This 
conceptualization of culture is dynamic, and pushes network scholars to theorize new 
ways in which mapping techniques might be used to describe different kinds of rela-
tionships. While existing research on networks focuses largely on interpersonal ties, 
substantive relationships exist between all sorts of actors, objects, and ideas. Redefin-
ing what constitutes a node and an edge might help scholars rethink how inanimate 
actors assert influence or agency, thereby addressing a critical issue in social theory 
more broadly (Berger and Luckmann 1966). 

We also recognize several important limitations of our study. Although the data we 
use to measure cultural attributes is relatively comprehensive and sophisticated, it 
represents a significant distillation of a song’s musical complexity. Reducing such a 
high dimensional object into eleven fixed attributes inevitably simplifies its cultural 
fingerprint and alters its relationships with other like-objects. Our data also does not 
allow us to account for listeners’ interpretations of attributes or lyric similarity be-
tween songs. In the future we expect to use additional data to conduct comparative 
analyses that match songs which appeared in the Billboard Hot 100 charts with songs 
that did not, allowing us to define the limits of our findings to learn more about the 
effects of cultural attributes on performance outcomes. We also hope to conduct more 
dynamic analyses to understand better the nature and implications of specific cultural 
structures that appear in our dataset. Carving the chart into distinct segments, toying 
with different time lags, and mapping the social life of individual songs via their chart 
trajectory should provide additional insight into the dynamism of cultural networks. 

Finally, although we provide robust evidence for how musical attributes affect 
songs’ performance on the charts, our explanation of evaluation outcomes is limited 
to characteristics of the production environment. The analyses presented in this paper 
do not account for the external consumption environment, making it difficult to iden-
tify the mechanisms by which audiences shape the composition of the charts. It is also 
unclear how contingent our findings are on the domain of cultural production being 
studied (e.g., popular music) or the specifics of the historical and social situation. Col-
lecting additional data and employing other methods (e.g., instrumental variables, 
cluster analyses, binary random classifiers) will allow us to better account for the 
complex and likely interdependent nature of these dynamics. 
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Appendix: Echo Nest Audio Attributes5 
 

Attribute Scale Definition

Acousticness 0 to 1
Represents the likelihood a recording was created by solely acoustic means such as voice and 
acoustic instruments, as opposed to electronically such as with synthesized, amplified, or effected 
instruments. 

Danceability 0 to 1
Describes how suitable a track is for dancing. The combination of musical elements that best 
characterize danceability include tempo, rhythm stability, beat strength, and overall regularity.

Duration* Seconds The length of a track.

Energy
0 to 1      

(continuous)

A perceptual measure of intensity throughout the track. Typical energetic tracks feel fast, loud, and 
noisy. Perceptual features contributing to this attribute include dynamic range, perceived loudness, 
timbre, onset rate, and general entropy.

Key*
1 to 12         

(integers only)
The estimated overall key for a track. The key identifies the tonic triad, the chord, major or minor, 
which represents the final point of rest of a piece.

Liveness 0 to 1
Detects the presence of an audience in the recording. The more confident that the track is live, the 
closer to 1 the attribute value. 

Loudness Decibels (dB)
The average loudness of a track. Loudness is the quality of a sound that is the primary 
psychological correlate of physical strength (amplitude).

Mode 0 or 1 Indicates the modality (major or minor) of a track.

Speechiness 0 to 1
Detects the presence of spoken words in a track. The more exclusively speech-like the recording 
(e.g. talk show, audio book, poetry), the closer to 1 the attribute value. 

Tempo
Beats per minute 

(BPM)
The overall estimated tempo of a track. In musical terminology, tempo is the speed or pace of a 
given piece and derives directly from the average beat duration.

Time Signature* Beats per measure
An estimated overall time signature of a track. The time signature (meter) is a notational convention 
to specify how many beats are in each bar (or measure).

Valence 0 to 1
Describes the musical positiveness conveyed by a track. Tracks with high valence sound more 
positive (e.g., happy, cheerful, euphoric), while tracks with low valence sound more negative (e.g. 
sad, depressed, angry). This attribute in combination with energy is a strong indicator of mood.  

 

                                                           
5   Attributes marked with a * were used to construct cosine similarities between songs, but they 

do not appear as stand-alone variables in our models because there is no clear interpretation 
of what a unit increase (or decrease) in these attributes connotes. 
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Abstract. We investigate trends in the international migration of professional
workers by analyzing a dataset of millions of geolocated career histories pro-
vided by LinkedIn, the largest online platform for professionals. The new dataset
confirms that the United States is, in absolute terms, the top destination for in-
ternational migrants. However, we observe a decrease, from 2000 to 2012, in the
percentage of professional migrants, worldwide, who have the United States as
their country of destination. The pattern holds for persons with Bachelor’s, Mas-
ter’s, and PhD degrees alike, and for individuals with degrees from highly-ranked
worldwide universities. Our analysis also reveals the growth of Asia as a major
professional migration destination during the past twelve years. Although we see
a decline in the share of employment-based migrants going to the United States,
our results show a recent rebound in the percentage of international students who
choose the United States as their destination.

The United States is in the middle of a fierce debate over an immigration reform that
would, among others, increase the number of temporary visas for skilled workers, boost
the number of visas available to foreign students who earn advanced degrees in STEM
disciplines (science, technology, engineering and mathematics), and create new visas
awarded on the basis of a scoring system intended to favor “merit” [11].

The United States has always been a country of immigration, a top destination for
scientists [6, 16] and, more broadly, for holders of a doctorate degree [2]. It has been
found that “individuals making exceptional contributions to science and engineering
(S&E) in the United States are disproportionately drawn from the foreign born” [9] and
that the US has largely benefited from talent educated abroad [9]. Most of the public
discussion around immigration reform has focused on the potential consequences of the
immigration bill for employment and wages of United States citizens. Less attention has
been paid, however, to the position of the United States in the context of recent changes
in the composition and destinations of highly skilled migrants around the world.

The past decades have seen a general increase of worldwide migration [1, 19],
including a jump in the migration of professionals [10]. In turn, employment-based
migration to the United States has been governed by a complicated system of visa regu-
lations, which in some cases (e.g. the H1-B visa) include absolute caps on the number of
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individuals admitted to the country.1 The combination of these two processes leads us
to expect the emergence of other destinations for professional migrations, as has been
observed at the turn of the century [16].

There is a large body of literature, mainly in the disciplines of sociology, demogra-
phy, economics, and geography, about international migration, and, more specifically,
highly-skilled migration. It is beyond the scope of this article to discuss theories of mi-
gration and the rich and healthy debate about them (for an overview see, for instance,
[4, 8, 12, 17]). With this article we emphasize an outstanding problem in migration re-
search: the lack of timely, consistent and comparative data sources about international
migrants. We address the issue by proposing an analysis based on new and innovative
data from LinkedIn, the largest online platform for professionals. More specifically,
we investigate recent trends in the composition of international students and highly-
educated migrants in the US. We hope that presenting new empirical findings in an
interdisciplinary context will contribute to improvements in our theoretical understand-
ing of migration dynamics.

New Data for the Analysis of Migration Patterns

Monitoring international flows of migrants is key to designing effective policies. How-
ever, migration data tend to be coarse-grained, inconsistent across countries, expensive
to gather, and available only with a considerable delay [5, 20]. The increasing availabil-
ity of geolocated data from online sources or cellphone call records has opened new
opportunities to identify migrants and to follow them, in an anonymous way, over time.
Cellphone data have been used mainly to evaluate patterns and regularities of internal
mobility for a country (e.g., [3, 7]). IP address geolocation has been used to evaluate in-
ternal mobility [14]. Analogously, recent trends in international flows of migrants have
been estimated by tracking the locations, inferred from IP addresses, of users who re-
peatedly login into Yahoo! services [18, 21]. More recently, geolocated Twitter ‘tweets’
have proven useful to monitor trends in short-term international mobility [22].

The relevance of new digital records for migration studies can be evaluated along
three main dimensions: i) scope, ii) time series length, and iii) accuracy of geolocation.
Most data sources rarely excel in all the three dimensions. For instance, cellphone call
detail records are quite accurate in terms of geolocation, but often available only for
single countries or small geographic regions. IP geolocated logins to websites are not
constrained by country borders, but have low granularity within a country. Geolocated
Twitter data provide precise estimates of geographic coordinates and the scope is global.
However, the time series are relatively short and little demographic information can be
extracted from Twitter profiles.

We analyzed recent trends in international migration of highly skilled workers us-
ing a dataset of unprecedented detail, extracted from LinkedIn, the social networking
website for professionals. LinkedIn counts over 200 million members in more than 200
countries and territories [13]. People typically use their LinkedIn profiles to post their

1 The American Community Survey documents a flat trend in the number of college-educated
individuals who migrated to the United States during the period 2000-2010.
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employment and educational history. When aggregated and anonymized, that informa-
tion provides the most comprehensive and up to date picture of international flows of
highly skilled migrants.

Trends in Highly Skilled Migration to the US

We tracked the proportion of migrants whose destination was the United States, out
of all migrants observed during a particular calendar year, for the period 1990-2012.
Figure 1 shows the fraction of world migrants who moved to the United States, over
time. The trends are broken down by level of education and by sector of employment
(STEM vs. non-STEM). In our sample of LinkedIn users we observed a slight increase
of the conditional probability of migrating to the United States during the 1990s, fol-
lowed by a downward trend after the year 2000. The trend that we observed suggests

Fig. 1. Conditional Probability of Migration to United States by Year, 1990-2012

that a smaller fraction of highly skilled migrants seeking employment have made their
way to the United States as the first decade of the 21st century progressed. The patterns
that we observed could be related to both increasing opportunities outside the United
States or a reduction of the demand in the United States. For instance, during the first
decade of the 21st century, the United States experienced two major economic crises:
the collapse of the “dot-com bubble” during 1999-2001, and the financial crisis of 2008.
These crises adversely affected opportunities for immigrants in the United States. The
nature of our dataset has allowed us to assess the decline in migration likelihoods by
educational attainment at the time of migration. As Figure 1 shows, 33% of professional
migrants with Bachelors’ degrees achieved by the time of migration were likely to reach
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the US in the year 2000, compared to 17% in 2012. Analogous figures are 27% in 2000
and 12% in 2012 for migrants with Master’s degrees, 29% (2000) and 18% (2012) for
migrants with PhDs.

The current policy debate has centered around the availability of temporary and per-
manent visas for highly-skilled migrants in STEM fields. To address this area of interest
we classified individuals according to their broad occupational field. A downward trend
is observed in STEM as well as non-STEM fields, although the overall decrease in the
probability of migrating to the US was higher in STEM (22 percentage points, from
37% to 15%) as compared to non-STEM fields (12 percentage points, from 25% to
13%). Our findings suggest that, in addition to short-term crises, such as the “dot-com
bubble”, there are long-term structural changes in the global system of employment-
based, highly-skilled migration. The United States continues to occupy a central place
in the global migration system. However, its dominant position is no longer indis-
putable. Figure 2 shows that, while the U.S. became a less prominent destination for
professional migrations during the 2000s, Europe and Canada also saw a decrease in
their share2 of the world’s professional migration flows – albeit a gentler one – while
Australia and Oceania, Africa and Latin America increased their proportional intake.3

The most prominent increase was recorded for Asian countries, which attracted, in our
sample, a cumulative 25% of the world’s professional migrants in 2012, compared to
only 10% in the year 2000. The observed decline of the United States as a professional

Fig. 2. Distribution of Migration Flows, by year and region of destination, 1990-2012

migration destination may be a reflection of increased competition for highly skilled
migrants from other countries, of declining demand for highly skilled migrants in the
United States, of an increased worldwide supply of highly skilled migrants, or of inef-
ficiencies created by current US migration laws. While the mechanism is most likely a

2 Europe attracted 40.8% of the world’s professional migrants in 2000, and 37.8% in 2012, while
Canada attracted 6.2% of the flow in 2000 and 5.5% in 2012.

3 Africa increased from 1.3% in 2000 to 3.3% in 2012, Australia and Oceania from 5.7% in
2000 to 7.9% in 2012, Latin America and the Caribbean increased from 3.7% in 2000 to 5.7%
in 2012.
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multi-factorial one, the overall conclusion seems to suggest the possibility of a funda-
mental change in the international migration patterns of professionals.

Robustness of the Results

Although our dataset allows an otherwise-unattainable glimpse into the global system
of highly skilled migration, there are a number of limitations that we would like to ac-
knowledge and discuss. First, we do not know the citizenship status of individuals in
our sample. As a result, our dataset does not directly distinguish between the return
migration of US expatriates and in-migration of foreign persons. However, this is ex-
pected to be a minor factor, as relatively few American professionals migrate outside of
the United States, and fewer return to their country of origin.4 Another relatively minor
source of uncertainty in our data concerns cases of circular migrations, back and forth
from the United States, of foreign persons, which are expected to be rare events. Indeed,
92% of migration events in our dataset were due to individuals who generated only one
migration event.

LinkedIn users are not a representative sample of the entire population of highly-
skilled migrants. As a result our estimates may be biased. A potential problem of our
data is the mechanism through which individual migrants are selected into the sample.
We thus verified the robustness of our main result, the downward trend in fraction of
migrants to the United States, with further analyses. Since LinkedIn is a United States
company, those individuals who joined earlier were more likely to be located in the
United States at the time of their registration, and thus more immigrants to the United
States are expected to be included in the early sample of our data. However, we checked
that the size of this potential source of bias is small and does not affect our results.
In order to control for unobserved users’ characteristics associated with the choice of
registering with LinkedIn, we divided our dataset into ten separate subsets, one for each
annual cohort5 of new LinkedIn users since 2004. For all of the ten cohorts we found
a statistically significant downward trend in migrants’ likelihood to move to the United
States after the year 2000.6

As a further test of the validity of the results, we compared predic-
tions derived from our model against the American Community Survey (ACS)
(http://www.census.gov/acs), using a dataset provided by the IPUMS project
(https://usa.ipums.org/usa/sda/). To our knowledge, the ACS – a survey
continuously run by the US Census Bureau – represents one of the most authoritative
data sources available to estimate migrations to the United States. We compared the

4 This consideration is even more likely to hold for graduates of non-US top global universities.
5 A cohort of users comprises all those individuals who joined LinkedIn during the same calen-

dar year. Regardless of when a user joins, we observe events both before and after their joining
of LinkedIn, from the user’s professional history as reported on their LinkedIn profile.

6 Statistical significance was established using a logistic regression where the year of migration
and the year of user registration were dummy-coded. The ratio between the cohort-specific
likelihoods of migrating to the United States in 2012 and 2000 ranged between 0.47 and 0.72.
The similar ratio against the year 1999 ranged between 0.47 and 0.62. There was no monotonic
relation between user cohort and decrease of likelihood of migrating to US.

http://www.census.gov/acs
https://usa.ipums.org/usa/sda/
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yearly rate of change in the US in-migration rate estimated from our data and from
the ACS, for the period 2001 to 2010. ACS and LinkedIn estimates were computed for
individuals who had at least a Bachelor’s degree at the time of migration. Pearson’s ρ
between the two time-series is 0.70, whereas Spearman’s rank-correlation coefficient
is 0.83. The time-series are plotted together in Figure 3. The plot shows the two time-
series tracking each other quite closely until 2005 (Pearson’s ρ = 0.96, Spearman’s
rank-correlation coefficient 0.9). After 2005, estimates based on LinkedIn data give a
higher immigration rate. It is possible that ACS underestimates professional migration,
due to underreporting. Alternatively, our approach based on LinkedIn data may tend to
overestimate professional migration to the US during the late 2000s. This observation
further strengthens our main result. If estimates of migration rates from our LinkedIn
dataset tend to overestimate recent migration of professionals to the US (i.e., if the pop-
ulation of LinkedIn users is more mobile than the overall population of highly-skilled
professionals), then the downward trend in conditional probabilities of professional mi-
gration to the United States may be even steeper than what we expect. In other words, in
spite of the fact that LinkedIn data may overestimate recent migration of highly-skilled
individuals to the United States, in our sample professional migrants appear less likely
to go to the United States in the second half of the last decade than in the first.

Fig. 3. U.S. In-Migration rate, computed from LI and ACS data

An additional potential confounding factor in our data concerns the definition of a
“highly-skilled migrant”. A skeptical argument would be that the quality of university
degrees might have been diluted by increases in the number of higher education in-
stitutions worldwide. By this token, the United States is receiving the same share of
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the “truly” highly-skilled migrants in the world, but the (likely) increasing number of
university graduates is hiding this fact. We falsified this hypothesis by computing the
conditional migration probability to the United States for a subset of individuals in
our sample: those whose latest degree at the time of migration came from one of the
top-500 worldwide universities, as listed in the Quacquarelli-Symonds (QS) ranking
(2013).7 Once more we observed the same overall pattern of decreasing probabilities of
migration to the United States: in our sample, 24% of migrants who were graduates of
the top 500 universities worldwide went to the United States in the year 2000, but only
12% did so during 2012.

Discussion

Highly-skilled migration is an important demographic phenomenon with relevant con-
sequences, for instance in terms of human capital formation, a central issue in the study
of economic development. Despite the importance of highly-skilled migrations for a
number of disciplines and for policy making, it is extremely difficult to find reliable
data on the flows of highly-skilled migrants. This is due to a number of factors. There is
no uniform international definition of migration, and even migration data sources that
provide time-series data caution against assuming either within- or between-country
consistency in the measurement of migrations. In some cases the data sources are so
indirect as to render them useless in a comparison against our dataset. For instance,
data for the United States in the OECD international migration database come from the
Department of Homeland Security count of new permanent residencies, though a great
number of migration episodes to the United States start out with a “non-immigrant”
visa status (e.g., the H1-B, F-1 visa, etc.).

For this article, our aim is to measure highly-skilled – rather than overall – migration
flows. There is even less consistent data available for this task, and to our knowledge no
large-scale survey of the world’s professional migration flows has currently been com-
piled. The boundaries of the concept of a “highly-skilled” migrant are relatively porous,
rendering its measurement difficult with traditional demographic instruments. We be-
lieve that complementing existing data sources with social media data may improve our
understanding of migration patterns. LinkedIn, with a website interface in 20 languages
and an aggressive strategy emphasizing growth outside of the United States, provides
innovative data to investigate population processes for highly-skilled professionals.

In this article, we showed that LinkedIn data provide important insights about re-
cent trends in migrations of highly-skilled migrants to the United States. At the same
time, the sample of LinkedIn users is a convenience sample. It is a large and interest-
ing sample, but not representative of the entire population of highly-skilled migrants.
We provided analyses that support the robustness of our results. Nonetheless, there is a
tradeoff between generating new information from social media, and the statistical con-
fidence in the results. Whenever large datasets exist for calibration of estimates from

7 There were 406 non-US universities in the Quacquarelli-Symonds top 500. We only included
non-US universities because individuals who have attended US schools and are currently
abroad are by definition return migrants to the United States, whereas we are primarily in-
terested in first-time migrants.
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social media data, then our uncertainty about the outcomes is low. In those situations,
the novelty of the results is also low. Whenever little traditional data exist for calibra-
tion, social media may provide more novel information, but with higher uncertainty.
The challenge for social scientists and computer scientists is to incorporate existing
data sources, from official statistics to social media data, into a unified framework.

The rise of very large datasets has the potential to reshape both science and policy in
innumerable ways, as long as appropriate methods will be developed to make inference
from unstructured data. Traditional measurement methods have not been enough to
generate timely estimates consistent across countries. We believe that the use of social
media data in this area will be very fruitful, especially in combination with existing
data sources. Measuring migrations is a relatively well-defined problem. Thus it will
be possible to evaluate the predictive power of models that incorporate social media
data. Our article is intended to provide a first step towards the study of highly-skilled
migrations using social media data. As such, we hope to stimulate the discussion about
the use of social media data to improve our understanding of population processes. We
believe that social scientists will not only benefit from new and large data sets, but also
increasingly contribute to the emerging field of Web science by developing new and
innovative methods.
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Appendix

Extracting Information from LinkedIn Profiles

From the initial population of over 200 million LinkedIn users worldwide, we extracted
the subset of inter-country migration events related to changes in individuals’ places
of employment, for migrations lasting at least one calendar year between 1990 and
2012. We measured migrations by examining country-level locations associated with
positions held by individuals across their careers, as listed in their LinkedIn profiles.
Part of the geolocated positions are standardized data, where the user selects the posi-
tion’s location from a drop-down menu. We inferred the remaining positions’ location
by combining various sources of information: free-text entered by the user (addresses),
IP geo-location, location of the company associated with the position, colleagues’ loca-
tions, and the location associated with the next and previous positions in the individual’s
profile. To combine the various sources of information, we used a Naive Bayes classifier
trained on the standardized location data. The decision threshold that we chose achieved
99% precision and 54% recall against a held-out dataset.

We represented each individual’s career as an ordered tuple (pi,1; pi,2; . . . pi,k), where
pi,j denotes the j-th position held by individual i, with the order determined by each po-
sition’s start date. We projected each person’s tuple of geolocated positions into month-
level observations that specify their location during a particular month. In cases where
location information is missing from a person’s career for a period of less than or ex-
actly twelve months, we interpolated the location with respect to the nearest (in time)
non-missing observation. Where two non-missing and different observations are equally
close (e.g. location A six months before and location B six months later), we selected
an imputation at random from the two possibilities. We then inferred the place of resi-
dence for each user, at regular intervals of time (i.e., during the month of January) over
the course of several years.

We define a migration event by querying the location of each individual at the be-
ginning of every calendar year. If the individual’s estimated place of residence is in a
different country, compared to the beginning of the previous year, we assume that a mi-
gration event has occurred during the past calendar year. For the purposes of this article,
immigration rates are defined as the ratio N

(y)
→C/N

(y)
C between the number of individu-

als who moved to country C during year y (N (y)
→C), and the number of individuals who

were observed in country C at the end of year y (N (y)
C ).

We mapped employment-based positions to their Standard Occupational Classifica-
tion (SOC) code. From each position we extracted the job title as reported by the user.
Job titles were then mapped through an internal algorithm to a number of standardized
titles, which in turn were mapped by human coders to their Standard Occupational Clas-
sification code. Positions were considered to be STEM if their SOM code was either
15-1000 (Computer Occupations), 15-2000 (Mathematical Science Occupations) 17-
1000 (Architecture and Engineering Occupations), 19-0000 (Life, Physical and Social
Science Occupations), and 25-1000 (Postsecondary Teachers). The decision to include
all Postsecondary Teachers in the STEM field is motivated by the great deal of overlap
between academia and STEM fields.
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Table 1. Probability that Migration Destination is U.S. (cf. Figure 1)

Year Employment-Based Migration Education-Based
Overall Degree Prior to Migration Top STEM Field Overall STEM

Bac. Mst. PhD School Yes No Field
1 1990 0.22 0.27 0.20 0.24 0.20 0.25 0.22 0.44 0.55
2 1991 0.24 0.29 0.25 0.26 0.24 0.29 0.23 0.42 0.50
3 1992 0.24 0.29 0.22 0.26 0.24 0.33 0.23 0.40 0.44
4 1993 0.25 0.28 0.26 0.27 0.22 0.30 0.25 0.38 0.49
5 1994 0.26 0.31 0.27 0.25 0.22 0.28 0.25 0.38 0.49
6 1995 0.27 0.33 0.25 0.23 0.22 0.33 0.26 0.39 0.49
7 1996 0.28 0.35 0.28 0.30 0.27 0.36 0.27 0.40 0.53
8 1997 0.28 0.35 0.28 0.29 0.24 0.37 0.27 0.42 0.54
9 1998 0.30 0.37 0.29 0.30 0.26 0.38 0.29 0.42 0.53

10 1999 0.28 0.35 0.28 0.30 0.25 0.36 0.27 0.41 0.52
11 2000 0.27 0.33 0.27 0.29 0.24 0.37 0.25 0.41 0.54
12 2001 0.22 0.26 0.23 0.29 0.19 0.29 0.21 0.35 0.46
13 2002 0.20 0.23 0.20 0.23 0.17 0.24 0.19 0.32 0.41
14 2003 0.20 0.23 0.20 0.23 0.16 0.23 0.18 0.30 0.39
15 2004 0.20 0.24 0.20 0.21 0.16 0.24 0.18 0.31 0.39
16 2005 0.19 0.23 0.20 0.22 0.17 0.23 0.18 0.31 0.40
17 2006 0.18 0.22 0.19 0.20 0.16 0.22 0.17 0.31 0.42
18 2007 0.17 0.20 0.17 0.21 0.14 0.20 0.15 0.30 0.40
19 2008 0.15 0.18 0.14 0.20 0.13 0.18 0.13 0.26 0.34
20 2009 0.14 0.17 0.13 0.18 0.12 0.17 0.13 0.25 0.33
21 2010 0.15 0.18 0.14 0.20 0.13 0.18 0.14 0.27 0.36
22 2011 0.14 0.17 0.13 0.19 0.13 0.16 0.13 0.29 0.34
23 2012 0.13 0.17 0.12 0.18 0.12 0.15 0.13 0.35 0.35

Notes: Employment-based migration: migrant (first) obtains job in destination country.
Education-based migration: migrant (first) pursues educational program in destination
country. If migrant pursues both employment and education upon arriving in destination
country, migration event is assumed to be education-based. Prior degree must have been
received during the previous year. “Top schools” are all non-US schools in the top 500
universities in the Quacquarelli-Symonds ranking. For STEM field identification, see
main text.
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Table 2. Definition of Regions used in Figure 2

Region Countries

Africa

Algeria; Angola; Benin; Botswana; Burkina Faso; Burundi; Cameroon; Cape Verde; Central African
Republic; Chad; Comoros; Congo, Republic Of; Congo, The Democratic Republic Of; Cote D’ivoire;
Djibouti; Egypt; Equatorial Guinea; Eritrea; Ethiopia; Gabon; Gambia; Ghana; Guinea; Guinea-bissau;
Kenya; Lesotho; Liberia; Libyan Arab Jamahiriya; Madagascar; Malawi; Mali; Mauritania; Mauritius;
Mayotte; Morocco; Mozambique; Niger; Nigeria; Reunion; Rwanda; Saint Helena; Sao Tome And Principe;
Senegal; Seychelles; Sierra Leone; Somalia; South Africa; Sudan; Swaziland; Tanzania, United
Republic Of; Togo; Tunisia; Uganda; Zambia; Zimbabwe

Australia
and
Oceania

American Samoa; Australia; Cook Islands; Fiji; French Polynesia; Guam; Kiribati; Marshall Islands;
Micronesia, Federated States Of; Nauru; New Caledonia; New Zealand; Northern Mariana Islands;
Palau; Papua New Guinea; Samoa; Solomon Islands; Tonga; Tuvalu; Vanuatu

Canada Canada

Latin
America
and
Caribbean

Anguilla; Antigua And Barbuda; Argentina; Aruba; Bahamas; Barbados; Belize; Bermuda; Bolivia,
Plurinational State Of; Brazil; Cayman Islands; Chile; Colombia; Costa Rica; Cuba; Dominica;
Dominican Republic; Ecuador; El Salvador; Falkland Islands (Malvinas); French Guiana; Greenland;
Grenada; Guadeloupe; Guatemala; Guyana; Haiti; Honduras; Jamaica; Martinique; Mexico; Montserrat;
Netherlands Antilles; Nicaragua; Panama; Paraguay; Peru; Puerto Rico; Saint Kitts And Nevis; Saint
Lucia; Saint Pierre And Miquelon; Saint Vincent And The Grenadines; Suriname; Trinidad And Tobago;
Turks And Caicos Islands; Uruguay; Venezuela, Bolivarian Republic Of; Virgin Islands, British;
Virgin Islands, U.s.

Northern
Europe

Aland Islands; Denmark; Estonia; Faroe Islands; Finland; Guernsey; Iceland; Ireland; Isle Of Man;
Jersey; Latvia; Lithuania; Norway; Svalbard And Jan Mayen; Sweden; United Kingdom

Rest
of
Asia

Afghanistan; Bangladesh; Bhutan; Brunei Darussalam; Cambodia; China; Hong Kong; India; Indonesia;
Iran, Islamic Republic Of; Japan; Kazakhstan; Korea, Democratic People’s Republic Of; Korea,
Republic Of; Kyrgyzstan; Lao People’s Democratic Republic; Macao; Malaysia; Maldives; Mongolia;
Myanmar; Nepal; Pakistan; Philippines; Singapore; Sri Lanka; Tajikistan; Thailand; Timor-leste;
Turkmenistan; Uzbekistan; Vietnam

Rest
of
Europe

Albania; Andorra; Belarus; Bosnia And Herzegovina; Bulgaria; Croatia; Czech Republic; Gibraltar;
Greece; Holy See (vatican City State); Hungary; Italy; Macedonia, The Former Yugoslav Republic Of;
Malta; Moldova, Republic Of; Montenegro; Poland; Portugal; Romania; Russian Federation; San Marino;
Serbia; Slovakia; Slovenia; Spain; Ukraine

United
States United States

Western
Asia

Armenia; Azerbaijan; Bahrain; Cyprus; Georgia; Iraq; Israel; Jordan; Kuwait; Lebanon; Oman;
Palestinian Territory, Occupied; Qatar; Saudi Arabia; Syrian Arab Republic; Turkey; United Arab
Emirates; Yemen

Western
Europe Austria; Belgium; France; Germany; Liechtenstein; Luxembourg; Monaco; Netherlands; Switzerland
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Table 3. Distribution of World Migrations (cf. Figure 2)

Afr. Aus. Can. L. Am. N.Eur. R.of Asia R.of Eur. U.S. W. Asia W. Eur. Total
1990 0.01 0.04 0.07 0.03 0.20 0.06 0.05 0.34 0.03 0.17 1.00
1991 0.01 0.04 0.06 0.04 0.20 0.06 0.05 0.33 0.04 0.16 1.00
1992 0.01 0.04 0.06 0.03 0.21 0.07 0.05 0.32 0.04 0.16 1.00
1993 0.01 0.04 0.06 0.04 0.22 0.07 0.05 0.32 0.04 0.15 1.00
1994 0.01 0.05 0.06 0.04 0.21 0.08 0.05 0.32 0.03 0.15 1.00
1995 0.02 0.05 0.06 0.04 0.20 0.07 0.05 0.32 0.04 0.15 1.00
1996 0.01 0.05 0.05 0.04 0.21 0.08 0.05 0.33 0.03 0.14 1.00
1997 0.01 0.05 0.06 0.04 0.21 0.07 0.05 0.34 0.04 0.14 1.00
1998 0.01 0.05 0.06 0.03 0.20 0.06 0.06 0.35 0.04 0.14 1.00
1999 0.02 0.05 0.06 0.03 0.20 0.07 0.06 0.33 0.03 0.15 1.00
2000 0.01 0.06 0.06 0.04 0.20 0.07 0.06 0.32 0.03 0.15 1.00
2001 0.02 0.06 0.07 0.04 0.21 0.08 0.07 0.27 0.04 0.15 1.00
2002 0.02 0.07 0.07 0.04 0.21 0.08 0.08 0.24 0.04 0.14 1.00
2003 0.02 0.07 0.07 0.04 0.21 0.09 0.08 0.24 0.05 0.14 1.00
2004 0.02 0.07 0.06 0.04 0.21 0.09 0.08 0.23 0.05 0.13 1.00
2005 0.02 0.07 0.06 0.04 0.20 0.10 0.08 0.23 0.06 0.13 1.00
2006 0.02 0.07 0.06 0.04 0.20 0.10 0.08 0.22 0.08 0.13 1.00
2007 0.02 0.08 0.06 0.04 0.20 0.10 0.08 0.20 0.08 0.13 1.00
2008 0.03 0.08 0.06 0.04 0.19 0.11 0.08 0.17 0.10 0.14 1.00
2009 0.03 0.07 0.06 0.05 0.18 0.13 0.08 0.17 0.08 0.15 1.00
2010 0.03 0.08 0.06 0.05 0.17 0.14 0.07 0.17 0.08 0.14 1.00
2011 0.03 0.08 0.06 0.06 0.16 0.15 0.07 0.16 0.09 0.15 1.00
2012 0.03 0.08 0.05 0.06 0.16 0.16 0.07 0.14 0.10 0.16 1.00
Note: Table reflects all observed migrations, whether employment- or education-based.
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Abstract. Religiosity is a powerful force shaping human societies, af-
fecting domains as diverse as economic growth or the ability to cope with
illness. As more religious leaders and organizations as well as believers
start using social networking sites (e.g., Twitter, Facebook), online ac-
tivities become important extensions to traditional religious rituals and
practices. However, there has been lack of research on religiosity in on-
line social networks. This paper takes a step toward the understanding of
several important aspects of religiosity on Twitter, based on the analysis
of more than 250k U.S. users who self-declared their religions/belief, in-
cluding Atheism, Buddhism, Christianity, Hinduism, Islam, and Judaism.
Specifically, (i) we examine the correlation of geographic distribution of
religious people between Twitter and offline surveys. (ii) We analyze
users’ tweets and networks to identify discriminative features of each re-
ligious group, and explore supervised methods to identify believers of
different religions. (iii) We study the linkage preference of different reli-
gious groups, and observe a strong preference of Twitter users connecting
to others sharing the same religion.

1 Introduction

Religiosity is a powerful force shaping human societies, and it is persistent –
94% of Americans believe in God and this percentage has stayed steady over
decades [30]. It is important to study and understand religion because it affects
multiple domains, ranging from economic growth [1], organizational functioning
[10] to the ability to better cope with illness [3]. A key feature of any belief
system such as religion is replication – in order to survive and grow, religions
must replicate themselves both vertically (to new generations) and horizontally
(to new adherents). The Internet already facilitates such replication. Traditional
religions are likely to adapt to the societal and historic circumstances and take
advantage of social media. Many churches and religious leaders are already using
social networking sites (e.g., Twitter, Facebook) to connect with their believers.

� This work was done while the first author was an intern at Qatar Computing Re-
search Institute.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 544–560, 2014.
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While social networking and social media become important means of religious
practices, our understanding of religiosity in social media and networking sites
remains very limited. In this paper, we take a step to bridge this gap by studying
the phenomenon of religion for more than 250k U.S. Twitter users, including
their tweets and network information.

Twitter, because of its global reach and the relative ease of collecting data,
is becoming a great treasure trove of information for computer and social sci-
entists. Researchers have studied various problems using Twitter data, such as
mood rhythms [14], happiness [12], electoral prediction [7], or food poisoning
[8]. However, studies that explore the phenomenon of religion in social network-
ing sites are still rare so far. To date, the most relevant study investigates the
relationship between religion and happiness on Twitter [29]. It examines the
difference between Christians and Atheists concerning the use of positive and
negative emotion words in their tweets, whereas our work focuses on the reli-
giosity of Twitter users across five major religions and Atheism. One recent study
[26] addresses the prediction of users’ religious affiliation (i.e., Christian or Mus-
lim) using their microblogging data, which focuses on building the classification
model but not studying the phenomenon.

We collected U.S. Twitter users who self-reported their religions as Athe-
ism, Buddhism, Christianity, Hinduism, Islam, or Judaism in their free-text self-
description, and further collected their tweets and friends/followers. Our dataset
comprises 250,840 U.S. Twitter users, the full lists of their friends/followers, and
96,902,499 tweets. In particular, we explore the following research questions in
this paper:

1. How does the religion statistics on Twitter correlate with that in the offline
surveys? Our correlation analysis shows that: (1) There is a moderate corre-
lation between survey results and Twitter data regarding the distribution of
religious believers of a given denomination across U.S. states, e.g., the macro-
average Spearman’s rank correlation of all the denominations is ρ = .65. (2)
Similarly, the fraction of religious people of any belief within a given U.S.
state in surveys matches well with that of Twitter users referencing any
religion in their profiles with a Pearson Correlation of r = .79 (p < .0001).

2. Whether or not do various religious groups differ in terms of their content
and network? Can we build a classifier to accurately identify believers of
different religions? Specifically, (1) By looking at discriminative features for
each religion, we show that users of a particular religion differ in what they
discuss or whom they follow compared to random baseline users. (2) We
build two classifiers that detect religious users from a random set of users
based on either their tweets’ content or the users they follow, and we find
that the network “following” features are more robust than tweet content
features, independent of the religion considered.

3. Does the in-group linkage preference exist in any particular religious denom-
ination? Our main findings include: (1) We find strong evidence of same-
religion linkage preference that users of a particular denomination would
have an increased likelihood to follow, be-followed-by, mention or retweet
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other users of the same religion. For example, our results show that follow-
ing someone of the same religion is 646 times as likely as following someone
of a different religion based on a macro-average of six denominations. (2)
We show that “the pope is not a scaled up bishop” in that hugely popular
religious figures on Twitter have a higher-than-expected share of followers
without religious references in their profiles.

Our findings may not only improve the understanding of religiosity in social
media but, as the Internet is becoming a medium for religious replication, also
have implications for religion per se.

2 Related Work

Religion shapes human society and history, and defines a person in many ways.
It has such a large influence on people that it can be used as a measure of
culture [18]. Fundamentally, religiosity satisfies “the need to belong”, that is,
people who are religious and live in religious societies, feel that they are part of
that society [27,28]. Religiosity does predict multiple outcomes such as economic
growth, happiness, trust, and cooperation [1,3,27,28,31,15].

In the past few years, religion has been the subject of some Social Informatics re-
search, particularly examining the role of Internet-based technologies in religious
practice [38,36,16]. For example, Wyche et al. [38] explore how American Chris-
tian ministers have adopted technologies such as the World Wide Web and email
to support the spiritual formation and communicate with their laity. In another
study [36], researchers discuss the design and evaluation of a mobile phone appli-
cation that prompts Muslims to their five daily prayer times. There is a study
of “church” (and “beer”) mentions on Twitter, which corroborates our results
showing more religiosity in South Eastern states1. In addition, by examining how
religious people use various technologies (e.g., home automation technology, infor-
mation and communications technology) for their religious practices, and whether
that is different from their secular counterparts, implications can be gained to
guide the future design of technologies for religious users [34,35,37]. Another line
of research in this context investigates the process of “spiritualising of Internet”
– how religious users and organizations shape and frame the Web space to meet
their specific needs of religious rituals and practices [4,2]. It is also suggested by
some researchers that studying religion on the Internet provides a microcosm for
understanding Internet trends and implications [5].

Some other studies have focused on online religious communities. For example,
McKenna and West [22] conduct a survey study of the online religious forums
where believers interact with others who share the common faith [22]. Lieber-
man and Winzelberg [21] examine religious expressions within online support

1 http://www.floatingsheep.org/2012/07/church-or-beer-americans-on-

twitter.html

http://www.floatingsheep.org/2012/07/church-or-beer-americans-on-twitter.html
http://www.floatingsheep.org/2012/07/church-or-beer-americans-on-twitter.html
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groups on women with breast cancer. It is reported that the same self and
social benefits (e.g., social support, emotional well-being) found to be associated
with the involvement in traditional religious organizations can also be gained by
participation in online religious communities.

While much research effort has been made to understand religious use of
Internet technologies, we know very little about religiosity in online social net-
works. On the other hand, there is recently an explosion of studies on Twitter
[14,12,23,8,20,11,19], yet we do not know much specifically about religiosity on
Twitter. Wagner et al. [32] develop classifiers to detect Twitter users from differ-
ent categories, including category religious ; Nguyen and Lim [26] build classifiers
to identify Christian and Muslim users using their Twitter data, but neither of
the two studies addresses the analysis of the phenomenon of religion on Twit-
ter. [29] appears to be the most relevant study, which focuses on exploring the
relationship between religion and happiness via examining the different use of
words (e.g., sentiment words, words related to thinking styles) in tweets between
Christians and Atheists. Our present work differs both in scope and purpose.

3 Data

Identifying religiosity on Twitter is non-trivial as users can belong to a particular
religious group without making this affiliation public on Twitter. In this section
we describe how we collect data, with a general focus on precision rather than
recall, and how we validate the collected data. Concerning the selection of reli-
gions we decided to limit our analysis to the world’s main religions, concretely,
Buddhism, Christianity, Hinduism, Islam, and Judaism. We also included data
for Atheism, and an “undeclared” baseline set of users. We focused our data
collection on the U.S. as this allowed us to obtain various statistics about the
“ground truth” distribution of religions across U.S. states.

The advantage of Twitter is that data are captured unobtrusively (free from
potential bias of survey or experimental setting). However, Twitter has its own
biases and the issues of representativeness need to be taken into account when
interpreting the results. For example, according to a study2 published in 2012,
Twitter users are predominantly young (74% fall between 15 to 25 years of age).
It is reported in another study [24] in 2011 that Twitter users are more likely to
be males living in more populous counties, and hence sparsely populated areas
are underrepresented; and race/ethnicity is biased depending on the region.

3.1 Data Collection and Geolocation

To obtain a list of users who are most likely believers of the six denomina-
tions of interest, we search Twitter user bios via Followerwonk3 with a list of

2 http://www.beevolve.com/twitter-statistics/
3 https://followerwonk.com/bio

http://www.beevolve.com/twitter-statistics/
https://followerwonk.com/bio
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Table 1. Description of the dataset

User group Atheist Buddhist Christian Hindu Jew Muslim Undeclared

# of users 7,765 2,847 202,563 204 6,077 6,040 25,344

Mean # of tweets per user 3976.8 2595.7 1981 2271.5 2095.7 3826.5 1837.3

Mean # of tweets per user per day 3.3 2 1.8 1.9 1.8 4.2 1.9

Stdev of # of tweets per user per day 8.3 5.8 5.3 4.8 6 9.2 5.8

Median of # of friends 179 144 151 119 163 166 114

Mean # of friends per user 442.8 452.3 370 277.2 399.6 344.1 295.5

Stdev of # of friends per user 659 1825.4 2179.6 470.1 882.9 243.1 991.6

Median of # of followers 79 77 77 74 112 104 52

Mean # of followers per user 707.5 628.9 418.2 308.2 665.2 467.9 400

Stdev of # of followers per user 23987.4 4873.6 6834.6 889.8 5063.2 2855 6691.6

keywords4. From Followerwonk, we obtain these users’ screen names, with which
we collect more information of these users through Twitter API, including their
self-declared locations, descriptions, follower counts, etc.

In addition, we collect another group of Twitter users who do not report any
of the above mentioned religions/beliefs in their bios. Specifically, we generate
random numbers as Twitter user IDs 5, collect these users’ profiles via Twitter
API, and remove the users who appear in any of the user collections of the six
denominations from this set. We label this user group as Undeclared.

We then identify users from the United States using users’ self-declared loca-
tions. We build an algorithm to map location strings to U.S. cities and states.
The algorithm considers only the locations that mention the country as the U.S.
or do not mention any country at all, and uses a set of rules to reduce incorrect
mappings. For example, “IN” may refer to the U.S. state “Indiana” or be a part
of a location phrase, e.g, “IN YOUR HEART”. To avoid mapping the latter one
to “Indiana”, the algorithm considers only the ones where the token “IN” is in
uppercase, and mention either the country U.S. or a city name. If a city name is
mentioned without specifying a state, and there are more than one states that
have a city named that, the algorithm maps it to the city and state which has
the largest population.

We keep only the users whose location string is mapped to one of the 51 U.S.
states (including the federal district Washington, D.C.), the language is specified
as “en”, the self-description bio is not empty6, and tweet count is greater than
10. Overall, this dataset contains 250,840 users from seven user groups. Using
Twitter API, we also obtain the collection of tweets (up to 3,200 of a user’s most
recent tweets as by the API restrictions), and the list of friends and followers
of these users. Table 1 provides an overview of the dataset. If we measure the

4 We realize that this keyword list is not complete (e.g. Mormons self-identify as
Christians) of these denominations, and leave it for the future research to explore
an extended list. Our current focus is on precision, with a potential loss in recall.

5 We registered a new Twitter account and obtained its ID, then we generated random
numbers ranging from 1 to that ID, i.e., 2329304719. Note that Twitter IDs are
assigned in ascending order of the time of account creation.

6 This only happened for the undeclared users as the other users were found by search-
ing in their bio. We removed such users with a empty bio as they were likely to have
a very different activity pattern than users providing information about themselves.
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Table 2. Example user bios. Example 1-5 are true positive, and 6-9 are false positive.

1 Animal lover.Foodie.Model.Buddhist.

2 Atheist, Doctor Who fan, the left side of politics, annoyed by happy-horseshit & pseudo-spiritual people

3 ISLAM 100%

4 a little bit cute,a loving sis,a good follower of jesus,.,.. a friendly one..

5
Christian, Wife of @coach shawn10, Mother of 3 beautiful daughters, Sports Fan, AKA. I’m blessed
and highly favored!

6
Worked with The Hindu Business Line & Dow Jones News-wires. Tracking/Trading Stock market for
over 15 years.

7 PhD in Worthless Information. Surprisingly not Jewish or Amish. We Are! Let’s Go Buffalo!

8 my boss is a Jewish Carpenter

9
JESUS! I get paid to go to football games. Social life? What is that? Follow @username for all
things Sports. I think I’m funny, I’m probably wrong.

active level of users in terms of the number of tweets, friends and followers,
on average, Atheists appear to be more active than religious users, while the
Undeclared group generally appears to be less active than other groups. Among
the five religious groups, Muslim users have more tweets, both Muslim and Jew
users tend to have more friends and followers, compared with other religions.

It is important to note that only the Twitter users who publicly declare their
religion/belief in their bios are included in our data collection, while vast major-
ity of believers may not disclose their religion in their Twitter bios and thus not
included. This may lead to bias toward users who are very religious or inclined
to share such information.

3.2 Data Validation

Mentioning a religion-specific keyword (e.g., “Jesus”) in the bio may not neces-
sarily indicate the user’s religious belief. Table 2 shows example user bios includ-
ing both true positives (religion/belief is correctly identified) and false positives
(religion/belief is not correctly identified). To evaluate the quality of our data
collection, we randomly selected 200 users from each user group, and manually
checked their bios and religion labels. The precision of religion identification is
represented as #true positive

#total . Overall, macro-averaged precision across all the
groups is 0.91, which shows that our way of identifying religiosity is quite pre-
cise. The identification of Jewish users is found to be the least accurate (0.78),
because it contains the largest fraction of false positives (mostly indicating oppo-
sition and hatred) as illustrated by Examples 7 and 8 in Table 27. Sadly, “digital
hate” seems to be on the rise [6].

We also evaluate the geolocation results of the same data sample. The au-
thors manually identified U.S. states from location strings of users in the sam-
ple. Among all the 1,400 users, 329 users’ locations were mapped to U.S. states
by the authors. The algorithm identified 298 U.S. users and mapped their loca-
tions to states, among which 289 were consistent with the manual mapping. The
algorithm achieved a precision of 289

298 = 0.97 and a recall of 289
329 = 0.88.

7 We chose not to show offensive profile examples here. Disturbing examples can,
however, be easily found using http://followerwonk.com/bio/

http://followerwonk.com/bio/
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4 Correlation Analysis of Religion Statistics between
Twitter Data and Surveys

In this section, we explore how religion statistics we observed in our Twitter
dataset correlate with that in offline surveys.

Pew Research U.S. Religious Landscape Survey8 By counting the Twit-
ter users of each denominations for each state, we get estimates of the religious
composition in each of the 51 states. Pew Research Religious Landscape Survey
also provides the religious composition by U.S. states, which covers nine cate-
gories including Buddhist, Christian, Hindu, Jew, Muslim, Unaffiliated, Other
World Religion, Other Faiths, and Don’t know/refused. The Unaffiliated cate-
gory includes Atheist, Agnostic, and Nothing-in-particular. Since our data col-
lection does not include categories such as Other World Religion, Other Faiths,
or Don’t know/refused, and our group of Atheist does not include Nothing-in-
particular category, we remove these categories that are not included in our data
collection and recalculate the composition among the remaining ones.

The per-value correlation across all the religions and states is r > .995, but
since Christians are dominant in every state, it’s easy to get a high correlation by
just guessing Christian = 100% in every state. So we also conduct the correlation
analysis of each religion across the 51 states. The Pearson’s r on Christian and
Jew are r = .73 and r = .77 (p < .0001 in both cases), respectively. The
Spearman’s rank correlation on Christian, Jew and Buddhist are ρ = .77, ρ = .79
and ρ = .75 (p < .0001 in all three cases). But the correlations on Muslim and
Hindu are only at .15 < r < .30 (.03 < p < .3) and .48 < ρ < .50 (p < .0004).

The proportions by denomination in our Twitter sample from Table 1 can also
be compared with the actual proportions – for instance according to Pew9 there
are about twice as many Jews as Buddhists in the U.S., and our sample shows
the same proportions; there are about 2 times more Buddhists than Hindus; yet
our sample has 10 times more Buddhists than Hindus.

The most plausible reason for non-perfect fits, especially for the geographic
distribution of Muslims and Hindus in the U.S., is simply that the Twitter pop-
ulation is a biased selection of the general population as explained in Section 3.
The sample size is another potential reason. Especially for small U.S. states we
have only few non-Christian users in our set. Finally there are most likely also
religion-specific differences in terms of the inclination to publicly state one’s
religious affiliation in a Twitter profile.

Gallup U.S. Religiousness Survey10 Gallup’s survey measures religiousness
based on respondents’ self-reported importance of religion in their daily lives and
their attendance at religious services [25]. The survey provides the proportions

8 http://religions.pewforum.org/
9 http://religions.pewforum.org/reports

10 http://www.gallup.com/poll/125066/State-States.aspx

http://religions.pewforum.org/
http://religions.pewforum.org/reports
http://www.gallup.com/poll/125066/State-States.aspx
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Fig. 1. Map of State Variations of Religiousness in the U.S.

of very religious, moderately religious and non-religious residents in each U.S.
state. We get the percentage of religious residents by adding the very religious
and moderately religious proportions together.

We count the number of religious Twitter users (including Buddhist, Chris-
tian, Hindu, Jew, and Muslim) in each state, which is NR(s), where s can be
any of the 51 U.S. states, e.g., NR(Ohio). By adding them together we get the
total number of religious users in the U.S., i.e., NR(all). Then the fraction of

religious users of state s is NR(s)
NR(all)

. In a similar way, we can get the fraction of

undeclared users of state s as NU (s)
NU (all) , where N

U (s) is the number of undeclared

users in state s, and NU (all) is the total number of undeclared U.S. users. Note
that we do not differentiate users on Twitter according to degrees of religiosity
for this study as, we believe, users that explicitly state their religious affiliation
online are likely to be comparatively more religious.

Then we measure the religiousness of state s as NR(s)
NR(all)/

NU (s)
NU (all) . The higher

the score, the more religious the state as it has a larger-than-expected number of
Twitter users with a self-stated religious affiliation. Correlating this religiousness
score per state against the Gallup survey shows a respectable fit of Pearson’s
r = .79 (p < .0001). Figure 1 shows state variations of religiousness by both the
survey data and Twitter data. They agree on 11 of the top 15 most religious
states (e.g., Alabama, Mississippi, and South Carolina) and 11 of the top 15 least
religious states (e.g, Vermont, New Hampshire, and Massachusetts). However,
Utah is the second most religious state according to Gallup survey, but is one
of the least religious states according to our data collection. The main reason
might be that Mormonism (the dominant religion in Utah) is underrepresented
in our dataset as we did not scan for related terms in the users’ profiles.

In addition, the Pearson’s r between the number of undeclared users per state
and the population of those states is .986 (p < .0001), which suggests a good
level of representativeness in terms of the number of Twitter users.
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5 Identification of Believers of Various Religious
Denominations

In this section, we explore the discriminative features of a religion that differen-
tiate its believers from others, and build classifiers to identify religious Twitter
users of various denominations.

By exploring the features that are effective for identifying Twitter users of a
certain religious denomination, we would gain insight on the important aspects
of a religion. For example, the comparison of tweet content based features and
network based features in a classifier would show whether it is more about “the
company you keep” or “what you say online” that tells you apart from others
of a different religious belief. In addition, by looking at how easy/difficult it
is for a classifier to recognize believers of a particular religion, we could see
which religions are “most religious” in that they differ most from “normal”
behavior on Twitter. This is not just a classification question but also a societal
question: religions that could be told easily by with whom you mingle (network)
are probably more segregated, and possibly intolerant towards other groups – in
general religiosity and prejudice correlates [15]. Again, this has broader societal
implications because these linkage or group preferences are likely to be present
in the real world as well – for instance, real world traits and behaviors such as
tolerance, prejudice, and openness to experience are likely to be correlated with
our findings. For example, differences in hashtag usage between Islamists and
Seculars in Egypt has been found to indicate “polarization” in society [33].

5.1 Discriminative Features

What Do They Tweet? We first study the discriminative words in tweets that
differentiate the users of one particular religious group from others by chi-square
test. Specifically, we get the words from the tweet collection, and keep only the
ones that appear in no less than 100 tweets. Each user group is represented by
a vector of words extracted from its tweet collection, in which the words are
weighted by the frequency of how many users of that group used them in their
tweets (including retweets and mentions). Then a chi-square test is applied to the
vector of each religious group (i.e., Atheist, Buddhist, Christian, Hindu, Jewish,
Muslim) against the vector of the Undeclared user group. The top 15 words that
are most positively associated with each group are displayed in Figure 2. The
font size of a word in the figure is determined by its chi-square score.

These discriminative words are largely religion-specific, which may refer to
religious images, beliefs, experiences, practices and societies of that religion.
For example, the top 20 discriminative words of Christianity cover images (e.g.,
jesus, god, christ, lord), beliefs (e.g., bible, gospel, psalm, faith, sin, spirit, etc.),
practices (e.g., pray, worship, praise), and societies (e.g., church, pastor). On the
other hand, Atheists show apparent preferences for topics about science (e.g.,
science, evolution, evidence), religion (e.g, religion, christians, bible) and politics
(e.g., republicans, gop, rights, abortion, equality).
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Fig. 2. The top 15 most discriminative
words of each denomination based on a
chi-square test

Fig. 3. The top 15 most frequent words
for each denomination

Generally, the most interesting observations relate to non-religious terms ap-
pearing as discriminative features. This includes “evidence” for Atheist11, or
“bjp”, referring to Bharatiya Janata Party12, for Hindu. In a sense, if our ob-
servations were to hold in a broader context, it could be seen as good for society
that followers of religious groups differ most in references to religious practice
and concepts, rather than in every day aspects such as music, food or other
interests. This leaves more opportunities for shared experiences and culture.

Whereas Figure 2 shows discriminative terms, those terms are not necessarily
the most frequently used ones. Figure 3 shows tag clouds that display terms
according to their actual within-group frequencies. As one can see, there are lots
of commonalities and terms such as “love”, “life”, “people” and “happy” that are
commonly used by believers of all religions. This illustrates that the differences
in content are not as big as Figure 2 might seem to imply.

Whom Do They Follow? We apply essentially the same methodology to
study how religious people are distinguished by whom they follow on Twitter.
We represent each user group by a vector of their friends, where each entry (of
the vector) represents a friend being followed by the users in that group. Similar
to weighting ngrams by how many users use them in the previous section, the
friends in the vector are weighted by how many users from that group follow
them. We then apply chi-square test to the vector of each religious group against
the vector of the Undeclared user group. Figure 4 displays the top 15 Twitter
accounts (i.e., friends’ screen names) that are most positively associated with
each group. The font size of an account in the figure is determined by its chi-
square score.

As before, we found that the most discriminative Twitter accounts of a
particular denomination are specific to that religion. E.g., IslamicThinking,

11 This is in line with recent work examining the relationship between religion and
happiness on Twitter which also found Atheists to be more “analytical” [29]. Athe-
ists are overrepresented among scientists, including top scientists (members of the
Academy of Sciences) [9].

12 It is one of the two major parties in India, which won the Indian general election in
2014.
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Fig. 4. The top 15 most discriminative
Twitter accounts being followed by each
denomination based on a chi-square test

Fig. 5. The top 15 Twitter accounts
being followed by most users of each de-
nomination

MuslimMatters, YasirQadhi13, ImamSuhaibWebb14, and icna15 are the top 5
Twitter accounts followed by Muslims which are assigned the highest chi-square
scores. The top 5 Twitter accounts that characterize Atheists all belong to atheis-
tical or irreligious celebrities, including RichardDawkins, neiltyson, rickygervais,
billmaher and SamHarrisOrg. This may have broader societal implications be-
cause these linkage or group preferences are likely to be present in the real world
as well – for instance, real world traits and behaviors such as tolerance, prej-
udice, and openness to experience are likely to be correlated with our findings
[15].

An analysis of the frequently followed users (see Figure 5) continues to show
differences though and only few accounts are followed frequently by different
religions. In a sense, people differ more in whom they follow rather than what
they tweet about. Exceptions exist though and, for example, @BarackObama
would be frequently followed by followers of most of the religions we considered.

5.2 Religion Classification

We then build classifiers to identify religious users of each denomination based
on their tweet content and friend network. Specifically, we first extract a set of
unigrams and bigrams (denoted as S) which appear in no less than 100 tweets in
our tweet collection. We represent each user as a vector of unigrams and bigrams
(in S) extracted from their tweets, where each entry of the vector refers to the
frequency of that ngram in the user’s tweets. The users are labeled by their de-
nominations. We build a gold standard dataset for training and evaluating the
binary classification of each denomination against the Undeclared user group.
The different sizes of the datasets affect the classification performance, e.g., the
classification of Christian benefits from larger dataset. To be able to compare
the performance for different denominations, we downsample the datasets of all
the denominations to the same size of the Hindu dataset, the smallest one. We
balance each dataset to contain the same number of positive and negative in-
stances. For each religious group, we train the SVM classifiers using LIBLINEAR

13 The Twitter account of Yasir Qadhi, who is an Islamic theologian and scholar.
14 The Twitter account of Suhaib Webb, who is the imam of the Islamic Society of

Boston Cultural Center.
15 The Twitter account of Islamic Circle of North America.
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Table 3. The performance of tweet-based and friend-based religiosity classification of
Twitter users

Atheist Buddhist Christian Hindu Jew Muslim Macro-average

Tweet-based

Precision 0.747 0.6657 0.7193 0.6653 0.6977 0.7248 0.7033

Recall 0.7869 0.7388 0.7285 0.6529 0.7526 0.6529 0.7188

F1 0.7658 0.6993 0.7231 0.6588 0.7241 0.6868 0.7097

Friend-based

Precision 0.7726 0.733 0.7681 0.7201 0.7676 0.7992 0.7601

Recall 0.8557 0.8488 0.7285 0.7148 0.7595 0.8351 0.7904

F1 0.8117 0.7864 0.7477 0.7169 0.7635 0.8167 0.7738

[13], and apply 10-fold cross validation to its dataset. Similarly, we also represent
each user as a vector of their friends, where each entry of the vector refers to
whether the user follows a user X (1 - if the user follows X, and 0 - otherwise.)
For each denomination, we build the gold standard dataset, balance it, train the
SVM classifiers, and estimate the performances by 10-fold cross validation.

Table 3 reports the results. The tweet-based classification achieves a macro-
average F1 score of 0.7097, and the friend-based classification achieves a macro-
average F1 score of 0.7738. It demonstrates the effectiveness of content features
and network features in classifying Twitter users’ religiosity, and network fea-
tures appear to be superior to content features. According to the F1 score, the
difficulty level of recognizing a user from a specific religious group based on their
tweet content is (from easiest to hardest): Atheist < Jew < Christian < Bud-
dhist < Muslim < Hindu, while the difficulty level of recognizing a user from a
specific religious group based on their friend network is (from easiest to hardest):
Muslim < Atheist < Buddhist < Jew < Christian < Hindu.

6 Linkage Preference

In this section, we focus on exploring ingroup and outgroup relations. We con-
struct four directed networks based on religious users following (friend), being-
followed-by (follower), mentioning, and retweeting others, respectively. Follow-
ing and being-followed-by relations are extracted from users’ friend and follower
lists, respectively. Mention and retweet relations are extracted from tweets, i.e.,
whether user A retweeted at least one tweet from user B, and whether user A
mentioned user B in at least one of his/her tweets, respectively. Here we do not
separate reply from mention. If a tweet addresses a specific user by including
“@” followed by the user’s screen name and it is not a retweet (e.g., marked with
“RT”), we call it a mention.

For each user in our dataset, we count the numbers of all his/her connections
(i.e., friends, followers, retweets, or mentions) and the connections with each
religious group. Then we calculate the proportions of his/her ingroup (same-
religion) connections and the connections to users from other groups. We get
the average proportions of ingroup and outgroup connections for each group by
adding that proportions of all the users in the group together and dividing by the
number of users. The raw proportion may not reflect the linkage preference since
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it is affected by the number of users in a group. The connections to Christians
may always account for the biggest proportion because there are much more
Christians than others in the dataset and even random linkage would give the
illusion of preferring connection to Christians. So in addition to the raw propor-
tion, we also estimate the expected proportion of connections to a specific user
group by the fraction of users of a certain religion in a random user sample.

To be specific, in Section 3.1 we describe how we generate random numbers as
Twitter user IDs, and collect user profiles from Twitter by these IDs. From all the
valid U.S. user profiles collected in this way, we identify the users included in any
religious denominations from our sample, and get the proportion of users of each
denomination as the expectation of how likely a Twitter user connects with a
user from a certain group. The expected proportions of connections are 0.0466%
(Atheist), 0.0259% (Buddhist), 1.3358% (Christian), 0.0013% (Hindu), 0.0207%
(Jew) and 0.0414% (Muslim). Note that these proportions are low as the vast
majority of Twitter users do not explicitly state a religious affiliation in their
profile. We then use the relative difference of the proportion to its expected value
to represent the linkage preference. For example, Christian-Christian following
accounts for 4.33% of all followings of a Christian user in average, and its relative
difference compared to the expected value is 4.33%−1.3358%

1.3358% = 2.2. These values
are often referred to as “lift” in statistics.

We observe a preference for religious users to connect to others that share the
similar belief to them, e.g., religious users are much more likely to follow other
users of the same religion than of a different religion. For example, the same-
religion followings of Hindu account for a proportion of 0.99% and the relative
difference is 737.3, and same-religion followings of Jews account for a proportion
of 8.15% and the relative difference is 392.3. Overall, following someone of the
same religion is 646 times as likely as following someone of a different religion
based on a macro-average of six denominations, if we estimate the following
likelihood with the relative proportion obtained by dividing the raw proportion
by the expected value.

Figure 6 plots the proportions of same-religion relations of different types.
We compute the average proportions (per user) of being-followed-by, retweet
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and mention in the same way as we compute that of following. The expected
proportions of connections are the same as we have described in the previous
section. The same-religion linkage preference exists in all types of connections
across all the religious groups. However, because our analysis is conducted on the
users who self-reported their religious affiliations, it is probably biased toward
very religious users, and for the other religious users who do not disclose their
religion/belief on Twitter, the ingroup linkage preference may not be as strong.

From Figure 6 we observe such preference is stronger in the friend network
than in the follower network for many religious groups such as Muslim, Jew,
and Hindu. Note that this is at first sight paradoxical as when A follows B
of the same religion this means that B is followed A by the same religion.16

In order to explain this phenomenon, we plot the follower-friend ratio against
the same-religion follower-friend ratio of the users in each group in Figure 7. It
shows that the same-religion linkage preference of follower network is diluted by
the out-group followers of the users who have more followers than friends. The
ratio of same-religion followers of a local priest (e.g., placing at the bottom-left
area in the coordination) may be higher than that of the same-religion friends,
while the pope (e.g., placing at the top-right area in the coordination) may have
many out-group followers that dilutes the ratio of same-religion followers. When
the users in the top-right area contribute more to the overall proportions, the
average ratio of same-religion friends is higher than that of the same-religion
followers, otherwise, it is lower.

7 Conclusion

In this paper we used data from more than 250k U.S. users to describe the
religious landscape on Twitter. We showed the distribution of Twitter users
with a self-declared religious affiliation is a reasonable match to the distribution
of religious believers according to surveys. We then characterized how different
religions differ in terms of the content of the tweets and who they follow, and
show that for the task of telling random users from religious users, a user’s friends
list provides more effective features than the content of their tweets. We find and
quantify proof of within-group linkage preference for following, being-followed,
mentioning and retweeting across all of our religions.

The ultimate goal of studies such as ours is not to study religion on Twitter,
but to study religion per se, and arguably it will be more and more feasible in
the future. Because more and more communication happens online, also more
religious communication is likely to happen online. A key feature of religion is
replication, and communication is key for such replication. Religion is a repli-
cator – it replicates itself, its dogma, vertically (from generation to generation)
and horizontally (across population), and in that sense it relies heavily on trans-
mission media, Twitter being one of them.

16 Some readers might rightly think of the somewhat related “Friendship Paradox”
that your friends or followers have more friends and followers than you [17].
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Twitter might be replaced by “the next big thing” but religion itself will
not disappear in the foreseeable future, though it is continuously evolving along
with the cultural context it is embedded in. To ensure a broader relevance of
studies using online data it is therefore important to validate findings through
separate channels and to ground research in existing literature. Online data can
serve well to form hypotheses related to group formation, emotional stability or
demographic correlates such as race or income and to guide follow-up studies
looking at more holistic data and root causes.

There are several limitations and at the same time directions for future re-
search. For example, in our current analysis, we only used the content of tweets
to discover and describe discriminative tokens. No efforts were made to detect
differences in dimensions such as sentiment or mood or other linguistic dimen-
sions. In future work, we hope to gain clues as to what makes a religion stand
out, e.g., when it comes to providing emotional stability or dealing with personal
setbacks.
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Abstract. User behavior in online social media is not static, it evolves
through the years. In Twitter, we have witnessed a maturation of its
platform and its users due to endogenous and exogenous reasons. While
the research using Twitter data has expanded rapidly, little work has
studied the change/evolution in the Twitter ecosystem itself. In this pa-
per, we use a taxonomy of the types of tweets posted by around 4M users
during 10 weeks in 2011 and 2013. We classify users according to their
tweeting behavior, and find 5 clusters for which we can associate a dif-
ferent dominant tweeting type. Furthermore, we observe the evolution of
users across groups between 2011 and 2013 and find interesting insights
such as the decrease in conversations and increase in URLs sharing. Our
findings suggest that mature users evolve to adopt Twitter as a news
media rather than a social network.

1 Introduction

Online social networks like Twitter have become extremely popular. Twitter has
grown from thousands of users in 2007 over millions in 2009 to hundreds of mil-
lions in 2013. Through the years, users have learned to use Twitter following
certain conventions in their messages, limited to 140 characters. In certain oc-
casions, these conventions help users to imagine a target audience or set a topic
that goes along with what the community is talking about. For example, the use
of the symbol @ (at) before a user name to mark a dyadic interaction between
two users and the use of re-tweets for spreading the content of a tweet posted
by someone else. Likewise, the use of URLs (often shortened) to share external
information, etc.

As a consequence, Twitter is used in several contexts, for different audiences
and with different purposes. In fact, scholars have argued that Twitter is used as
an hybrid between a communication media and an online social network [6,17].
Additionally, user behavior is not static, it changes through the years, the way the
first Twitter users interacted with the platform when it started may differ from
how they interact now.While the set of research using Twitter data has expanded
rapidly, little work has studied the change/evolution in Twitter ecosystem itself.
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In this paper, we propose a step towards understanding the evolution of user
behavior focusing on how people tweet and their audiences. To this end, we carry
out a longitudinal study of tweets posted during 10 weeks in 2011 and 10 weeks
in 2013 by more than 4M users who have been active in Twitter in both of these
periods.

First, we propose a taxonomy of messages based on Twitter conventions (men-
tions, links, re-tweets). In doing so we obtained 6 tweet formats. To identify
models of behavior, we cluster users based on these types of tweets and study
how users change their behavior in time. To present our results, we organize the
paper as follows. Section 2 provides related work. Section 3 describes the data.
In Section 4 we explain our methodology and the taxonomy given to the types
of tweets. In Section 5 we report how user behavior changes in 2013 with respect
to 2011. We finish with conclusions and next steps in Section 6.

2 Related Work

The goal of this work is to study the variation of tweeting behavior across time
based on a taxonomy of tweet types and audiences. In a similar way, researchers
have already analyzed how a variety of aspects change across time in Twitter
and other online platforms. They have studied the following aspects:

The Nature of Twitter. While most messages on Twitter are conversa-
tions and chatter, people also use it to share relevant information and to report
news [4]. In fact, scholars have concluded that from the highly skewed nature of
the distribution of followers and the low rate of reciprocated ties, Twitter more
closely resembles an information sharing network than a social network [6].

Evolution of Users and Behavior. Liu et al. [8] studied the evolution of
Twitter users and their behavior by using a large set of tweets between 2006 and
2013. They quantify a number of trends, including the spread of Twitter across
the globe, the shift from a primarily-desktop to a primarily-mobile system, the
rise of malicious behavior, and the changes in tweeting behavior. The main part
of this study is based on the accumulative number of tweets. We address, instead,
the evolution based on individual users’ behavior.

Audiences. Marwick and boyd [10,13] claim that users in Twitter imagine
their target audiences since they do not know “which few” will read their tweets.
They find that users do not have a fixed target audience and that having one
would be a synonym of “inauthenticity”.

Behavior and Clusters. Naaman et al. [11] find 4 relevant categories of
tweets based on the content of the messages. For each one of these categories,
they cluster users and find two types of users: Meformers (talking about one self)
and Informers (sharing news). Luo et al. [9] classify tweets based on language and
syntactic structure and Huang et al. [3] show that tagging behavior (hashtags)
has a conversational, rather than organizational nature.

Many attempts have been done to classify users according to their audiences
and tweet content. However, most of these studies are language-dependent and
need manual labeling. In this work, we categorize audiences and tweet types
using a language-independent approach.
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3 Data Set

For the results we present here, we crawled the profile information of users who
posted tweets with the hashtag#followfriday or#ff on the first Friday of March,
2011 as in [2].

From this set, we randomly selected 55K users with a number of followers and
followees in the range of [100, 1000] and crawled their corresponding followee
network (for a user u, it contains all users who u is following).

We then proceeded to collect all of the tweets posted in English by the original
55K users as well as their followees during 10 weeks starting from the second
half of March 2011. By crawling the information of the followees, we attempt to
target the typical accounts twitterers like to follow. It is mostly on these users
and the 55K seed set that all our results are concerned.

In total, we obtained 8M users who tweeted around 2.4B tweets. We then
crawled Twitter during 10 weeks between October and December 2013 looking
for the same users and found that around 4.3M users tweeted at least once
also in 2013. After the end of the crawling period, we identify the language in
which tweets are written. We then proceed to classify as active users those
who tweeted at least 55 and less or equal than 1540 tweets in English during
10 weeks to exclude inactive or hyperactive users and bots. In total we found
around 538K users tweeting within this range in both years. We chose this range
as to set a threshold of 1 tweet per working day (5 per week) and a maximum
of 22 per day. The maximum limit was chosen based on a marketing study by
Zarrella [19], which argues that most users tweet an average of 22 times a day.
With this we attempt to include users likely to be engaged with the platform
excluding those with an abnormal activity (i.e, advertisers or bots). Appendix A
describes details about the crawling process and Table A1 presents the summary
of the dataset used for the experiments.

4 Methodology

As previously discussed in the related work section, some researchers argue that
everybody has an imagined audience in a communicative act even if that act
involves social media [10]. Given the various ways people consume and spread
tweets, it is virtually impossible for Twitter users to account for their poten-
tial audience, although we often find users tweeting as if these audiences were
bounded. For instance, the use of the @ sign before a user login name allows
to “poke” that user which may trigger a reply and start dyadic conversations
(through mentions) which are visible at the same time to others as well. In fact,
Marwick and boyd [10] found, through interviews to twitterers, that sometimes
users are “conscious of potential overlap among their audiences (i.e, friends, fam-
ily, co-workers, etc).” The authors report cases where users tweet to themselves,
to fans, to fellow nerds, to super users, etc.

We propose a language-independent taxonomy of tweet types. The proposed
types are based on the conventions established by Twitter such as the mention
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Tweets

Original tweets

No mentions With mentions

With links Without links

Re-tweets

With links Without linksWithouh links

No mentions With mentions

Fig. 1. This classification tree represents the tweet formats used to classify users in
different groups. The top groups include the tweets in the subsequent levels. The un-
derlined nodes (leaves of the tree) are used in the clustering process (6 types).

symbol @, the retweet flag and the URLs, imagining an audience through the
combination of these symbols. Figure 1 shows these categories.

We start by classifying two main groups of tweets: retweets (RT) and original
tweets (OT). Retweets refer to those tweets forwarded from other users. We
hypothesize that a retweet targets the user who created the forwarded tweet
and the followers of the user forwarding the tweet. Next, original tweets refer
to tweets posted by users themselves and the audience could vary between the
followers and the users themselves. For the RT and OT sets, we make two other
distinctions: tweets with URLs and without URLs. We hypothesize that URLs
target audiences who are willing to obtain information from the links posted and
generally interested in exogenous stimuli. For tweets without URLS, users want
to transmit a self-contained idea in maximum 140 characters. For the OT set
we make yet another distinction, for the tweets with URLs and without URLs
we divide them between tweets containing a mention (conversational) and those
without a mention (textual). A OT containing a link with a mention implies
that a user calls the attention of another user to open the link shared in the
tweet. We do not make this last distinction (mention and link) for the RT set
given than all retweets already refer to another user. In this study, we focus on
the tweet types at the deepest level of each branch (6 in total): a) re-tweets with
links, b) re-tweets without links, c) original tweets with links and no mentions,
d) original tweets with links and mentions, e) original tweets without links and
no mentions and finally f) original tweets without links and mentions.

Based on this scheme, we classify the tweets of the active set of users (538 K)
in 2011 and 2013 and find a slight increase in tweets with URLs in 2013 (from
14.62% to 18.74%). Table B1 of Appendix B has the percentage of tweets in each
category for active users.

Furthermore, for each active pair (user, year) we calculate the percentages of
tweets belonging to each of the tweet types. Each pair (user, year) is represented
by a 6-dimensional vector, 6 being the number of all numerical features (the
percentages) used to describe the objects to be clustered. We use the well-known
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Type of tweet
OT with links and mentions

OT with links and no mentions

OT with mentions and no links

OT without links or mentions

RT with links

RT without links
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Fig. 2. Clustering based on 6 tweet types posted by active users during 10 weeks
in 2011 and 2013. The clusters appear from left to right according to their size in
descending order. Each bar shows the average percentage of that tweet type. Error
bars represent the interquartile range. Clusters (a) and (d) do not contain tweets of all
types.

k-means algorithm for clustering. To decide the k points in that vector space, we
used the so called elbow method. This is a visual standard method [12] that runs
the k-means algorithm with different numbers of clusters and shows the results
of the sum of the squared error. The value of k is chosen by starting with k = 2
and increasing it by 1 until the gain of the solution drops dramatically, which
will be the bend or elbow of the graph. This is the k value we want and is chosen
visually. We found that the bend lingered between 4 and 5 (see Figure B1 in
Appendix B). We analyzed both cases and chose k = 5 because we observed that
it best encapsulates interesting and distinctive patterns of tweeting behavior.

5 Results

We now proceed to the results and study how users have changed their tweeting
behavior through time. Figure 2 shows the average composition of tweet type
vectors in the clusters. The clusters are ordered by size and the bars indicate
the interquartile range for each case. Note that we have abbreviated some of the
names in the captions due to space concerns. We observe that each cluster has
a dominant tweet type except for the third cluster (Generalists) that reports a
balance among the tweet types.

We discuss now each of the identified patterns of tweeting behavior and relate
them to the concept of the imagined audiences discussed in the previous section.

Endogenous: Users in this cluster mostly post and forward messages not
linked to external information. Users in this cluster are supposed to use Twitter
more as a social network than as a news media. The dominant type of tweets are
self-contained posts created by the user herself without mentioning other users
such as quotes, thoughts or even futile information. In second place we observe
original tweets with mentions which is a sign of conversation with other users.

Conversationalists: Users following this pattern are characterized mostly
by tweets containing mentions with no links. Similarly to the Endogenous type,
users in this cluster are also supposed to use Twitter more as a social network
but with an emphasis on interacting with other users more than sharing self-
contained ideas.
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Generalists: This cluster groups users who use Twitter without a distinctive
tweet type. It is interesting to notice that in this cluster, retweets with links
and original tweets with links are slightly above the rest which may suggest an
inclination to audiences interested in obtaining external information.

Echoers: These are users characterized by forwarding other people’s tweets
with no links. These users are mostly inclined to read what others have to say,
indicating in a way that they make part of the audience of other users‘s original
ideas (being these informative or not). An example of such users are those who
follow accounts posting jokes, positive thinking, quotes, etc. The second dom-
inant category in this cluster involves tweets with mentions, which most likely
mean that users reply or chat with others.

Link Feeders: This cluster involves all those accounts that mostly tweet
messages containing external links. In 2011 [18] found that around 50% of URLs
posted in tweets came from media producers. We expect then that the owners of
these accounts are mainly news media, journalists, link builders, SEO specialists,
etc. Since these are tweets that contain no mentions, the expected target audience
is then a general public that aims to obtain information through these accounts
(i.e, followers of news papers).

The clustering process was based on the tweets of active users in both 2011
and 2013. Figure B2 in Appendix B shows the number of users falling in one of
the clusters for each year.

5.1 Change in Tweeting Behavior

Here we study how users have changed their tweeting behavior in 2013 with
respect to 2011. Based on the active users only (those who remained active in
2011 and 2013), we plot these groups into a Sankey diagram in Figure 3 to
observe the proportion of users moving from one cluster to another.

We observe that in general around half of these active users remain in the
same cluster in both periods, except for the Echoers. On the other hand, we
observe an increase in 2013 of the Generalists and Link Feeders cluster with
respect to 2011. The increase in the Generalists cluster is expected since our
dataset contains users who have remained in Twitter for more than two years.
These users have matured with the platform and most likely learned to use it for
multiple reasons (chat, share information, retweets, etc). Moreover, the increase
in the Link Feeders cluster goes along with Table B1, which also shows an in-
crease in the percentage of tweets with URLs. Nowadays, Twitter automatically
shortens URLs using the t.co service [1] which makes it easier for users to share
links without the need to visit other URL shortener sites. This was not the case
in 2011. Additionally, an increasing number of external sites allow to automati-
cally post on Twitter with their link included. It is expected then that by 2013
users share more URLs than before.

On the other hand, we see a decrease in 2013 of the Conversationalists type.
It seems that some users who used to chat a lot are evolving to chat less
and be more Endogenous (posting their own tweets with no links or mentions)
and Generalists. Mature users would have quickly realized that it was hard to
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Fig. 3. The Sankey shows how active users have changed the way they tweet in 2013
with regard to 2011

continue conversations once the chat channel has passed in Twitter. On top
of that, cross-platform instant messaging services more oriented to conversa-
tion purposes (i.e.,WhatsApp) have become increasingly popular. Neverthless,
in 2013 Twitter made it easier to follow conversations in the timeline [5]. Per-
haps, we will witness an increase in conversations after 2013.

Finally, the decrease in the Echoers cluster from 2011 to 2013 shows that
users who tend to forward other people’s ideas most of the time have evolved
to generate more content themselves, moving to the Endogenous or Generalist
clusters.

For a better readability of the evolution of active users’ behavior, we did not
include in the Sankey diagram the proportion of users who were filtered out of
the active set in 2011 and moved to any of the clusters in 2013. We include
this information in Table 1 in percentages (of around 4.3 M users) and show in
Table B2 (Appendix B) the corresponding absolute values. We observe that the
majority of users from any cluster in 2011 become inactive in 2013. Similarly,
inactive users tend to remain as such even two years later. Interestingly, the
majority of hyperactive users move to one of the clusters but we also observe a
significant percentage (26.71%) becoming inactive in 2013.

These findings go along with Liu et al. [8], who found a massive percentage
of inactive accounts by the end of 2013. As Twitter users mature, many also
choose to move to other platforms and to be less active.
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Table 1. Percentage of users who changed clusters from 2011 (rows) to 2013 (columns).
Some users passed from inactive or hyperactive/bot to other clusters and vice versa.

2011/ 2013 Endogenous Conver. Gener. Echoers Link F. Inactive Hyper./Bots

Endogenous 22.38% 5.89% 5.96% 3.56% 3.02% 58.33% 0.86%

Conver. 11.33% 20.79% 7.26% 3.54% 2.41% 53.80% 0.87%

Generalists 2.67% 3.88% 21.78% 2.17% 7.02% 62.07% 0.41%

Echoers 9.93% 3.72% 8.31% 9.93% 3.65% 63.62% 0.84%

Link Feeders 3.38% 1.47% 11.11% 1.25% 22.59% 59.45% 0.75%

Inactive 6.64% 3.30% 3.12% 2.38% 2.31% 82.00% 0.26%

Hyper./Bots 28.13% 17.42% 8.15% 6.48% 4.91% 26.71% 8.19%

6 Conclusions

In this paper we have carried out a study in Twitter between 2011 and 2013. We
propose a taxonomy of 6 tweet types and found that users fall into 5 clusters
of behavior: Endogenous (those who mostly tweet without links or mentions),
Conversationalists (those who mostly converse with others), Generalists (those
who post different type of tweets), Echoers (those who re-tweet more) and Link
Feeders (those who share URLs most of the time). We then observed the evolu-
tion of users across clusters between these years and noticed a general tendency
to become inactive or maintain the same type of behavior over years, with the
exception of echoers who show to be active in a year full of controversial events.
We also observed a decrease of conversationalists, likely due to the maturation
of users, the emergence of instant message services and the difficulty of chatting
in Twitter before 2013. We also found more Link Feeders and Generalists in
2013. In the past, Twitter has been described as hybrid platform, being a social
network and a news media at the same time [6]; our results, with the increase
in news feeders and decrease in conversationalists, suggest that the main usage
of the service by mature users is shifting towards the latter: a news media.

After completing this study, there are several complementary projects ahead.
For instance, we plan to look closely at the behavior of the inactive and hy-
peractive users and bots. We also plan to study the lexical variation in dyadic
conversations across time. Furthermore, it would be interesting to analyze if
users tweeting in several languages differ in tweeting behavior for each language.
Finally, we plan to compare this evolution to the change in user popularity.
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A Appendix : Detailed Dataset Description

The Follow Friday hashtag emerged in 2009 as a spontaneous convention from
the Twitter user base: users post tweets with the #followfriday (or #ff) hashtag,
and include the usernames of the users they wish to recommend on Fridays. Back
in 2010 and 2011, this hashtag was one of the most used in Twitter [15,14] and
so we hypothesized that engaged twitter users would likely adopt this hashtag
because they care about recommending users to follow.

We crawled 55K users with number of followers and followees in the range of
[100, 1000] not exceed the limit of the API calls at that time. It also has the
added benefit of filtering out less legitimate (e.g., spam) users, since, according
to Lee et al. [7], the majority of spam users tend to have out-degree and in-
degree outside the range of [100; 1000]. Also Kurt et al. [16] showed that 89%
of users following spam accounts have fewer than 10 followers. So, while we
cannot guarantee that our dataset does not contain spammers, previous studies
indicate that our sample will indeed have a higher probability of containing
mostly legitimate users.

The information collected includes the user id, the screen name, the informa-
tion in the location field of the profile, the date stamp of the tweet, the number
of followers and followees, the id and the text of the tweet. We continue by find-
ing the geolocation of each user via the location field entered in their profiles
and we kept those geolocated users as to add one additional anti-spam filter.
We believed that users who specified a valid geolocation are less likely to be
spammers.

There is a higher proportion of active users among those users who tweeted
in both 2011 and 2013 (the 5th row of the 3rd and 4th column) than those who
tweeted in 2011 but not necessarily in 2013 (the 5th row of the 2nd column).

Table A1. The second column shows the full data crawled in 2011. The 3rd and 4th
column show information of users who tweeted in both 2011 and 2013. Rows 3 to 5
contains information about active and inactive users. Rows 7 to 9 contain information
of the active users only. Active users are those considered to have tweeted in English
more than 55 and less than 1540 times.

Active and inactive set

Full Data Set 2011 Users active in 2011 & 2013

2011 2011 2013

Users 8,092,891 4,350,583 4,350,583

Tweets 2,280,707,094 1,527,675,950 679,507,450

English Tweets 1,086,233,182 768,940,902 369,452,361

Active set

Active Users 1,868,150 1,315,313 1,125,968

Tweets 1,248,300,919 880,889,333 375,741,789

English Tweets 562,134,366 406,719,99 256,330,241
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B Appendix : Complementary Material

Table B1. Tweets from active users in 2011 and 2013, and the corresponding percent-
age of tweets that belong to each type

Full DS 2011 2011 2013

Tweets Tweets Tweets

Original tweets 77.30% 76.94% 74.77%
With URLs 14.93% 14.62% 18.74%
with mentions 6.39% 3.46% 4.16%
without mentions 11.36% 11.16% 14.58%

Without URLs 62.37% 62.32% 56.03%
with mentions 35.18% 35.36% 27.44%
without mentions 27.19% 26.96% 28.59%

Retweets 22.70% 23.06% 25.23%
With URLs 6.29% 6.75% 8.6%
Without URLs 16.41% 16.31% 16.63%

Table B2. The absolute number of users who moved across clusters from 2011 (rows)
to 2013 (columns). Some users passed from inactive or hyperactive/bot to the other
clusters and vice versa.

2011/2013 Endogenous Conver. Gener. Echoers Link F. Inactive Hyper./Bots

Endogenous 79,472 20,900 21,159 12,657 10,705 207,108 3,036

Conver. 49,832 91,429 31,945 15,570 10,616 236,624 3,807

Generalists 5,886 8,542 47,997 4,784 15,479 136,813 903

Echoers 19,308 7,235 16,149 19,306 7,105 123,704 1,640

Link Feeders 3,573 1,548 11,736 1,315 23,855 62,781 794

Inactive 194,636 96,641 91,391 69,684 67,769 2,403,596 7,481

Hyper./Bots 29,275 18,131 8,484 6,745 5,109 27,803 8,529
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Fig. B1. Elbow method for clustering : the bend lingers between 4 and 5
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Guo, Guangming 151
Gupta, Aditi 228
Gupta, Khushi 326
Gupta, Shubham 326

Hain, Daniel S. 359
Helbing, Dirk 531
Hirahara, Yuki 112
Hoang, Tuan-Anh 1

Iamnitchi, Adriana 50
Imran, Muhammad 444

Jarczyk, Oskar 80
Jaroszewicz, Szymon 80
Jurowetzki, Roman 359

Kacimi, Mouna 269
Kalia, Anup K. 493
Kalimeri, Kyriaki 462
Kaltenbrunner, Andreas 139, 561
Kappler, Karolin E. 139
Karahalios, Karrie 34
Kato, Makoto P. 244
Kooti, Farshad 216
Kourtellis, Nicolas 50
Kumar, Akshay 326
Kumaraguru, Ponnurangam 228
Kwak, Haewoon 300

Lalmas, Mounia 290
Laniado, David 139, 561
Lim, Ee-Peng 1
Liu, Hongyan 151
Liu, Zhe 336

Magno, Gabriel 121, 216
Manchanda, Pikakshi 384
Mantrach, Amin 279
Mauskapf, Michael 508
Meguebli, Youssef 269
Meier, Patrick 228
Millard, David E. 95
Moghaddam, Roshanak Zilouchian 34
Moser, Christiane 183

Neureiter, Katja 183

Okulicz-Kozaryn, Adam 544
O’Riordan, Colm 384

Parigi, Paolo 166
Pasi, Gabriella 384



574 Author Index

Petzold, Linda 309
Pianesi, Fabio 462
Popineau, Fabrice 269

Quattrociocchi, Walter 259
Quattrone, Giovanni 396
Quercia, Daniele 279
Qureshi, Muhammad Atif 384

Rodriguez, Mario 531
Rowe, Matthew 66
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