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Preface

This volume contains the papers presented at SocInfo 2014, the 6th Interna-
tional Conference on Social Informatics, held during November 11-13, 2014, in
Barcelona, Spain. After the conferences in Warsaw, Poland, in 2009, Laxenburg,
Austria, in 2010, Singapore in 2011, Lausanne, Switzerland, in 2012, and Kyoto,
Japan, in 2013, the International Conference on Social Informatics returned to
Europe.

SocInfo is an interdisciplinary venue for researchers from computer science,
informatics, social sciences, and management sciences to share ideas and opin-
ions, and present original research work on studying the interplay between so-
cially centric platforms and social phenomena. The ultimate goal of social infor-
matics is to create a better understanding of socially centric platforms not just
as a technology, but also as a set of social phenomena. To that end, we have in-
vited interdisciplinary papers, on applying information technology in the study
of social phenomena, on applying social concepts in the design of information
systems, on applying methods from the social sciences in the study of social
computing and information systems, on applying computational algorithms to
facilitate the study of social systems and human social dynamics, and on design-
ing information and communication technologies that consider social context.

This year’s special purpose of the conference was to to bridge the gap be-
tween the social sciences and computer science. We see the challenges of this
as at least twofold. On the one hand, social scientific research is still largely
overlooked and under-utilized in computational arenas. On the other, social sci-
entists seldom take advantage of computational instruments and the richness
of online-generated data. Our ambition is to make SocInfo a conference that is
equally attractive to computer scientists and social scientists alike, by putting
emphasis on the methodology needed in the field of computational social science
to reach long-term research objectives. We have envisioned SocInfo as a venue
that attracts open-minded researchers who relax the methodological boundaries
between informatics and social sciences so to identify common tools, research
questions, and goals.

We were delighted to present a strong technical program at the conference as
a result of the hard work of the authors, reviewers, and conference organizers.
We received a record of 147 submissions (124 long papers, 23 short papers, not
including incomplete or withdrawn submissions). From these, 28 of the 123 long
papers were accepted (23%), with another 11 accepted as short paper (9%);
three of the 23 short papers were accepted (13%), for a total of 28 long papers,
and 14 short papers. We also allowed the authors of accepted papers to opt for a
“presentation only” mode with no inclusion in the proceedings: The authors of
three papers decided to go for that option. Every paper was reviewed by a group
of at least three reviewers, among which at least one had a background in social
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or organizational sciences. We were also pleased to invite Duncan Watts, Michael
Macy, Lada Adamic, Daniele Quercia, Dirk Helbing, and Bruno Goncalves to
give exciting keynote talks.

This year SocInfo 2014 included nine satellite workshops: the City Labs Work-
shop, the Workshop on Criminal Network Analysis and Mining (CRIMENET),
the Workshop on Interaction and Exchange in Social Media (DYAD), the Work-
shop on Exploration of Games and Gamers (EGG), the Workshop on HistoInfor-
matics, the Workshop on Socio-Economic Dynamics, Networks and Agent-Based
Models (SEDNAM), the Workshop on Social Influence (SI), the Workshop on
Social Scientists Working with Start-Ups, and the Workshop on Social Media in
Crowdsourcing and Human Computation (SoHuman).

We would like to thank the authors of submitted papers and presenters as well
as the participants for making the conference and the workshops a success. We
express our gratitude to the senior and regular Program Committee members
and reviewers for their hard and dedicated work. We are extremely grateful
to the program co-chairs Ingmar Weber, Kristina Lerman, and Fabio Rojas for
their great work in putting together a high-quality program and for directing the
activity of the Program Committee. We owe special thanks to Estefania Ricart
and Natalia Pou, our local co-chairs, who had a vital role in all the stages of
the organization. We thank our publicity chairs Paolo Boldi, Tsuyoshi Murata,
Emilio Ferrara, Barbara Poblete, Symeon Papadopoulos, and our Web chair
Michele Trevisiol. Also, last but not least we are grateful to Adam Wierzbicki
for his continuous support.

Lastly, this conference would not be possible without the generous help of
our sponsors and supporters: Microsoft Research, Facebook, Yahoo, the Stanford
Center for Computational Social Science, Barcelona Media, and the FP7 EU
project SocialSensor.

October 2014 Luca Maria Aiello
Daniel McFarland
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On Joint Modeling of Topical Communities
and Personal Interest in Microblogs

Tuan-Anh Hoang and Ee-Peng Lim

Living Analytics Research Centre
Singapore Management University
{tahoang.2011,eplim}@smu.edu.sg

Abstract. In this paper, we propose the Topical Communities and Per-
sonal Interest (TCPI) model for simultaneously modeling topics, topical
communities, and users’ topical interests in microblogging data. TCPI
considers different topical communities while differentiating users’ per-
sonal topical interests from those of topical communities, and learning
the dependence of each user on the affiliated communities to generate
content. This makes TCPI different from existing models that either
do not consider the existence of multiple topical communities, or do not
differentiate between personal and community’s topical interests. Our ex-
periments on two Twitter datasets show that TCPI can effectively mine
the representative topics for each topical community. We also demon-
strate that TCPI significantly outperforms other state-of-the-art topic
models in the modeling tweet generation task.

Keywords: Social media, Microblogs, Topic modeling, User modeling.

1 Introduction

Microblogging sites such as Twitter! and Weibo? allow users to publish short
messages, which are called tweets, sharing their current status, opinion, and
other information. Embedded in these tweets is a wide range of topics. Empirical
and user studies on microblog usage have showed that users may tweet about
either their personal topics or background topics [11,29,13]. The former covers
individual interests of the users. The latter is the interest shared by users in
topical communities and they emerge when users in the same community tweet
about common interests [6]. Background topics are thus the results of interests
of the topical communities.

There are previous works on modeling background topics in social media as
well as in general document corpuses, e.g., [30,23,10]. However, most of these
works model a single background topic or a distribution of background topics.
In this work, we instead consider the existence of multiple topical communities,
each with a different background topic distribution. Examples of such commu-
nities include IT professionals, political groups, entertainment fans, etc.. The IT

! yww. twitter.com
2 http://www.weibo.com
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community covers topics such as technology, science, etc.. The political commu-
nity covers topics such as welfare, budget, etc.. A user who is associated with a
topical community will therefore adopt topics from the interest of the commu-
nity. The members of these communities may not be socially connected to one
another. Hence, when modeling users on social media, we have to consider both
the user’s personal interests and his topical communities.

In this work, we aim to model topical communities as well as users’ topical
interests in microblogging data. We want to consider different topical communi-
ties, and also to learn topical interests of each user and her dependence on the
topical communities to generate content.

A simple way to identify the topical communities is first performing topic
modeling on the set of tweets using one of existing models (e.g., LDA [4]) to
find out topical interests of the users, then assign the most common topics of all
the users to be the topical communities’ topics. Such an approach however does
not allow us to distinguish between multiple topical communities, nor allow each
topical community to have multiple topics. It also does not allow us to quantify,
for each user, the degree in which the user depends on topical communities in
generating content. We therefore propose to jointly model user topical interests
and topical communities’ interests in a same framework where each user has
a parameter controling her bias towards generating content based on her own
interests or based on the topical communities.

Our main contributions in this work consist of the following.

— We propose a probabilistic graphical model, called Topical Communities and
Personal Interest model (abbreviated as TCPI), for modeling topics and top-
ical communities, as well as modeling users’ topical interests and their depen-
dency on the topical communities in generating content.

— We develop a sampling method to infer the model’s parameters. We further
develop a regularization technique to bias the model to learn more semantically
clear topical communities.

— We apply TCPI model on two Twitter datasets and show that it significantly
outperforms other state-of-the-art models in modeling tweet generation task.
— An empirical analysis of topics and topical communities for the two datasets

has been conducted to demonstrate the efficacy of the TCPI model.

The rest of the paper is organized as follows. We first discuss the related works
on modeling topics in social media in Section 2. We then present our proposed
model in detail in Section 3. Next, we describe two experimental datasets and
report results of experiments in applying the proposed model on the two dataset
in Section 4. Finally, we give our conclusions and discuss future work in Section 5.

2 Related Work

In this section, we review previous works that are closely related to our work.
These works fall into two categories: (i) the works on analyzing topics in mi-
croblogs, and (ii) works on analyzing communities in social networks.
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2.1 Topic Analysis

Michelson et. al. first examined topical interests of Twitter users by analyzing
the named entities mentioned in their tweets [16]. Hong et. al. then conducted an
empirical study on different ways of performing topic modeling on tweets using
the original LDA model [9] and Author-topic model [21]. They found that topic
learnt from documents formed by aggregating tweets posted by the same users
may help to significantly improve some user profiling tasks. Similarly, Mehrotra
et. al. investigated different ways of forming documents from tweets in order
to improve the performance of LDA model for microblogging data [15]. They
found that grouping the tweets containing the same hashtags may lead to a
significant improvement. Using the same approach, Ramage et. al proposed to
use Supervised LDA model [20] to model topics of tweets where each tweet is
labeled based on linguistic elements (e.g., hashtags, emoticons, and question
marks, etc.) contained in the tweet; and Qiu et. al. proposed to jointly modeling
topics of tweets and their associated posting behaviors (i.e., tweet, retweet, or
reply) [19]. Lastly, the work by Zhao et. al. [30] is particularly close to our
work. In this work, the authors proposed TwitterLDA topic model, which is
considered as state-of-the-art topic model for microblogging data. TwitterLDA
is a variant of LDA, in which: (i) documents are formed by aggregating tweets
posted by the same users; (ii) a single background topic is assumed; (iii) there
is only one common topic for all words in each tweet; and (iv), each word in a
tweet is generated from either the background topic or the user’s topic. The plate
notation of TwitterLDA model is shown in Figure 1 (a), and it’s generative
process is as follows.

— Sample the background topic ¢ ~ Dirichlet(f)
— For each k =1,--- | K, sample the k-th topic ¢ ~ Dirichlet(p)
— Sample the dependence on background topic p ~ Beta(p)
— For each user u, sample u’s topic distribution 6, ~ Dirichlet(c)
— Generate tweets for the user u: for each tweet ¢ that u posts:
1. Sample topic for the tweet z; ~ Multinomial(6,,)
2. Sample the tweet’s words: for each word wy ,, at slot n:
e Sample y; ,, ~ Bernoulli(y)
o If y, , = 0, sample from background topic: wy, ~ Multinomial(¢g);
else (yi,n = 1), sample from topic z;: wy,, ~ Multinomial(¢,,)

TwitterLDA model however does not consider multiple background topics, and
impractically assume that all users have the same dependency on the unique
background topic (as the paramter p is common for all the users).

It is important to note that our work is similar but not exactly the same with
works on finding global topics (e.g., [10,23]). Global topics are shared by all the
users and not specific for any community. On the other hand, topics of each
topical community is specific for the community, and are shared mostly by users
within the community.
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2.2 Community Analysis

Most of the early works on community analysis in social networks are finding
social communities based on social links among the users. For example, Newman
proposed to discover social communities by finding a network partition that
maximizes a measure of “compactness” in community structure called modularity
[18]; Airoldi et. al. proposed a statistical mixed membership model [1]. There are
also works on finding topical communities based on user generated content (e.g.,
[31,23]), and users’ attributes and interest affiliations (e.g., [24,26,27]). Ding et.
al. conducted an empirical study showing that social community structure of a
social network may significantly be different from topical communities discovered
from the same network [5]. Moreover, most of existing works on analyzing topical
community do not differentiate users’ personal interests from those of topical
communities. They assume that a user’s topical interests is determined purely
based on her topical communities’ interests. This assumption is not practical
when applying for microblogging users since they express interest in a vast variety
of topics of daily life, and their interests are therefore not always determined by
their topical communities.

Lastly, it is also important to note that our work is different from works on
finding topical interests of social communities (e.g., [28,22]). Topical interests
of each social community includes most common topics shared by users within
the community, and hence may not specific for the community, i.e., two different
social communities may have the same topical interests. On the other hand, each
topical community is uniquely determined based on its topical interests: different
topical communities have significantly different topical interests.

3 Topical Community and Personal Interest Model

3.1 Assumptions

Our model relies on the assumptions that: (i) users generate content topically;
and (ii) users generate content according either to their personal interests or some
topical communities. The first assumption suggests that, for each user, there is
always an underlying topic explaining content of the every tweet she posts. The
second assumption suggests that, while different users generally have different
personal topical interests, their generated content also share some common topics
of the topical communities the users belong to. For example, most of the users
tend to tweet about daily activities and entertainment although these topics may
not represent their real personal interest. During an election campaign, a user
who is not personally interested in politics, may still tweet more about political
topics as she follows the prevalent topical community of interests in political
topics. Hence, to model users’ content accurately, it is important to determine
topical communities as well as their own personal interests.

3.2 Generative Process

Based on the assumptions as presented above, we propose the TCPI model to
model user generated tweet from a vocabulary V. The TCPI model has K latent
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@

Fig. 1. Plate notation for: (a) TwitterLDA and (b) TCPI models

topics, where each topic k£ has a multinomial distribution ¢y over the vocabulary
V. To capture the topical communities, the TCPI model assumes that there are
C topical communities, where each community ¢ has a multinomial distribution
o. over the K topics. Each user u also has a personal topic distribution 6,, over
the K topics and a community distribution m, over the C' topical communities.
Moreover, each user has a dependence distribution p,, which is a Bernoulli distri-
bution indicating how likely the user tweets based on her own personal interests
(12) or based on the topical communities (u) = 1 — u2). Lastly, we assume that
0y, Tu, 0, and ¢ have Dirichlet priors «, 7, 7, and 3 respectively, while p, has
Beta prior p.

In TCPI model, we assume the following generative process for all the posted
tweets. To generate a tweet ¢ for user u, we first flip a biased coin y,, ; (whose bias
to head up is ug) to decide if the tweet is based on u’s personal interests, or based
on one of the topical communities u belongs to. If ¥, ; = 0, we then choose the
topic z; for the tweet according to u’s topic distribution 6,,. Otherwise, y, ; = 1,
we first choose a topical community ¢ according to w’s community distribution
Ty, then we choose z; according to the chosen community’s topic distribution
o.. As tweets are short with no more than 140 characters, we assume that each
tweet has only one topic. Once the topic z; is chosen, words in ¢ are then chosen
according to the topic’s word distribution ¢,,. In summary, the TCPI model
has the plate notation as shown in Figure 1 (b) and the generative process as
follows.

— For each k = 1,--- | K, sample the k-th topic ¢ ~ Dirichlet(S)
— For each ¢ = 1,--- ,C, sample the c-th community’s topic distribution o, ~
Dirichlet(n)
— For each user u
1. Sample u’s topic distribution 6,, ~ Dirichlet()
2. Sample u’s community distribution m, ~ Dirichlet(T)
3. Sample u’s dependence distribution u, ~ Beta(p)
— Generate tweets for the user u: for each tweet t that u posts:
1. Sample y,, ¢ ~ Bernoulli(u.,)
2. Sample topic for the tweet: if y, ; = 0, sample z ~ Multinomial(0,); if
Yu,t = 1, sample a community ¢ ~ Multinomial(m,), then sample z; ~
Multinomial (o)
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Fig. 2. Probabilities used in jointly sampling coin and topical community for
tweet t; without regularization

3. Sample the tweet’s words: for each word slot n, sample the word w; , ~
Multinomial(¢.,)

3.3 Model Learning

Consider a set of microblogging users together with their posted tweets, we now
present the algorithm for performing inference in the TCPI model. We use U to
denote the number of users and use W to denote the number of words in the tweet
vocabulary V. We denote the set of all posted tweets in the dataset by T. For
each user u;, we denote her j-th tweet by t; For each posted tweet t;, we denote

N;; words in the tweet by wij S wﬁ\], respectively, and we denote the tweet’s

topic, coin, and topical community (if ex1sts) by z; yj, and c respectively. Lastly,
we denote the bag-of-topics, bag-of-coins, and bag—of toplcal communities of all
the posted tweets in the dataset by Z, ), and C respectively.

Due to the intractability of LDA-based models [4], we make use of sampling
method in learning and estimating the parameters in the TCPI model. More
exactly, we use a collapsed Gibbs sampler ([14]) to iteratively and jointly sample
the latent coin and latent topical community, and sample latent topic of every
posted tweet as follows.

For each posted tweet t;, the j-th tweet posted by user u;, we use y_t;_, C_tza_,
Z_ ¢ to denote the bag-of-coins, bag-of-topical communities and bag-of-topics,
respectlvely, of all other posted tweets in the dataset except the tweet t] Then
the coin y; and the topical communlty c; of t’ are jointly sampled accordlng to
equations in Figure 2, and the topic z of t’ is sampled accordlng to equations in

Figure 3. Note that when y] =0, we do not have to sample ¢}, and the current c
(if exists) will be discarded. In these equations, ny(c,u,C) records the number of
times the coin y is observed in the set of tweets of user u for the bag-of-coins ).
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Fig. 3. Probabilities used in sampling topic for tweet t;- without regularization

Similarly, nzy(z, u, £) records the number of times the topic z is observed in the
set of tweets of user u for the bag of topics Z; n,(z, ¢, Z,C) records the number
of times the topic z is observed in the set of tweets that are tweeted based on the
topical community ¢ by any user for the bag-of-topics Z and the bag-of-topical
communities C; ney (¢, u, C) records the number of times the topical community ¢
is observed in the set of tweets of user u; and ny (w, z, T, Z) records the number
of times the word w is observed in the topic z for the set of tweets 7 and the
bag-of-topics Z.

In the right hand side of Equation 1: (i) the first term is proportional to the
probability that the coin 0 is generated given the priors and (current) values of
all other latent variables (i.e., the coins, topical communities (if exist), and topics
of all other tweets); and (ii) the second term is proportional to the probability
that the (current) topic z; is generated given the priors, (current) values of all
other latent variables, and the chosen coin. Similarly, in the right hand side of
Equation 2: (i) the first term is proportional to the probability that the coin 1 is
generated given the priors and (current) values of all other latent variables; (ii)
the second term is proportional to the probability that the topical community ¢
is generated given the priors, (current) values of all other latent variables, and
the chosen coin; and (iii) the third term is proportional to the probability that
the (current) topic zj’ is generated given the priors, (current) values of all other
latent variables, and the chosen coin as well as the chosen community.

The terms in the right hand side of Equations 3 and 4 respectively have the
similar meaning with those of Equations 1 and 2.

3.4 Sparsity Regularization

As we want to differentiate users’ tweets based on personal interests from topical
communities and to differentiate one topical community from the others, we
would prefer a clear distinction among these latent factors. In other words, we
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want topical communities’ topic distributions and users’ topic distributions to
be skewed on different topics, and topical communities’ topic distribution to be
also skewed on different topics. More exactly, in estimating parameters in the
TCPI model, we need to obtain sparsity in the following distribution.

— Topic specific coin distribution p(y|z) where y is a coin and z is a topic: the
sparsity in this distribution is to ensure that each topic z is mostly covered by
either users’ personal interests or topical communities.

— Topic specific topical community distribution p(c|z) where ¢ is a topical com-
munity and z is a topic: the sparsity in this distribution is to ensure that each
topic z is mostly covered by one or only a few topical communities.

To obtain the sparsity mentioned above, we use the pseudo-observed vari-
able based regularization technique proposed by Balasubramanyan et. al. [2] as
follows.

Topic Specific Coin Distribution Regularization. Since the topic specific
coin distributions are determined by both coin and community joint sampling
and topic sampling steps, we regularize both these two steps to bias the distri-
butions to expected sparsity.

In Coin and Topical Community Joint Sampling Steps. In each coin
and topical community sampling step for the tweet t;-, we multiply the right
hand side of equations in Figure 2 with a corresponding regularization term
R topCoin-C&C (y|z;) which is computed based on empirical entropy of p(y\z;) as
in Equation 5.

(g 0 129) - “)) ®)

RtopCoin—C&C (y‘z_;) = exp( - 952
atopCoin
Fig. 4. Topic specific coin distribution regularization terms used in sampling

coin and/or topical community for tweet ¢;

In Topic Sampling Steps. In each topic sampling step for the tweet t;, we
multiply the right hand side of equations in Figure 3 with a corresponding regu-
larization term RiopCoin-Topic(# \t;) which is computed based on empirical entropy
of p(y|z) as in Equation 6.

In Equations 5, Hy;:y (p(y’\z;)) is the empirical entropy of p(y’\z;) when

i _

y; = y. Similarly, in Equations 6, for each topic 2 Hyi_, (p(y|z’)) is the empir-
J

ical entropy of p(y|z’) when zj’ = z. The two parameters fiyopCoin and TopCoin 1S
respectively the expected mean and expected variance of the entropy of p(y|z).
These expected mean and expected variances are pre-defined parameters. Obvi-
ously, with a low expected mean fitopcoin, these regularization terms (1) increase
weight for values of y, ¢, and z that give lower empirical entropy of p(y|z), and

hence increasing the sparsity of these distributions; but (2) decrease weight for
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Fig.5. Topic specific coin distribution regularization terms used in sampling
topic for tweet ¢}

. 2
(Hy;:y,cézc (p(C"ZJZ)) - MtopComm) ) (7)

%
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Fig.6. Topic specific topical community distribution regularization terms
used in sampling coin and/or topical community for tweet ¢;

RitopComm-Topic(2]t}) = exp< _ EK: |:(sz’-=z (p(cl2")) - “topComm)2:|> -

2
2/=1 2O-topComm

Fig.7. Topic specific topical community distribution regularization terms
used in sampling topic for tweet ¢}

values of y, ¢, and z that give higher empirical entropy of p(y|z), and hence
decreasing the sparsity of these distributions.

Topic Specific Topical Community Distribution Regularization. Simi-
larly, since the topic specific topical community distributions are determined by
both coin and topical community joint sampling and topic sampling steps, we
regularize both these two steps to bias the distributions to expected sparsity.

In Coin and Topical Community Joint Sampling Steps. In each coin and
topical community sampling step for the tweet t;, we also multiply the right
hand side of equations in Figure 2 with a corresponding regularization term
RtopComm-c&C (Y, c\z;) which is computed based on empirical entropy of p(c’\z;.)
as in Equation 7.

In Topic Sampling Steps. In each topic sampling step for the tweet t;, we
also multiply the right hand side of equations in Figure 3 with a corresponding
regularization term RtOpCOmm_TOpiC(zﬁ;) which is computed based on empirical
entropy of p(c|z) as in Equation 8.

In Equations 7, Hy;:y,cj.:c (p(c’|z§)) is the empirical entropy of p(c’\z;-) when
y; = y and cé. = ¢. Similarly, in Equations 8, for each topic 2/, H_, (p(c|z")

is the empirical entropy of p(c|z’) when z; = 2. The two parameters fisopComm

and otopcomm 1S respectively the expected mean and expected variance of the
entropy of p(c|z). These expected mean and expected variances are pre-defined
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Table 1. Statistics of the experimental datasets

Dataset SE Two-Week
#user 14,595 24,046
#tweets 3,030,734 3,181,583

parameters. Obviously, with a low expected mean pitopcomm, these regularization
terms (1) increase weight for values of y, ¢, and z that give lower empirical
entropy of p(c|z), and hence increasing the sparsity of these distributions; but
(2) decrease weight for values of y, ¢, and z that give higher empirical entropy
of p(c|z), and hence decreasing the sparsity of these distributions.

In our experiments, we used sampling method with the above regularization
setting HtopCoin = HtopComm = 0, OtopCoin — 0.3, OtopComm = 0.5. We also used
symmetric Dirichlet hyperparameters with « = 50/ K, 8 =0.01,p=2,7 =1/C,
and n = 50/ K. Given the input dataset, we train the model with 600 iterations
of Gibbs sampling. We took 25 samples with a gap of 20 iterations in the last
500 iterations to estimate all the hidden variables.

4 Experimental Evaluation

4.1 Datasets

Using snowball sampling, we collected the following two datasets for evaluating
the TCPI model.

SE Dataset. This dataset is collected from a set of Twitter users who are
interested in technology, and particularly in software development. To construct
this dataset, we first utilized 100 most influential software developers in Twitter
provided in [12] as the seed users. These are highly-followed users who actively
tweet about software engineering topics, e.g., Jeff Atwood®, Jason Fried*, and
John Resig®. We further expanded the user set by adding all users following at
least five seed users. Lastly, we took all tweets posted by these users from August
1st to October 31st, 2011 to form the first dataset, called SE dataset.

Two-Week Dataset. The second dataset is a large corpus of tweets collected
just before the 2012 US presidential election. To construct this corpus, we first
manually selected a set of 56 seed users. These are highly-followed and politics
savy Twitter users, including major US politicians, e.g., Barack Obama, Mitt
Romney, and Newt Gingrich; well known political bloggers, e.g., America Blog,
Red State, and Daily Kos; and political desks of US news media, e.g., CNN Poli-
tics, and Huffington Post Politics. The set of users was then expanded by adding
all users following at least three seed users. Lastly, we used all the tweets posted

® http://en.wikipedia.org/wiki/Jeff_Atwood
4 http://www.hanselman. com/blog/AboutMe. aspx
5 http://en.wikipedia.org/wiki/John_Resig


http://en.wikipedia.org/wiki/Jeff_Atwood
http://www.hanselman.com/blog/AboutMe.aspx
http://en.wikipedia.org/wiki/John_Resig

On Joint Modeling of TCPI in Microblogs 11

7
49X 10 o
-4.9 == 0
e o TwitterLDA
s & -O- TCPI with 1 community
5| Pl <= TCPI with 2 communities
= % <7 TCPI with 3 communities
= - = —* TCPI with 4 communities
g e g198, o TCPIwith 5 it
. o
§sd & 3 "
£ - 4 s N
3 7 < .~
=4 ; S
S 54 ~o~TwitterLDA S 19 B
= -O- TCPI with 1 community ! S8,
- TCPI with 2 communities| @
-5.4 -7 TCPI with 3 communities| B .
-+ TCPI with 4 communities| b T
o TCPI with 5 communities| A
-5. 18.!
v 20 40 60 80 100 v 20 40 60 80 100
#Topic #Topic
(a) (b)
7
5,510 218
——TwitterLDA s ) ——TwitterLDA
_5.6/| © TCPI with 1 community e 216 - TCPI with 1 community
7| 4 TCPI with 2 communities|. ~ = = TCPI with 2 communities
<7 TCPI with 3 communities| 21.4 <7 TCPI with 3 communities
~ ~5-7[| = TCPI with 4 communities = —# TCPI with 4 communities
3 = TCPI with 5 communities AnH < TCPI with 5 it
2-58 e RPN
[ ' H \
-4 )
= / 208 =
d-59r =3 “
2 ’ o \‘
3 ! 206 .
_gf -
20.4 - N -
-6.1 202 TEal
N .. g
20 40 60 80 100 20 40 60 80 100
#Topic #Topic
(c) (d)

Fig. 8. Loglikelihood and Perplexity of TwitterLDA and TCPI in: ((a) and (b)) SE,
and ((c) and (d)) Two-Week datasets

by these users during the two week duration from August 25th to September
7th, 2012 to form the second dataset, known as the Two-Week dataset.

We employed the following preprocessing steps to clean both datasets. We
first removed stopwords from the tweets and filtered out tweets with less than 3
non stop-words. Next, we excluded users with less than 50 (remaining) tweets.
This minimum thesholds are necessary so that, for each user, we have enough
number of tweet observations for learning both influence of the user’s personal
interests and that of the topical communities in tweet generation.

Table 1 shows the statistics of the two datasets after the preprocessing steps.
As shown in the table, the two datasets after filtering are still large, with about
200 tweets per user in SE dataset; and 120 tweets per user in Two-Week
dataset. This allows us to learn the latent factors accurately.

4.2 Evaluation Metrics

To examine the ability of TCPI model in modeling tweet generation, we com-
pare TCPI with TwitterLDA model. We adopt likelihood and perplexity for
evaluating the two models. For each user, we randomly selected 90% of tweets of
the user to form a training set, and use the remaining 10% of the tweets as the
test set. We then learn the TCPI and TwitterLDA models using the training
set, and using the learnt models to generate the test set. Lastly, for each model,
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we compute the likelihood of the training set and perplexity of the test set. The
model with a higher likelihood, or lower perplexity is considered better for the
task.

4.3 Performance Comparison

Figures 8 (a) and (b) show the performance of TwitterLDA and TCPI models
in topic modeling on SE dataset. Figures 8 (c¢) and (d) show the performance
of the models on Two-Week dataset. As expected, larger number of topics K
gives larger likelihood and smaller perplexity, and the amount of improvement
diminishes as K increases. The figures show that: (1) TCPI significantly outper-
forms TwitterLDA in topic modeling task; and (2) TCPI is robust against the
number of topical communities as its performance does not significantly change
as we increase the number of the communities from 1 to 5.

4.4 Background Topics and Topical Communities Analysis

We now examine the background topics and topical communities found by the
TwitterLDA and TCPI models respectively. Considering both time and space
complexities, and since it is not practical to expect a large number of topics
falling in topical communities, we set the number of the topical communities in
TCPI model to 3, and set the number of topics in both models to 80.

Table 2. Top words of background topic found in SE dataset by TwitterLDA
model

life,making,video,blog,change,reading,job,home,thought,line
team,power,game,business,money,friends,talking,starting, month,company

Table 3. Top topics of topical communities found in SE dataset by TCPI model

Community Community Top topics

1d Label Topic 1d Topic Label Probability

Daily life 61 Daily stuffs 0.535

0 79 Traveling 0.086

25 Food and drinks 0.063

Apple’s 50 i0OS 0.274

1 product 74 Networking services 0.146

37 iPhone and iPad 0.091

Software 24 Programming 0.614

2 development 9 Conference and meeting  0.105

15 Operating systems 0.056

Table 2 shows the top words of the background topic found by TwitterLDA
model in SE dataset, and Table 3 shows the top topics of each topical com-
munity found by TCPI. Note that, other than background topic, the labels of
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Table 4. Top words of topics found in SE dataset by TCPI model

Conference conference,meeting,team,weekend,code,session,home

9 and event,book,friends,friday,coffee,room,folks
meeting lunch,presentation,job,slides,minutes,beer

Operating windows,linux,mac,laptop,ubuntu,server,machine

15 sytems desktop,running,computer,systems,usb,ssd,lion
software,#linux,apple,macbook,installing,win8,power
Program- code,javascript,git,ruby,java,github,rails,data,api,server,tests
ming php,node,python,language,blog,simple,programming,testing,files
Food and coffee,eating,chicken,dinner,cream,ice,lunch,beer
25 drinks  cheese,bacon,chocolate,breakfast,recipe,delicious
pizza,salad,wine,pumpkin,bread,butter

iPhone and iphone,apple,ipad,event,ipod,video,ios,retina,macbook,#apple,screen

iPad #iphone5,mac,battery,lightning,camera,connector,imac,nano,price
50 {08 mac,ios,iphone,windows,chrome,apple,lion,ipad,google,screen,mountain

android,text,safari,version,browser,itunes,desktop,keyboard,tweetbot

Daily  home,kids,house,#fb,life,coffee,dog,car,wife,room

stuffs  bed,thought,cat,playing,wearing,making,music,baby,friends,weekend
Networking email facebook,google,spam,emails,page,blog,service,link,gmail

services password,mail,users,linkedin,api,inbox,client,links, message,user

home,train,san,city,ride,bike,airport,weather,car,bus,rain
weekend, francisco,traffic,london,road,minutes,heading,#tb,plane

24

37

61

79 Traveling

other topics are manually assigned after examining the topics’ top words (shown
in Tables 4) and top tweets. For each topic, the topic’s top words are the words
having the highest likelihoods given the topic, and the topic’s top tweets are the
tweets having the lowest perplexities given the topic. The label of each topical
community is also manually assigned based on examining the community’s top
topics. The tables show that: (i) the background topic found by TwitterLDA
model is not sematically clear; and (ii) the topical communitiess and their ex-
treme topics found by TCPI model are both semantically clear and reasonable.
In SE dataset, other than Daily life community as reported in [11], it is expected
that professional communities Software Development and Apple’s product exist
in the dataset as most of its users are working in IT industry. This agrees with
the findings by Zhao et. al. [29] that people also use Twitter for gathering and
sharing useful information relevant to their profession.

Table 5. Top words of background topic found in Two-Week dataset by Twit-
terLDA model

life,making,home,america,called,house,change,thought,video,talking
line,american,money,country,job,obama,friends,fact,lost,hell

Similarly, Table 5 shows the top words of the background topic found by
TwitterLDA model in Two-Week dataset, and Table 6 shows the top topics
of each topical community found by TCPI model. Again, the topics’ labels are
manually assigned after examining the topics’ top words (shown in Tables 7)
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Table 6. Top topics of topical communities found in Two-Week dataset by TCPI
model

Community Community Top topics
1d Label Topic Id Topic Label Probability
Daily life 1 Daily stuffs 0.622
Happenings in
0 32 DNC and RNC 2012 0.062
25 Food and drinks 0.052
Republicans’ 10 Republican candidates 0.210
1 activities 39 Happenings in 0.196

DNC and RNC 2012
0 Presidential candidates’ speeches  0.066
Campaigning 0 Presidential candidates’ speeches  0.203
2 speeches 18 Speeches at DNC 2012 0.175
16 Goverment and people 0.108

Table 7. Top words of topics found in Two-Week dataset by TCPI model

Presidential obama,romney,gop,media,lies,speech,party,ryan
0 candidates fact,#dnc2012,#tcot,convention,dems,truth
speeches  republicans,facts,mitt,democrats,campaign,liberal
Daily life,home, kids,class,mom,house,car,bed,god,friends,room
stuffs thought,baby,weekend,friend,person,family,hair,game,dog
Republican romney,#gop2012,mitt,#rnc2012,speech,#rnc,ann,ryan
10 candidates christie,america,paul,obama,president,chris
rubio,#romneyryan2012,#tcot,american,convention,condi
Goverment america,obama,government,god,party,country,american
16 and #tcot,freedom,rights,democrats,#dnc2012,americans,gop
people gop,constitution,liberty,nation,war,power,states
Speeches at obama,#dnc2012,#tcot,biden,#dnc,joe,dnc
18 DNC 2012 clinton,#dncindwords,speech,#p2,america,president,bill
bill,romney,god,michelle,barack,chair,dems
Food and coffee,chicken,ice,cream,eating,dinner,cheese,beer,lunch,bacon
drinks chocolate,breakfast,pizza,wine,#dnc,salad,milk,ate,making, home
Hapenning in #dnc2012,#gop2012,convention,#rnc2012,speech,#rnc
DNC and romney,obama,rnc,#dnc,dnc,tampa,ryan
RNC 2012 gop,stage,mitt,biden,charlotte,paul,music

25

32

and top tweets; and the communities’ labels are also manually assigned based
on examining the communities’ top topics. Also, the tables show that: (i) the
background topic found by TwitterLDA model is not sematically clear; and (ii)
the topical communities and their extreme topics found by TCPI model are both
semantically clear and reasonable. In Two-Week dataset, other than Daily life,
it is expected that political communities Republicans’ activities, and Campaining
speeches exist in the dataset as it was collected during a politically active period
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with many political events related to the American 2012 presidential election,
e.g., the national conventions of both democratic (DNC 2012°%) and republican
(RNC 20127) parties.

5 Conclusion

In this paper, we propose a novel topic model called TCPI for simultaneously
modeling topical communities and users’ topical interests in microblogging data.
Our model differentiates users’ personal interests from their topical communities
while learning both the two set of latent factors at the same time. We also
report experiments on two Twitter datasets showing the effectiveness of the
proposed model. TCPI is shown to outperform TwitterLDA, another state-of-
the-art topic model for modeling tweet generation.

In the future, we would like to consider the scalability of the proposed model.
Possible solutions for scaling up the model are approximated and distributed im-
plementations of Gibbs sampling procedures [17], and stale synchronous parallel
implementation of variational inference procedures [7]. Moreover, it is poten-
tially helpful to incorporate prior knowledge into the proposed model. Examples
of the prior knowledge are topic indicative features [3], and groundtruth com-
munity labels for some users [25,8].
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Bridging Social Network Analysis
and Judgment Aggregation
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Abstract. Judgment aggregation investigates the problem of how to
aggregate several individuals’ judgments on some logically connected
propositions into a consistent collective judgment. The majority of work
in judgment aggregation is devoted to studying impossibility results, but
the relationship between the (social) dependencies that may exist be-
tween voters and the outcome of the voting process is traditionally not
studied. In this paper, we use techniques from social network analysis
to characterize the relations between the individuals participating in a
judgment aggregation problem by analysing the similarity between their
judgments in terms of social networks. We obtain a correspondence be-
tween a voting rule in judgment aggregation and a centrality measure
from social network analysis and we motivate our claims by an empirical
analysis. We also show how large social networks can be simplified by
grouping individuals with the same voting behavior.

1 Introduction

Social choice theory studies the problem how to reach collective consent be-
tween a group of people in the area of economic theory. It includes among others
voting theory, preference aggregation and judgment aggregation. Judgment ag-
gregation is the most recent formal theory of social choice, which investigates
how to aggregate individual judgments on logically related propositions to a
group judgment on those propositions. Examples of groups that need to aggre-
gate individual judgments are expert panels, legal courts, boards, and councils.
The problem of aggregating judgments gained popularity in the last ten years,
since it has been shown to be general in the sense that both voting theory and
preference aggregation are subsumed by it [16]. The majority of work in judg-
ment aggregation is devoted to studying impossibility results similar to the work
in preference aggregation by Arrow [1,15], leading to the development of a large
number of aggregation rules such as majority outcome, premise-based aggrega-
tion, and conclusion-based aggregation [16]. These rules are all concerned with
the general problem of selecting outputs that are consistent or compatible with
individual judgments [11]. However, the relation between the (social) dependen-
cies that may exist between the voters and the outcome of the voting scenario
is traditionally not studied.

Arguably, there may exist (social) relationships between the individuals that
can have an influence on their individual judgments, and consequently on the

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 17-33, 2014.
© Springer International Publishing Switzerland 2014
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aggregated outcome. For instance, a subgroup of the individuals can be close
friends and therefore vote alike, or an individual in the group may be a dom-
inant person and thus may influence the voting behavior of other voters. A
representation of the social structure of a judgment aggregation problem makes
it possible to identify influential voters in the entire group or in a subgroup of
voters. This information can be useful for different purposes. Firstly, it can be
used to determine the outcome of the voting process, simply by looking at what
voters have a central position in the voting process and deriving the outcome
from these voters. Secondly, it can be used to detect cartels in voting scenarios.
A cartel is a formal, explicit agreement among competing firms. It is a formal
organization of producers and manufacturers that agree to fix prices, marketing,
and production. Finally, the social dependencies may allow one to simplify the
voting problem by reducing the number of voters to the most important ones.

It does not seem obvious to extract such information from a judgment ag-
gregation scenario, merely by relying on the tools that judgment aggregation
offers. However, we believe that a possible natural solution to this problem can
be provided by using techniques from social network analysis (SNA) to derive
dependencies between voters. SNA views social relationships in terms of graph
theory, consisting of nodes (representing individuals within the network) and ties
(which represent relationships between the individuals, such as friendship, kin-
ship, organisational position, sexual relationships, etc.) [21,4]. These networks
are often depicted in a social network diagram, where nodes are represented as
points and ties are represented as lines. The centrality of vertices, or the identifi-
cation of which vertices are more ”central” than others, is a key issue in network
analysis.

In this paper, we explore the possibility to apply SNA to judgment aggrega-
tion by systematically translating a judgment aggregation problem to a social
network. This social network reflects the agreement between voters derived from
their judgments on the issues in the judgment aggregation problem. We analyse
this network using the degree centrality measure, which is arguably the most
well-known measure of node centrality from SNA. We formally prove an equiva-
lence between the “average voter” voting rule in judgment aggregation and the
degree centrality measure, showing that the social network can be used as an
instrument to decide on a consistent and compatible outcome in the voting pro-
cess. We motivate our claim with an experimental analysis, indicating that by
varying the parameters of the centrality measure, we are able to fine-tune the
outcome of the voting process. Finally, we show that large networks with many
voters and few issues can be simplified significantly by clustering individuals
that vote the same.

The paper is organised as follows: We start by discussing related work in Sec-
tion 2. In Section 3 we introduce the basic notions of judgment aggregation and
two voting rules, and we introduce basic terminology from social network analy-
sis in Section 4. In Section 5 we show how we can systematically obtain a social
network from a judgment aggregation problem using simple matrix operations.
We use this method in Section 6, where we show a correspondence between a
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centrality measure on the graph and a voting rule in judgment aggregation. Em-
pirical results are discussed in Section 7 and we show how to simplify the social
networks in Section 8.

2 Related Work

There is substantial research in social science showing that social dependencies
exist between voters and that this can have an influence on the outcome of the
voting process. For instance, Gerber et al. [9] performed a large-scale field ex-
periment involving several hundred thousand registered voters, demonstrating
the profound importance of social pressure as an inducement to political par-
ticipation. Nickerson [19] performs two field experiments showing that within
households, 60% of the propensity to vote is passed onto the other member of
the household. This suggests a mechanism by which civic participation norms
are adopted and couples grow more similar over time. Kenny [12] uses survey
responses from the 1984 South Bend study to model the relationship between
political discussion partners. Again, the evidence indicates that certain types of
both individually based and socially based participation are affected by those in
the immediate social environment.

Possibly caused by the recent popularity of online social networks such as
Facebook, Twitter, LinkIn, Pinterest, and others, most recent research combin-
ing social choice theory with social network analysis pursues in the opposite
direction from ours. Social networks are taken as the starting point and one in-
vestigates to what extent fair and consistent voting can be implemented on such
networks. For instance, both Salehi-Abari and Boutilier [22] as well as Boldi
et al. [2] study how members of a social network derive utility based on both
their own preferences and the satisfaction of their neighbors. Here, users can
only express their preferences for one among the people they are explicitly con-
nected with, and this preferences can be propagated transitively. Both Lerman
and Galstyan [13] and Lerman and Ghosh [14] study the role of social networks
in promoting content on Digg, a social news aggregator that allows users to
submit links to and vote on news stories. Their results suggest that pattern of
the spread of interest in a story on the network is indicative of how popular the
story will become.

There is significantly less work trying to obtain social networks from social
choice problems. Endriss and Grandi [5] investigate the problem of graph aggre-
gation, where individuals do not give a judgment over alternatives, but instead
provide a directed graph over a common set of vertices. Judgment aggregation
reduces then to computing a single graph that best represents the information in-
herent in this profile of individual graphs. This is considerably different from our
work, since we obtain a graph from the dependencies between voters, assuming
that voters give a judgment over alternatives.
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3 Judgment Aggregation

In this section we recall the framework of judgment aggregation [16,24]. The
problem is formulated as binary aggregation with integrity constraints, which is
equivalent to judgment aggregation when the individual judgments are complete
and consistent [10]. We also define several voting rules that we use throughout
the paper.

3.1 Basic Definitions

A judgment aggregation problem consists of a set of individuals having to ag-
gregate their preferences over a set of issues. The preferences of each individual
are expressed by saying either yes or no for each of the issues proposed.

Let N ={1,2,...,n} be a finite set of individuals, and let Z = {1,2,...,m}
be a finite set of issues. We want to model collective decision making problems
where the group of individuals A have to jointly decide for which issues in Z
to choose ”yes” and for which to choose "no”. A ballot B € {0,1}™ associates
either 0 (“no”) or 1 (“yes”) with each issue in Z. We write B; for the jth element
of B. Thus, B; = 1 denotes that the individual has accepted the jth issue, and
B; = 0 denotes that the individual has rejected it.

In general, not every possible ballot might be a feasible or rational choice. For
instance, if the issues are tasks that are to be executed by a group of people,
then a task constraint might mean that deciding to execute certain tasks makes
it impossible to execute other tasks.

Formally, let PS = {p1,...,pm} be a set of propositional symbols, one for
each issue Z. An integrity constraint is a formula IC € Lpg, where L, is
obtained from PS by closing under the standard propositional connectives. Let
Mod(IC) C {0,1}™ denote the set of models of IC, i.e. the set of rational ballots
satisfying IC.

A profile is a vector of rational ballots B = (By,...,B,) € Mod(IC)™, con-
taining one ballot for each individual. We write B;; to denote the 7th individual’s
choice about the jth issue, i.e. the jth choice of ballot B;. Since ballots are vec-
tors themselves, we can consider B as a matrix of size n x m. The support of a
profile B = (By,..., By,) is the set of all ballots that occur at least once within
B:

Surp(B) = {B1} U...U{By}.

A Voting Rule F : {0,1}™*™ — 2{0.1}" j5 a function that maps each profile B
to a set of ballots. This means that an aggregation rule can have one or multiple
outcomes, also called an irresolute voting rule. A voting rule is called collectively
rational when all outcomes satisfy the integrity constraints.

One of the most well-known voting rules is the (weak) majority rule, which
accepts an issue if a weak majority accepts it:

MajB); =1if {i e N | B;; =1}| > [Z—‘ .
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Ezample 1. Suppose the following judgment aggregation scenario consisting of
six individuals (a,b,c,d,e, f) voting on an agenda composed of four issues
(p,q,7,2z). The agenda is subject to the following integrity constraint: IC' =
(p A g A1) < z. The majority outcome is depicted in the last row.

Issue:

- O &0 T
— O KRR R~ OR

oo O~ ORLQ
— == O R O =R
coocor~OON

Maj

The Hamming distance between two ballots B = (Bi,...,By) and B’ =
(Bi,...,Bl,) is defined as the sum of the amount of issues on which they differ:

H(B,B") =[{j € Z| B; # Bj}|

For example, H((1,0,0),(1,1,1)) = 2. The Hamming distance between a bal-
lot B and a profile B is the sum of the Hamming distances between B and the
ballots in B:

H(B,B)=> H(B,B)
ieEN

3.2 The Average Voter Rule

Endriss and Grandi [6] recently proposed the average voter rule, which reduces
the space of the possible outcomes to the ballots proposed by the voters. In this
way, the consistency of the outcome of the voting process is guaranteed, given
that all voters vote consistently. It was later shown by Grandi and Pigozzi [11]
that this rule satisfies several desirable properties.

Definition 1 (AVR). The average voter rule (AVR) is the voting rule that
selects those individual ballots that minimise the Hamming distance to the profile:

AVR(B) = argmin #H(B, B)
BeSurp(B)

4 Social Network Analysis

A social network usually is represented as a graph. The vertices are the individ-
uals, and the edges represent the social connections. In this paper, we consider
the symmetric case where social networks are represented by undirected graphs.
An edge which joins a vertex to itself is called a loop. The number of edges that
are incident to a vertex is called the degree of a vertex. The neighborhood of a
vertex v is the set of all vertices adjacent to v.
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We denote a weighted network (or weighted graph) with G = (V, E, W) with
the vertex set V(G) = {v1,...,v,}, edge set E, and weight matrix W, where each
edge e = (v;,v;) is labeled with a weight w;;. We assume that if two vertices are
not connected, then there exists an edge of weight 0 connecting them. Since we
only consider undirected networks, w;; = wj;. We define the sum-weight s; of a
vertex v; with s; = Z?Zl wij = ZuEN(vi) Wy, u, Wwhere N (v;) is the neighborhood
of v;. We denote the degree k; of a vertex v; with k; = |N(v;)|, i.e. k; denotes
the number of neighbors of v;.

The centrality of vertices, identifying which vertices are more ”central” than
others, has been a key issue in network analysis. Freeman [8] originally formalized
three different measures of vertex centrality: degree, closeness, and betweenness.
In this paper, we will only consider the degree centrality. Degree is the number of
vertices that a focal vertex is connected to, and measures the local involvement of
the vertex in the network. This measure is originally formalised for binary graphs
[8], but we will consider recent proposal [20] that uses a tuning parameter « to
control the relative importance of number of edges compared to the weights on
the edges.

The degree centrality measure is defined as the product of the number of
vertices that a focal vertex is connected to, and the average weight to these
vertices adjusted by the tuning parameter. The degree centrality for a vertex i
is computed as follows:

ks

where W is the weight matrix of graph, « is a positive tuning parameter, k; is
the size of the neighborhood of vertex ¢ and s; the sum of the weights of the
incident edges. If « is between 0 and 1, then having a high degree is favorable
over weights, whereas if it is set above 1, a low degree is favorable over weights.
In Section 6 we elaborate on different levels of « for degree centrality.

Ce(i) = ks x <s> = k17 x5 (1)

5 Towards a Social Network

In this section we will bridge the two problem domains that we introduced above
using a technique introduced in social theory by Breiger [3]. This technique is
originally used to analyse membership of people to groups, however we use it to
represent agreement between voters.

5.1 Matrix Translation

We use the following transformations to obtain a social network from a voting
profile.

Definition 2 (Similarity matrix). Given a profile matriz B. The similarity
matrix B is obtained from B as follows:

g 1 i#B;=1
YT\ -1 if By =0
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Definition 3 (Voter-to-voter matrix). Given a similarity matriz B of size
nxm and V* = B(BT), where multiplication is ordinary (inner product) matriz
multiplication. The voter-to-voter matrix V' of V* is constructed as follows:

Vii+m

Vij = 5

The following theorem states the main result of this section, showing that the
voter-to-voter matrix counts the equal elements between each two rows of the
original profile matrix.

Theorem 1. Let B be a profile matriz of size n x m, B the similarity matriz of
B, and V' the corresponding voter-to-voter matriz of B. V;; contains the amount
of equal elements in row i and j of B, i.e.:

Vij = {Bir | Bit = Bji,1 <k < m}|

Thus, V;; denotes the number of times that both voters ¢ and j voted “yes”
or they both voted “no” for the same issue.

Ezample 2 (Continued). We can translate the matrix B of Example 1 that cor-
responds to this voting profile to a similarity matrix (Figure 1a). Next, we calcu-
late V* and obtain the the voter-to-voter matrix V' after normalising the result
(Figure 1b).

P q r Z a b c d e f
a -1 1 1 -1 a 4 1 2 1 2 3
b 1 -1 -1 -1 b 1 4 1 4 3 2
c 1 1 1 1 c 2 1 4 1 2 1
d 1 -1 -1 -1 d 1 4 1 4 3 2
e 1 -1 1 -1 e 2 3 2 3 4 3
f -1 -1 1 -1 f 3 2 1 2 3 4

(a) Voting Profile B (b) Voter-to-voter matrix (V)

Fig. 1. Transforming the voting profile to a voter-to-voter matrix

The voter-to-voter matrix is symmetric with respect to its main diagonal: If
some voter i agrees with a voter j on some issues, then j agrees with ¢ on the
same issues as well. This implies reflexivity: a voter always agrees with itself
over every issue, and similarly for any issue. Therefore, the main diagonal of the
voter matrix is always equal to the number of issues.

5.2 Relational Graphs

The voter-to-voter matrix V' can be represented as an undirected, weighted
graph. In such a graph, a voter is represented by a node, and an edge repre-
sents the agreement between two voters. Formally, an edge (i, ) connects two
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vertices ¢ and j if the matrix entry V;; has a value larger than 0. We denote the
obtained graphs with Gy = (Vi/, By, Wy/). Notice that the matrix V is equiva-
lent to the weight matrix of the corresponding graph, i.e. V= Wy,. We call the
graph Gy as the voter graph.

Ezample 3 (Continued). Figure 2 shows the voting graph resulting from the
voter-to-voter matrix depicted in Figure 1b. We can see that the strongest
connection is between the individuals b and d, representing the fact that their
ballots are equivalent. Differently, ¢ can be considered an outlier due to its weak
connections with the other individuals. Note that for the sake of readability, the
edges with a weight of 1 have not been labeled in Figure 2 and reflexive edges
have been omitted.

Fig. 2. Voter graph (Gv)

The voter-to-voter graph expresses the agreement between the individuals
through the weighted edges. In the following section we show that the individ-
uals in the voter graph that are most central according to the degree centrality
measure corresponds to the voters that are selected by the average voter rule in
the judgment aggregation profile.

6 Theoretical Analysis

We start out with a straightforward equivalence between the Hamming distance
between two voters and the edge that connects the two voters in the correspond-
ing voting graph.

Lemma 1. The Hamming distance between two ballots B; and Bj is equal to
m — wj; in the corresponding voter graph Gy, i.e. H(B;, B;) = m — wj;.

We use this lemma to obtain an equivalence between the Hamming distance
to a profile and the total weight of the corresponding node in the voter graph.
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Lemma 2. The Hamming distance between a ballot B; and a profile B is equal
to mn — s;, where s; is the sum of the weights of the incident edges of vertex i
in the voter graph constructed from B:

H(B;,B)=mn—s;

Ezample 4 (Continued). In Example 1, we have H(a,b) = 3 and H(a,B) = 11.
In the corresponding graph in Figure 2 we have that w,, = 1 and thus m —
wep = 4 — 1 = 3, which corresponds to the Hamming distance between a and b.
Moreover, s, = 13 (including the reflexive weight of 4), so mn—s, = 24—13 = 11,
which corresponds to the Hamming distance between a and the profile B.

Since the average voter rule selects the voter that minimises the distance with
the profile, we can obtain the following equivalence:

Lemma 3. The average voter rule (AVR) (Definition 1) selects the voters cor-
responding to the maximum total weight vertices in the voter graph, i.e.:

AV R(B) = argmax s;.
ieVy

Next, we obtain that the average voter rule corresponds to the node with the
highest degree centrality when the tuning parameter a = 1:

Theorem 2. The AVR selects those individual ballots that have the maximal
degree centrality value when o = 1. Suppose o = 1:

AV R(B) = argmax O} (i)
i€EVy

Proof. Follows directly from Eq.(1) and Lemma 3

Example 5. Consider the voting profile in Figure 3a, where a set of four voters
have to decide on five issues. We can see in the bottom part of the table that the
average voter rule corresponds to the set of individuals {a, ¢, d}. The voter graph
of this voting profile is shown in Figure 3b. Recall that the degree centrality score
for the nodes when o = 1 can be calculated by summing up the weights of all
incident edges. Thus, the value of node a, ¢, and d are all 6 while the value
of node b is 4. Therefore, the set of voters selected using the degree centrality
measure is {a, ¢,d} as well, which is in line with Theorem 2.

7 Empirical Analysis

In this section we analyse the effect of varying the tuning parameter « in the
degree centrality measure by comparing the outcomes with those of the average
voter rule, taking the majority voting rule as our base measure. We first provide
an intuitive discussion on the effect of varying the tuning parameter, followed
by an empirical analysis.
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1 2 3 4 5
a 0 1 1 1 1
b 1 0 0 0 0
c 0 1 1 0 0 3 3
d 0 0 0 1 1 a
AVR: 0 1 1 1 1
0 1 1 0 0 A
0 0 0 1 1 G a
(a) Profile (b) Voter graph

Fig. 3. Example judgment aggregation profile with voter-to-voter graph

7.1 Varying the Tuning Parameter

Reconsider the voting scenario together with the majority outcomes and the
average voter outcomes of Figure 3. The outcome of the degree centrality for
varying « are depicted in Figure 4. As can be seen from the table, for a = 1,
the degree centrality measure corresponds to the s; measure, which measures
the sum of the weights of the edges connected to that node. Therefore the nodes
a,c and d are all chosen as the average voter because of their greater degree
centrality measure. When o < 1 the amount of edges play are larger role and
only ¢ and d are chosen as the most central because of their three connected
edges against the two of nodes a and b. Contrast this with o > 1, when the
weight of the edges play the prominent role in deciding the most central node.
In this case a is picked as the most central node by having the edges with the
largest weights connected to it. This analysis suggests that in some cases, by
using different values for the tuning parameter o to compute the most central
node in a graph, it is possible to obtain a more fine-grained voting rule than the
result of the average voter rule.

The outcomes obtained using the degree centrality measure can be compared
with the vector of “average votes” (}L, Z, Z, Z, Z), showing for each issue the pro-
portion of voters who chose 1 rather than 0. We can see that only the first issue
is uncontroversial, while the no unique decision on the other issues is possible.
Having multiple available outcomes is not uncommon for voting rules such as
the majority rule and AVR. However, in these cases fine tuning the o parameter
may lead to more resolute outcomes by exploiting the structure of the voter
graph.

7.2 Experimental Setup

The setup of the empirical analysis performed® consists of a judgment aggrega-
tion problem with 100 voters and 4 issues, with no integrity constraints. We have
chosen for relatively many voters because the degree centrality measure is based

! The experiment has been coded in Java and can be found on the web:
http://icr.uni.lu/marc/code/socinfo2014/src.zip
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Vertex  s; Cg/o‘ when o =

0 05 1 15
a 6 2 3.46 6 10.39
b 4 2 283 4 566
c 6 3 4.24 6 848
d 6 3 4.24 6 848

Fig. 4. Degree centrality scores when different values of o are used

on graph theory whereby these measures are more effective on large graphs due
to the more dependencies and similarities between the individuals. We leave out
the integrity constraints since logical constraints on the issues are not the focus
of our work. The votes are generated pseudo-randomly such that all votes are
complete, meaning that each voters votes either “yes” or “no” for each issue.

In order to compare the different measures we use the majority rule as the base
measure. The majority rule is generally considered to be the most well-known
voting rule, and is most likely also one of the most used rules. We compare the
outcome of the average voter rule and the degree centrality measure for different
values of a with the base measure by computing the Hamming Distance.

The experiment is reiterated 5000 times for each value of the tuning parameter
a. If a measure produces multiple outcomes, we measure the distance to the
base measure for each result. All these distances are stored in a list Ly, for each
measure M. For each value of the tuning parameter we use Lj; to compute
the mean, the standard deviation o and the average number of outcomes per
benchmark Ogug, i.6. Oqvg = ‘5%1640‘ for the measure M. The value Ogyy can
be seen as a measure for resoluteness: The closer this number is to 1, the more
resolute the voting rule is, which means that the number of outcomes is effectively
smaller.

7.3 Results and Analysis

Figure 5 shows the results of the experiment. From the figure it can be seen that,
as shown in Section 6, the average voter rule corresponds to the degree centrality
measure when the tuning parameter a = 1. When the value of « increases from 1
to 3, the average distance to the base measure slowly increases, meaning that the
result of the degree centrality measure is further away from the majority based
rule. On the other hand, the average number of outcomes also decreases, which
seems to suggest that while the voting rule becomes more resolute (i.e. results
in less outcomes) when « increases, it also becomes less precise. The results for
«a = 0 are somewhat surprising, since the average distance to the base measure
is very high compared to the average distance of the average voter rule, and
the average number of outcomes is very large as well. A possible explanation
for this deviation may have to do with the density of the graph. When « is
0, the weights on the edges is completely disregarded and the degree centrality
value of a node is solely determined by the number of other nodes connected to
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it (see Equation 1). The networks that we obtain are usually rather dense, so
it seems that selecting an outcome merely based on the number of ties is not
precise enough, which might explain the large number of outcomes for a = 0.
For a values smaller than 0 or larger than 3, the results remained more or less
constant.

Voting rule « mean o Oavg
MRV - 0.06 0.24 1.9
Degree 0.0 1.16 0.88 7.2

0.5 0.07 0.26 1.88
1.0 0.06 0.24 1.9

1.5 0.07 0.24 1.83
2.0 0.07 0.26 1.83
2.5 0.08 0.28 1.81
3.0 0.10 0.33 1.77

Fig. 5. Benchmarking results showing Hamming distances from majority based rule

8 Simplifying the Social Network

As we mentioned previously, it can be the case that a judgment aggregation
problem features a big set of voters having to decide over a small set of issues. In
this case it is inevitable that many of the voters involved in the voting process
will have identical votes. Consider for instance a group of 100 voters that has
to decide over 4 issues. The number of possible voting profiles (assuming no
integrity constraints) is 2% = 16, meaning that there will be at least 84 non-
identical voters, so at most 16% of the voting profiles are unique.

A group of individuals voting the same way is represented in the voter graph
as a strongly connected component of the graph where each of the connections
among the nodes in the component has weight equal to the amount of issues
in the voting scenario. In addition to the connections among the tightly con-
nected components, the nodes are also connected to other nodes using edges
with variable weights depending on the amount of agreement between the voters
represented by the nodes as it is shown in Figure 6.

By having a high number of nodes in the graph it is necessary to calculate the
degree centrality measure of each one of them in order to decide the most central
one(s). Moreover the representation of the voter graph would be cluttered by
all the edges being the graph almost completely connected. Additionally, when
considering the most central nodes in such graphs, all nodes belonging to the
same strongly connected component have the same degree centrality value, hence
if one of them is the most central, then each of them is.

Both problems, the cluttered graph and redundant calculations of the degree
centrality, can be solved by reducing the amount of node represented in the
graph itself. Because the nodes that belong to the same strongly connected
components have the same properties in term of centrality, we can represent
each strongly connected component as a single node in the graph and connect it
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1 2 3
a 0 0 1
b 1 1 0
c 1 1 0
d 0 0 0
e 0 0 0
f 1 1 0

(a) Profile (b) Voter Graph

Fig. 6. Non-Simplified Translation

to the other strongly connected components (also represented by a single node)
using edges weighted according to the agreement. To keep track of the size of
the strongly connected components reduced to nodes, a weight equivalent to the
cardinality of the component is associated to the node. The simplified voting
graph of Figure 6b is shown in Figure 7.

Fig. 7. Simplified Voter Graph

The degree centrality on the simplified graph can be calculated for each of the
nodes using the following equations, which produces a result equivalent to the
one that would have been obtained by calculating it on a node belonging to the
strongly connected component in the non simplified graph. The two equations
allow to compute in the simplified graph the size of the neighbourhood k; and
the size of sum of the weights of the connected edges s;.

(n,m)eE
kn=(cn—1)+ Z Cm, (3)
(n,m)eE

Where ¢; is the size of the strongly connected component to which node i belongs,
i is the number of issues, and wy, is the weight of the edge between n and
another node m in the voter graph.
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9 Conclusions and Future Work

In the present paper we show that deciding the average voter in a judgment
aggregation problem corresponds to selecting the most central voter in a social
network where the strength of the ties in the network follows from similar voting
behavior of two individuals in the judgment aggregation problem.

To the best of our knowledge, this is the first attempt to correlate the two
areas by showing that by remodelling the problems, classic techniques as the
centrality measure used by Breiger [3] to analyse people membership to groups,
is comparable to use the average voter rule, proposed by Grandi and Pigozzi
[11], to solve a judgment aggregation problem.

The connection between the two fields shown in this work hints that some of
the techniques used in one of the areas could be indeed adapted and reused in
the other to solve some of the problems. As we show in our empirical analysis,
by varying the tuning parameter « used to compute the centrality measure, the
results obtained change. As discussed the parameter « switches the emphasis
between the weights and the number of edges connecting the nodes, hence using
a different tuning parameter than o = 1 already corresponds in some sense to
a different voting rule, however whether these new rules can be useful is still to
be decided.

Additionally, we propose a way to simplify a tightly connected graph where
some strongly connected components are present. By collapsing the strongly
connected components in a single node, we avoid to represent a cluttered and
unreadable graph in addition to have to calculate the degree centrality measures
for the collapsed nodes instead for the whole strongly connected component. For
future work, we would like to compare this method against other graph sparsi-
fication methods such as [23,7,18,17] to find out whether our approach can be
optimized or extended. For instance, a more general treatment of this network
simplification technique might refer to community detection, which is not re-
stricted to cliques with the same weight but can define groups of nodes in other
ways.? Reducing the number of ties will also be useful because SNA methods are
often conceived with sparse graphs in mind, while our approach often produces
very dense graphs. In addition, the impact of the tuning parameter o seems to
be related to these missing edges only and requires future study.

Lastly, consistency is one of the main objects of study in judgment aggrega-
tion. The fact that the proposed framework does not consider constraints seems
to represent a significant limitation. In particular it does not seem obvious how
the connection between traditional social network analysis (SNA) measures and
voting rules can be maintained. We leave this to future studies.
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A Appendix: Proofs

Theorem 1. Let B be a profile matriz of size n x m, B the similarity matriz of

B,

and O the corresponding normalised matriz of B. Oy; contains the amount

of equal elements in row i and j of B, i.e.:

Oij = ‘{sz ‘ B, = Bj,,1 < k< m}|

Proof. We prove this theorem directly.

1.

Suppose arbitrary rows B;, B; of some profile matrix B, where y = [{Byy, |
Bir =Bji,1 <k <m}|and 2 =m —y.

From 1., it follows that y is the amount of equal elements between rows 4
and j in B, and z is the amount of elements that are unequal.

Let B the similarity matrix of B and O the normalized matrix of A = B(BT)
according to Definition 3.

From 3. and the definition of inner product multiplication, it follows that
each cell of the matrix A is calculated as follows: A;; = ZZ;I BirBji.
From Definition 2 it follows that if By, = Bjk, then BB, = 1, and other-
wise BB = —1.

From 4. and 5., it follows that ZZ;I BixBjr = y — x. Therefore A;; =y —x.
From 6. and Definition 3, it follows that O;; = A”';m = YT = ymetety =
Y.

From 2. and 7., it follows that O;; is the amount of equal elements between
rows ¢ and j in B.

Lemma 1. The Hamming distance between two ballots B; and Bj is equal to
m — w;; in the corresponding voter graph Gy, i.e. H(B;, Bj) = m — w;;.

Proof. We prove this lemma directly.

1.

Suppose two ballots B; and B; containing m issues, and y to be the amount
of issues on which the voters ¢ and j agree.

. From 1. and Theorem 1 it follows that the voter-to-voter normalised matrix

V, constructed from a profile B containing B; and Bj, has V;; = y.

From 2. and the construction of the voter-to-voter matrix, it follows that Gy
is the voter graph constructed from V' and the weight of the edge between
the vertices ¢ and j in Gy, written w;j, is .

From 3. and Hamming distance definition, it follows that the Hamming dis-
tance H(B;, Bj) =m —y,

From 4. and 2., it follows that H(B;, Bj) = m — w;;.
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Lemma 2. The Hamming distance between a ballot B; and a profile B is equal
to mn — s;, where s; is the sum of the weights of the incident edges of vertex i
in the voter graph constructed from B:

H(B;,B)=mn—s;

Proof. Suppose some profile B, a ballot B; € B and a voter graph Gy con-
structed from B. The Hamming distance between B; and B is

> H(B;, B))

JEN
— Z m — wy; (Lemma 1)

= mn-—s;

Lemma 3. The average voter rule AVR (Definition 1) selects the voters corre-
sponding to the maximum total weight vertices in the voter graph, i.e.:

AV R(B) = argmax s;.

ieVy
Proof.
AVR(B) = argmin #H(B,B) (Definition 1)
BeSupp(B)
= argmin(mn — s;) (Lemma 2)
i€Vy
= argmax s;

i€Vy
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Abstract. Managing friendship relationships in social media is challenging due
to the growing number of people in online social networks (OSNs). To deal with
this challenge, OSNs’ users may rely on manually grouping friends with person-
ally meaningful labels. However, manual grouping can become burdensome when
users have to create multiple groups for various purposes such as privacy control,
selective sharing, and filtering of content. More recently, recommendation-based
grouping tools such as Facebook smart lists have been proposed to address this
concern. In these tools, users must verify every single friend suggestion. This can
hinder users’ adoption when creating large content sharing groups. In this paper,
we proposed an automated friend grouping tool that applies three clustering al-
gorithms on a Facebook friendship network to create groups of friends. Our goal
was to uncover which algorithms were better suited for social network groupings
and how these algorithms could be integrated into a grouping interface. In a series
of semi-structured interviews, we asked people to evaluate and modify the group-
ings created by each algorithm in our interface. We observed an overwhelming
consensus among the participants in preferring this automated grouping approach
to existing recommendation-based techniques such as Facebook smart lists. We
also discovered that the automation created a significant bias in the final modified
groups. Finally, we found that existing group scoring metrics do not translate well
to OSN groupings—new metrics are needed. Based on these findings, we conclude
with several design recommendations to improve automated friend grouping ap-
proaches in OSNs.

Keywords: Automated Grouping, Clustering Algorithms, Online Social Net-
works.

1 Introduction

Mailing lists, chat groups, Facebook lists, and Google+ circles are a few examples of
tools that facilitate group creation in social media. We create groups to help us man-
age large amounts of information, in this case people. By creating a mailing list for an
alumni group, we no longer need to memorize a long list of names. Instead, we can
recall the group name and use it for exchanging messages [9]. In the context of OSNs,
in 2007, Facebook introduced friend lists, manually created lists of Facebook friends,

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 34-49, 2014.
(© Springer International Publishing Switzerland 2014
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for the purpose of selectively sharing and reading content [24]. Twitter introduced lists
in late 2009 for filtering content from one’s network [25]. In 2011, Google+ introduced
circles that enable selective sharing and filtering of posts on the site. Recent studies
have emphasized the desire and feasibility of grouping for privacy control, sharing, and
filtering [14,16,15,27]. These studies found that people desired groupings or clusters of
members in their community. However, due to the high cost of creating groups manu-
ally, the majority of manual group creation mechanisms remained underused. A case in
point was the 2010 Facebook announcement that only about 5% of Facebook users had
created at least one Facebook list [7].

Given the significant burden of manual grouping, later work in OSN group creation
proposed automating group creation while allowing users to modify the created groups
[14,16]. Following this philosophy, in 2011, Facebook introduced smart lists. Smart
lists differ from the original Facebook lists in that they use a recommender system to
automatically assign friends to different groups. Example groups include close friends,
acquaintances, family, and others [23]. Similarly, recommendation-based tools such as
FeedMe [4] and ReGroup [2] suggest recipients for a post based on prior sharing pat-
terns and the content. Such automated recommendation-based techniques can be helpful
in social media systems such as email. However, when applied to large, public OSNs
such as Facebook, Google+ and Twitter, these techniques put a relatively high burden on
users to verify friend suggestions—for every contact individually. If one user sends ten
messages on an OSN, this requires verifying all of the recipients for all ten messages.

But automating group creation and allowing user modification need not to be lim-
ited to recommender systems. One can utilize clustering algorithms to create populated
groups from the onset, and then allow for personal curation. While the feasibility of
structural network clustering for group creation in social networks has been investigated
before [14], less is known about the benefits and drawbacks of using various automated
clustering algorithms for grouping people within a social media interface. This work is
a first step in that direction.

In this paper, we present a grouping tool that automatically creates groups within
Facebook using three different clustering algorithms: Markov Clustering, OSLOM, and
Louvain. The interface then enables the users to modify the groupings as needed. To
verify the usefulness of our tool and to compare the effectiveness of the three algo-
rithms, we evaluated our tool using both human perception and traditional clustering
evaluation metrics. The following summarizes our three major findings:

— We found that users preferred automated groupings with the proposed graphical
tool over existing manual or recommendation-based grouping tools such as Face-
book smart lists. In addition, two of the three clustering algorithms we evaluated
(Markov Clustering and Louvain), performed significantly well in terms of human
satisfaction and traditional clustering evaluation metrics. These algorithms are ap-
propriate candidates for automated friend grouping applications.

— Comparing the final groupings from different algorithms created by each partici-
pant, we found a significant difference between these groupings (14%). This rel-
atively high difference illustrates a bias resulting from the automation in users’
final groupings. We argue this bias arises primarily from (1) being influenced by the
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algorithmic groupings, (2) the existing hierarchical structure in social relationships,
(3) having friends with multiple roles and (4) the user’s uncertainty when grouping.

— We explored group composition before and after modification based on two vali-
dated and efficient metrics that assess the quality of groups in the absence of ground
truth: Conductance and Triad-Participation Ratio (TPR). We found four categories
of groups that did not fit the traditional definition of a group assumed by these met-
rics. We posit that such groups which exist in social network sites such as Facebook,
therefore, require different group quality assessment metrics.

In the following section, we begin by reviewing previous studies on friend grouping
in OSNs. Then, we introduce group detection in networks and the three clustering al-
gorithms we used to build our automated friend grouping tool. After explaining our
mixed-methods study, we discuss the results of our study using both quantitative and
qualitative evaluations. We conclude by suggesting future directions for friend grouping
algorithms and interfaces.

2 Literature Review

Selective sharing, filtering of content and privacy control are cited as major motivators
for the creation of groups on OSNs. Early work exploring group creation focused pri-
marily on privacy control interfaces [14,16]. In this domain, manual creation and anno-
tation of groups was costly in terms of time and frustration due to unintuitive interfaces.
This approach resulted in a lack of use of personalized, curated privacy settings [13].
While these studies emphasize privacy, the implications extend to information filtering
and selective sharing [15]. Studies on group creation demonstrate that people are not
willing to use current grouping techniques in OSNs as they were intended. For example,
a study on Facebook lists at 2010 showed that only 20% of participants’ friends were
included in Facebook lists and none of the participants used these lists for controlling
privacy [14]. In a related study, Kelly et al. asserted that participants using Facebook
lists to create groups included few friends [16]. A 2012 study of Google+ notes that al-
though users perceive grouping friends on OSNs positively, Google+ circles were only
moderately used to selectively post to groups and filter incoming content [27].

Jones and O’Neill’s suggest that existing list and grouping tools have not met expec-
tations [14]. They conducted a study asking people to create groups of their Facebook
friends to apply group privacy settings. They discovered that organizing contacts into
groups required too much time and effort; therefore, users were unwilling to group in
this manner. Similarly, Kelley et al. [16] conducted a study asking users to apply four
manual strategies (card sorting, grid tagging, file hierarchy and Facebook friend lists)
to create groups in Facebook. They suggested that assistance through automation in
creating and modifying friend groups could be enormously helpful for OSNs users.

In 2010, FeedMe [4], a content sharing web plug-in for Google Reader, has been
proposed to recommend friends who might be interested in receiving a message about a
topic. In this vein, in 2011, Facebook launched smart lists, human assisted lists through
automation. Example lists include close friends and family groups. The interface in-
cludes a recommendation system whereby additional friends are suggested for given
groups [24]. Similarly, Katango, a start-up now acquired by Google+ [18], launched a



Friend Grouping Algorithms for Online Social Networks 37

Facebook mobile application to automatically sort friends in groups with minimal user
assistance [17]. Subsequently, Amershi et al. [2] presented ReGroup, an interactive ma-
chine learning system that suggests members for the groups. In the context of private
messaging systems, SocialFlows [21], an email-based application created friend groups
based on the history of email communication.

Many of the mentioned automated grouping techniques employ clustering or group
detection algorithms to discover friend groups in OSNs. In spite of many existing clus-
tering algorithms, there is no gold standard for grouping members in social networks
[10]. A main reason is the lack of a ‘ground-truth’ or gold standard template for a
group. Most current evaluation metrics for clustering algorithms rely on a pre-existing
ground-truth for comparison to a derived group. While some clustering algorithms such
as Markov Clustering perform very well analyzing protein-protein interaction network
[6], finding meaningful relationships for grouping in social networks is not straightfor-
ward. With dynamically changing relationships and networks in social media, it is not
clear a single ground truth exist at any point in time.

Despite this, researchers approximate ground-truth to explore the nature of groups.
Jones and O’Neill [14] applied a clustering algorithm on Facebook. They then used
manually created groups as ground-truth for comparison with the automated grouping
results. This approach assumes users know and can identify real groups within their
structural social networks. In a similar vein, a few studies started to collect the ground-
truth data from different social networks by asking people to label their groups [22,28].
None of these studies, however, evaluate the effect of automating group detection for
grouping friends by OSNs users. Rather, they collect the ground-truth data by asking
people to group their friends manually and use it for evaluating clustering algorithms.

While automating friend grouping has been discussed in previous studies, to date
no academic work has explored the strengths and weaknesses of automated clustering
algorithms in OSNs using an interface. In this paper, we begin by applying different
automation approaches on Facebook friendship networks and evaluate the groupings
qualitatively and quantitatively. In the next section, we introduce the three chosen clus-
tering algorithms used in our study.

3 Clustering Algorithms

In choosing a subset of clustering algorithms for our study, we explored algorithms with
different input information. Network structure is the most common input information
used by clustering algorithms. This information represents people as nodes and their
friendship relations as links. Algorithms with this input information are called structure-
based (or structural) algorithms. Other algorithms, called feature-based algorithms, use
nodes’ features and attributes to detect groups. For example, these features can be age,
gender, and education of people in OSNs. A third category combines these two inputs
network structure and nodes’ features. In this paper, we focus on structure-based clus-
tering algorithms. One advantage is the ability to interpret why the resulting groupings
emerged and to compare algorithms with a consistent evaluation metric across the same
network structure [10]. Furthermore, using feature-based algorithms necessitates ex-
tracting extra data from an OSN. This extraction results in very high processing time
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which makes conducting studies in a limited time in the lab difficult or almost impossi-
ble.

Structured-based clustering algorithms can be further classified in to three categories
based on their membership attribute: (i) ‘disjoint clustering’ algorithms where each ob-
ject can only belong to one group; (ii) ‘overlapping clustering’ algorithms where an
object can be a member of more than one group. For example, a person may belong to
different groups such as ‘Family’, ‘Main East High School’, and ‘Loves Red Sox’; and
(iii) ‘hierarchical clustering’ algorithms which categorize objects in a multi-level struc-
ture where one group can be a subset of another group [22]. For example, cousin Joe is
in a group labelled ‘Cousins’ which is a subset of a group named ‘Family’. ‘Hierarchi-
cal clustering’ algorithms have been used widely in social network analysis [10]. Figure
1 shows a schematic view of these clustering algorithms based on the defined member-
ship attributes. We chose a representative algorithm from each membership category
explained above for a total of three algorithms:

— Markov Clustering (MCL): This algorithm is a disjoint clustering algorithm that
uses the concept of Markov chains to simulate stochastic flows in graphs and builds
a fast and scalable unsupervised clustering algorithm. MCL has a relatively high
performance and is scalable [26].

— OSLOM: The Order Statistics Local Optimization Method (OSLOM) is an over-
lapping clustering algorithm that is among the first to account for edge weights and
overlapping groups. It has a high performance and is scalable to large networks
[19].

— Louvain: This hierarchical clustering algorithm uses modularity as its objective
function and maximizes it using multiple heuristics to detect the groups. While this
algorithm finds groups in a hierarchical manner, the lowest level of the hierarchies,
which are the subgroups, are disjoint; i.e. one person cannot be a member of more
than one group in a same level. The Louvain algorithm is highly accurate and has a
very low computation time which makes it appealing for our study [5].

(a) Disjoint Clustering (b) Overlapping Clustering (c) Hierarchical Clustering

Fig. 1. Three clustering methods with different membership attributes

4 Method

We conducted a three part mixed methods study to better understand how social me-
dia users currently create and use groups and to evaluate how an automated approach
would fit into our users’ intended grouping goals. Our methodology consists of: (i) a
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Fig. 2. A Snapshot of the Facebook Group Detection Application

pre-interview to understand existing group usage in social media; (ii) a lab study us-
ing a customized Facebook grouping application to understand how users perceive and
modify automated groups; and (iii) a post-interview to explore the advantages and dis-
advantages of automated group creation. We recruited 18 (11 female and 7 male) partic-
ipants during two months from a large Midwest university. They were from 8 different
departments and ranged in age from 18-55. The participants’ Facebook friendship net-
works ranged in size from 139 friends to 1853 friends (1 = 601.7,6 = 367.5). All the
participants reported using Facebook daily (on average for the past 5.7 years) and the
majority of them logged into Facebook several times a day (n=12).

4.1 The Pre-interview

We first asked participants about basic demographics information, the social network-
ing sites they used, and how frequently they used their favourite social networking site.
We then probed them on the perceived importance of friend grouping in social networks
and asked them whether they had used any friend grouping tools and why. If the par-
ticipants mentioned using Facebook lists, we asked them about the type of lists they
used (regular, smart or both), their goal in using Facebook lists, and the helpfulness of
Facebook smart list suggestions.

4.2 Facebook Grouping Application Use

For the second part of our study, we implemented a novel automatic Facebook group-
ing application [1]. We used Facebook API v1.0 to extract participants’ friendship net-
works. Our application utilized the three structural clustering algorithms explained in
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Section 3 to automatically group friends on Facebook. Figure 2 shows the groups cre-
ated by each clustering algorithm in a separate tab. Each tab is named after the cor-
responding membership attribute of the clustering algorithm: disjoint, overlapping, and
hierarchical. Each tab contains two panels: the groups panel (left side) and the members
panel (right side). The groups panel shows the created groups by the corresponding al-
gorithm. By clicking on a group in this panel, the members of that group are shown in
the members panel. Users can move their friends from one group to another. They can
also change the name of a group through both the groups and members panels. At the
bottom of the group panel, there is a category named ‘ungrouped’ which contains any
friends that the algorithm did not place into existing groups. The overlapping and hierar-
chical tabs offer some additional features. For instance, in the overlapping tab, moving
a member from one group to another group would not result in removing the member
from the first group. Similarly, in the hierarchical tab, color coding distinguishes groups
at different levels of the hierarchy (see [1] for a thorough explanation of the interface).

After a brief introduction to the application, we asked participants to modify each
algorithm’s automated groups considering the task of content selective sharing. As a
first step, we asked them to look over each group and label it based on at least % of
the group members. If a group had no meaning for them, we asked them to delete the
group. When a group was deleted, its members automatically went to the ungrouped
category. After the first round, participants were asked to come back and review the
members of each group individually. During the review process, they were asked to
move or delete members when they did not belong to a group, create new groups, or
merge the existing groups as necessary. Finally, we asked them to check the members
of the ungrouped category to see whether they could find a group for any of them. The
participants repeated this process for each tab. To mitigate any learning effects, order
effects, and bias toward a specific algorithm, we randomized the order of tabs. Due to
time constraints, the participants with large network sizes (n > 500) where asked to
work on one or two of the algorithms only.

4.3 The Post Interview

Upon the completion of group modification in each tab and before moving to the next
tab, we discussed with participants to understand how usable the interface was. We
then asked them to rate the quality of the groups based on their usability before and
after the modification process on a 5-point scale. We then followed up with a short
semi-structured interview asking questions about each method’s performance, weak-
nesses and strengths. We encouraged participants to discuss any interesting or chal-
lenging points they found during the modification process in that tab. After modifying
the groups in all the tabs, the participants were asked to compare the performance of
the algorithms by ranking the groupings before and after the modification process (see
Appendix for the detailed questions).

5 Evaluation

During the study, we asked participants to compare our application with the existing
recommendation-based interface of Facebook lists. The majority of the participants
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stated that our automated grouping interface removed the burden of verifying friends’
groups individually in comparison with the Facebook interface: “Suggesting friends
by Facebook is not user friendly as I have to add each person one by one; addition-
ally changing a list of friends is not easy because it needs many clicks! I prefer this
user interface that creates groups and then I [can] modify them. It will be faster.” (P3).
They declared that if Facebook had this interface, they might be more willing to man-
age their friendship network: “if Facebook had this feature, I would probably use it.
When Facebook came out, it didn’t have the list feature and then when it had it, it
was hard to do it by hand. So, this version will make it easy to manage my groups of
friends.” (P9). This overwhelming preference of the proposed interface to the current
recommendation-based approaches illustrates the necessity of automated friend group-
ing in social networks specifically when users deal with a large number of friends [8].

In the following sections, we evaluate the groups created by the algorithms to un-
derstand how well these algorithms detected users’ friendship groups. We then investi-
gate the modified groupings of users to find out whether an automated grouping tech-
nique can bias the user’s ideal groups. Finally, we explore the group dynamics without
ground-truth by using two group scoring metrics to see how well these metrics are able
to identify human-curated groups.

5.1 Evaluating Groups and Algorithms

To assess the effectiveness of our automatic friend grouping application, we relied on
both quantitative and qualitative metrics. The quantitative metrics helped us to measure
the similarity of the ‘predicted grouping’ (i.e. the original group structure created by
our application) and the ‘desired grouping’ (i.e. the final group structure modified by a
participant), while the qualitative metrics were used to measure the level of the user’s
satisfaction with the groups created by our application.

To measure the similarity of the predicted and desired grouping, we utilized a metric
named BCubed, inspired by precision and recall metrics [3,12]. For BCubed, a value of
1 represents identical groupings and 0 illustrates that none of the friends are grouped
similarly in two groupings. While BCubed indicates the similarity between the pre-
dicted grouping to the desired grouping, it may not convey the user’s satisfaction level
with the algorithms or our interface. For example, during the study, a few participants
became confused during the modification phase and they were not able to completely
create their ideal grouping. Therefore, in addition to the BCubed we asked participants
to state a quality rating for each of the groups prior to modification on a 5-point Likert
scale (1=poor, 5=excellent).

Table 1. The Algorithms evaluation by BCubed metric and participants’ rating

Algorithm BCubed [0-1] Participants’ Rating [1-5]
MCL (Disjoint) 0.89 3.3
Louvain (Hierarchical) 0.86 3.2

OSLOM (Overlapping) 0.78 3.1
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Table 1 shows the participants’ Facebook friendship information and the results of
each algorithm’s performance using BCubed and participant ratings. As the results
demonstrate, (unlike OSLOM algorithm) both MCL and Louvain final groupings are
highly similar in average to the ones participants modified. This significant similarity
illustrates high accuracy of these two algorithms in detecting friendship groups in Face-
book networks. In contrast to the previous work [14] in which a structural clustering al-
gorithm (SCAN) could not find the groups of friends in OSNs with such high accuracy,
our results illustrate that an appropriate structural clustering algorithm such as MCL
and Louvain can detect the desired friendship groups with a significantly high accuracy
while preserving human satisfaction. This outcome shows that the proper selection of
a structural clustering algorithm besides including some attribute-based features of so-
cial networks (such as intimacy) can lead us to an accurate automated friend grouping
approach in OSNs.

5.2 Automation Bias

Kelly et al. [16] investigated how different manual grouping techniques affected the fi-
nal groups created by one person. They discovered that while it was possible to have an
internal ‘ground-truth’ as the user’s desired grouping, the manual grouping strategies
could bias the user in creating his/her desired groups. While automation has been sug-
gested as a solution to mitigate the burdens of manual grouping, it can also introduce
bias in the friend grouping process. To examine whether such bias exists in our auto-
mated grouping techniques, for each participant, we compared the desired groups that
emerged from the MCL predicted groups with the desired groups that resulted from the
Louvain predicted groups. The comparison was performed using the BCubed metric
and revealed that the MCL and Louvain desired groups created by the same partici-
pant are different from each other by 14% on average. This difference suggests that
automated techniques (i.e. MCL and Louvain) used for generating the predicted groups
can influence the desired groups created by a participant. We did not compare the de-
sired groups created from OSLOM with the desired groups produced by the MCL and
Louvain modification since OSLOM predicted groups are not disjoint.

In order to understand the possible causes of the bias introduced by the automation
techniques, for each participant we carefully examined the difference between the MCL
desired groups and the Louvain desired groups. To this end, for each group from a
set of desired groups, we found its corresponding group in the other set of desired
groups. Then, we looked over the groups with the most difference in two sets of desired
groupings. Investigating these groups, we found that this difference is caused by four
main factors:

1. Following What Algorithms Create: Some participants stated that if an algorithm
did not find a specific group, they would not create that extra group. For example, one
of the participants mentioned that one algorithm put his ‘church’ friends in a separate
group. If he had manually created groups, he suspected he would not have considered
a ‘church’ group. He then admitted the group made sense, he liked it, and kept it. Such
examples demonstrate that automating the friend grouping process influences users to
follow what algorithms seed.
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2. Existing Hierarchical Structures in Social Relationships: One potential cause of
inconsistency between the two sets of desired groups created by the same participant, is
the difference in the hierarchy levels of the initial predicted groups. For example, while
MCL might detect a group that a participant would call “university”, Louvain might
divide this group into smaller groups that the same participant would label using criteria
such as entrance year or closeness. Therefore, after the participant was done with the
modification process, the desired groups from these two algorithms would differ (see
table 2) .

Table 2. Examples of Automation Bias Causes

Automation Bias Reasons P# MCL Desired Groups Louvain Desired Groups

P12 US High School US HS 2010, US HS 2011
Hierarchical Structures P14 ECO ECO, ECO close, Others
P15 Facebook Facebook, Facebook interns, University CS
P5 Family Family, Brother’s Friends
Friends with Multiple Roles P11 Industrial design Industrial design, Roommates, Art and design
P15 Chicago friends Chicago friends, University Other
P7 Not close (University) Not Close Uni Friends, Average Uni Friends
User’s Uncertainty P9 April’s Family April’s Family, Family and Family Friend
P15 Family Family friends, Un-Grouped

3. Having Friends with Multiple Roles: Some of our participants had a number of
friends with multiple roles, but they could assign these friends to only one group due to
MCL and Louvain’s disjoint membership constraint. Our participants’ decisions on the
most appropriate group for this type of friend were affected by the available predicted
groups. For example, when a friend was a member of family and also a classmate in the
university, the participant assigned this friend to the predicted group which could be the
‘family’ group in one algorithm and the ‘university’ group in the other algorithm. More
cases are shown at table 2.

4. User’s Uncertainty: One of the main issues in the friend grouping process was the
participants’ uncertainty when identifying or creating groups for some friends. For ex-
ample, one of the participants started to make a ‘Bay Area’ group and decided to make
it more specific based on different organizations (Facebook, Yahoo and ...). She even-
tually became confused with the organization of these groups and gave up. This confu-
sion came from the uncertainty in identifying the right group. In another case, we found
some participant were unable to distinguish the intimacy levels between some friends.
For example, while a participant created a group named ‘closer friends (University)’
after modifying the Louvain predicted groups, she divided this group to two groups of
‘Average University Friends’ and ‘Close University Friends’ in the modification process
of the MCL predicted groups. Table 2 shows more examples of uncertainty.

5.3 Exploring Group Dynamics without Ground Truth

In this study, we used the BCubed metric to compare the predicted groups generated
by an algorithm to the desired groups made by a participant. In most real-world cases,
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we cannot access the desired groups or so called ground-truth. Therefore, various group
scoring metrics have been defined to evaluate groupings in the absence of ground truth.
These metrics are grounded in the general definition of a group —a group has many
connections between its members and few connections to the rest of the network. Recent
work evaluated these metrics by applying them to social, collaboration, and information
networks where the nodes had explicit group memberships. Of the thirteen evaluated
metrics, we chose the two with the best consistent reported performance in identifying
ground-truth communities: Conductance and Triad-Participation Ratio [20,28].

— Conductance: This metric measures the fraction of total links of a cluster that point
outside the cluster. Since a group by definition has more connections between mem-
bers than outside, a conductance of 0 represents an ‘ideal’ group with no connec-
tions to the rest of the network; a conductance of 1 implies no connections within
that grouping [20].

— Triad-Participation Ratio (TPR): TPR metric is the fraction of members in a group
that belong to a triad, a set of three connected nodes, inside the group. Unlike
conductance, a higher TPR represents a tighter group [28].
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We measured these metrics over predicted and desired groups to compare their values
before and after users’ modification. We hypothesized that the desired groups will have
a lower conductance and higher TPR with respect to the predicted groups. To test our
hypothesis, we calculated these metrics for predicted and desired groups produced by
the three clustering algorithms. We found that the TPR metric increased significantly
after the modification process as it was expected. However, the number of groups with
high conductance ([0.80-1]) increased by 10% (Figure 3). That is, the number of groups
with almost no inside connections between members increased after the modification
process. To further explore this unexpected result, we investigated the groups which
their conductance value increased after the modification process. We also coded the
transcripts from our interviews where participants described their grouping process.
We found out that some of our participants put some of their friends that were not
linked together in one group. We found four categories of phenomena that explained
this increase of conductance:

Others: This category contained the friends that participants did not care to or could
not easily group. One of the participants drew Figure 4 to illustrate her grouping model.
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As she explained, she saw her online friendship network as a network with three layers:
(i) close friends; (ii) regular friends; and (iii) Others. She stated that he did not want to
spend time to create groups for the ‘others’ layer.

Others

y Regular Friends

lose Frlends A

Fig. 4. A Participant’s Rendering of Friend Categories

Another participant described the people in her ‘others’ group: “In social media, 1
don’t know these people very well as I meet them online and I have no more relations
with them...”. Some examples of the groups which reside in this category are shown in
Table 3. The common attribute between the individuals in these groups is ’not being
important to be in a labelled group’. Therefore, there is a lower chance for the members
of these groups to be connected.

Functional Ties: Facebook is a social networking site, yet some people use it to maintain
connections that are not reciprocally social [14]. These connections were added for
professional or functional reasons. For example, one of our participants made a group
labelled ‘political’ and said this group contained important people in policy whom he
follows. However, the members of this group were not mutual friends in Facebook since
they were from different political backgrounds. This resulted in a higher conductance
in this group. Other examples of functional ties are shown in Table 3.

Indirect Friends: Our participants treated some of their online friends as indirect friends
and consequently grouped them as friends of other friends. One of our participants made
a group labelled ‘friends of friends’: “I made a group named ‘friends of friends’ that
contains people who friended me but are my friends’ friends but they might not know
each other even [if] they are in one group!” There are similar examples in Table 3 such
as ’Friend’s siblings’ where the members in the group may not be connected. These
examples explain the high conductance in these groups containing indirect friends.

Temporal Ties: These are friendships that are bounded in time. Many of our study par-
ticipants created groups such as ’People I worked with/talked to once and never again’.
One participant labelled a group ¢ We win competitions and hackathons for silly ideas’
and described it as a group of people he knew during a contest. Other examples of tem-
poral ties can be seen in Table 3. The short-term temporal tie relationships increase the
probability for fewer connections in an online space such as Facebook.
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Table 3. The desired groups with high conductance - () shows the conductance of each group

Category Group Name
The Others Group University friends who don’t fit other groups (1), University other (1),
Don’t know (1), People I don’t remember ever having talked to (0.91),
Others [0.83 - 0.97], Un-Grouped [0.84 - 1]
Functional Ties Advertising/Journalism people I met from totally different places (0.84),
Political (0.87), Old Teachers (1), Bloggers and Organizations (0.83-0.94)
Indirect Friends Friend’s siblings (0.87), Stevenson close friends (0.93), Brian’s friends
(0.87), Sisters friends (1), Friends of Friends (1), Met via Sibs (0.95)
Temporal Ties People I worked with/talked to once and never again (0.83), We win com-
petitions and hackathons for silly ideas (0.84), Vineyard (0.95), Habitat for
Humanity No Builds (0.89), Summer University (1), Old church (0.83)

The different characteristics of ‘The Others’, ‘Functional Ties’, ‘Indirect Friends’,
and ‘Temporal Ties’ are challenging for group scoring metrics such as conductance.
The conductance and other similar metrics assume intense inside group connections,
however, some of the groups our participants labelled do not fit the traditional definition
of a group. This suggests that for OSNs, we should explore alternate group scoring
metrics compatible with the dynamic groups that exist in these networks.

6 Discussion

From the three clustering algorithms that we used in our study, MCL and Louvain
performed well in terms of accuracy and human satisfaction. This result suggests that
structure-based clustering algorithms such as MCL and Louvain are effective in detect-
ing groups in OSNs. However, these algorithms do not consider some important features
such as intimacy or interaction between friends. During our study, many participants
said that the groups generated by the algorithms would have been more useful if they
were able to separate their close friends from other friends or split some of the groups
to smaller groups based on intimacy. However, since the applied algorithms in the study
were structure-based, they did not have the required information to detect these types
of groups. This finding which corroborates previous studies [11,14] demonstrates the
necessity of adding important factors such as intimacy and interaction between friends
to the current structure-based clustering algorithms.

Although the participants preferred our automated friend grouping tool to the current
recommendation-based interface of Facebook smart lists, this automation introduces
bias in the friend grouping process. While this bias could also exist in recommendation-
based tools, creating fully populated groups from onset with our automated approach
could increase it. However, we believe this bias can be reduced. For example, having
both hierarchical and overlapping membership attributes for supporting subgroups and
friends with multiple roles simultaneously can mitigate this bias.

In our study, participants did not care to group some of their contacts; we labeled
these contacts ‘others’. We believe an effective clustering algorithm should be able
to find and prune this group of contacts before starting to group the friends. Pruning
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contacts helps increase the accuracy of the clustering algorithm when detecting the
actual friendship groups. Furthermore, our results revealed that there were some other
types of groups besides ’the others group’ (functional ties, indirect friends and temporal
ties) which current group scoring metrics cannot identify. It would be fruitful to probe
alternative metrics which are compatible with such human-curated groups in OSNs.

A limitation of our study is the small sample of university students. We look forward
to collecting data from additional OSN users with more diverse friendship networks.
Another challenge was the time it took participants with large numbers of friends to
use the three different interfaces. On average, participants completed the study in 114
minutes. This length of time could result in human fatigue and consequently, human
error during the modification process. To lessen this effect, we adjusted the number of
automated approaches based on the participant’s number of friends. Sampling friends
in a uniform way to reduce the time while still providing significant results could be a
fruitful approach for future work. Finally we asked participants’ perceptions of group-
ings rather than having them use the created groupings in a real world task. Our subjects
were told to imagine groupings for selectively sharing a message/image in Facebook.
Future work should observe users sending specific content using the grouping approach
described in the paper.

7 Conclusion

Given the significant cost of manual grouping in OSNs, this work takes a step toward
providing an automated friend grouping tool that applies three different clustering al-
gorithms on Facebook friendship networks. Studying this tool, we found that users pre-
ferred our automated friend grouping tool to the current recommendation-based Face-
book smart lists. We compared the three clustering algorithms using quantitative and
qualitative evaluation methods. The evaluation results showed that the MCL and Lou-
vain algorithms performed well in terms of accuracy and human satisfaction. While our
automated friend grouping tool was well received by the participants, comparing the
desired groups created by two different algorithms illustrated a significant bias in the
automation approach. We believe future work should address educating users of these
biases in their algorithmic interfaces. In our analysis of group composition before and
after the modification process using two group scoring metrics, we found four cate-
gories of groups which do not satisfy the traditional definition of a networked group.
This suggests that more exploration is needed and perhaps new metrics are necessary
for understanding groupings of real world social connections. Grounded in our find-
ings, we presented suggestions for designing future automated friend grouping tools.
This work is a promising step toward designing an automated friend grouping frame-
work for OSNs’ users which can help manage their contacts efficiently.
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Appendix: Post-interview Questions

1.

2.

At first glance, how would you rate the quality of clusters created by this method?
(1= poor, 5= excellent)

How well are you satisfied with the final groupings you made after the modifica-
tions? (1= Not very, 5 =Very)

. How would you rate the groups created here by their usability? e.g. this grouping is

useful for text messaging, announcing special events or ... (1= unusable, 5= usable)

. How comfortable were you with the interface of this method? e.g. working with

groups, moving friends, ... (1= Not very, 5= Very)

. What worked well about this method? Can you give specific scenarios?
. In what circumstances did this method not work well? Can you give specific sce-

narios?

. If you decide to continue working on this grouping, is there any group you want to

work on to make it better?

. How cautious and accurate do you think you made your groups?
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Abstract. While direct social ties have been intensely studied in the
context of computer-mediated social networks, indirect ties (e.g., friends
of friends) have seen less attention. Yet in real life, we often rely on friends
of our friends for recommendations (of doctors, schools, or babysitters),
for introduction to a new job opportunity, and for many other occasional
needs. In this work we empirically study the predictive power of indirect
ties in two dynamic processes in social networks: new link formation and
information diffusion. We not only verify the predictive power of indirect
ties in new link formation but also show that this power is effective over
longer social distance. Moreover, we show that the strength of an indirect
tie positively correlates to the speed of forming a new link between the
two end users of the indirect tie. Finally, we show that the strength of
indirect ties can serve as a predictor for diffusion paths in social networks.

Keywords: indirect ties, social network dynamics, information diffusion.

1 Introduction

Mining the huge corpus of social data now available in digital format has led
to significant advances of our understanding of social relationships and con-
firmed long standing results from sociology on large datasets. In addition, social
information (mainly relating people via declared relationships on online social
networks or via computer-mediated interactions) has been successfully used for
a variety of applications, from spam filtering [1] to recommendations [2] and
peer-to-peer backup systems [3].

All these efforts, however, focused mainly on direct ties. Direct social ties (that
is, who is directly connected to whom in the social graph) are natural to observe
and reasonably easy to classify as strong or weak [4,5]. However, indirect social
ties, defined as relationships between two individuals who have no direct relation
but are connected through a third party, carry a significantly larger potential [6].

This paper analyzes the quantifiable effects that indirect ties have on network
dynamics. Its contributions are summarized as follows:

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 50-65, 2014.
© Springer International Publishing Switzerland 2014
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e We quantitatively confirm on real datasets several well-established sociologi-
cal phenomena: triadic closure, the timing of tie formation, and the effect of
triadic closure on information diffusion.

e We extend the study of the indirect ties’ impact on network dynamics to a
distance longer than 2 hops.

e We show that indirect ties accurately predict information diffusion paths.

The rest of paper is organized as follows. Section 2 provides the context for
this work. Section 3 introduces the datasets used in this study. Section 4 shows
that the strength of indirect ties can be used to predict the formation of direct
links at longer social distance. Section 5 refines this quantification to classify an
indirect tie as weak or strong, showing that the classification meets theoretical
expectations of a positive correlation between the strength of a tie and the speed
at which a link forms. We also show in Section 6 that pairs with a strong indirect
tie end up having more interactions after link formation when compared to pairs
with a weaker indirect tie. In Section 7, we examine indirect tie strength as a
predictor for diffusion paths in a network. Finally, Section 8 concludes with a
discussion of lessons and future work.

2 Related Work

In sociology, two theories are closely related to the properties of indirect ties.
First, the theory of homophily [7] postulates that people tend to form ties with
others who have similar characteristics. Moreover, a stronger relationship im-
plies greater similarity [8]. Second, the principle of triadic closure [10] states
that two users with a common friend are likely to become friends in the near
future. The triadic closure has been demonstrated as a fundamental principle for
social network dynamics. For example, Kossinets and Watts [12] showed how it
amplifies homophily patterns by studying the triadic closure in e-mail relations
among college student. Kleinbaum [13] found that persons with atypical careers
in a large firm tend to lack triadic closure in their email communication network
and so have their brokerage opportunities enhanced.

Lately, large online social networks provided unprecedented opportunities to
study dynamics of networks. Thus, many studies examined the evolution of
groups or analyzed membership and relationship dynamics in these networks.
For example, Backstrom et al. analyze how communities or groups evolve over
time and how a community dies or falls apart [14]. Patil et al. use models to
predict a group’s stability and shrinkage over a period of time [15|. Yang and
Counts examine the diffusion of information and innovations and the spread of
epidemics and behaviors [16].

Compared to previous studies, we quantitatively investigate the effects of
indirect ties on network dynamics, specifically on tie formation, the speed of tie
formation, and information diffusion. More importantly, we study the impact of
longer indirect ties on network dynamics: while previous work focused on 2-hop
indirect ties, we also show the impact of 3-hop indirect ties.
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3 Datasets

In this paper we use several datasets from different domains. Our datasets are
varied, from fast non-profound dynamics to slow professional networks and more
traditional social networks augmented with heavy interactions.

Team Fortress 2 (TF2) is an objective-oriented first person shooter game
released in 2007. We collected more than 10 months of gameplay interactions
(from April 1, 2011 to February 3, 2012) on a TF2 server [17]. The dataset in-
cludes game-based interactions among players, timestamp information of each
interaction, declared relationship in the associated gaming OSN, Steam Commu-
nity [18], and the time when the declared friendship was recorded. The resulting
TF2 network is thus composed of edges between players who had at least one in-
game interaction while playing together on this particular server, and also have
a declared friendship in Steam Community. This dataset has three advantages.
First, it provides the number of in-game interactions that can be used to quantify
the strength of a social tie. Second, each interaction and friendship formation
is annotated with a timestamp, which is helpful for examining the dynamics of
links under formation. Third, over a pure in-game interaction network, it has
the advantage of selecting the most representative social ties, as shown in [17].

Table 1. Characteristics of the social networks used in the following experiments.
APL: average path length, CC: clustering coefficient, A: assortativity, D: diameter,
EW: range of edge weights, OT: observation time.

Networks Nodes Edges APL Density CC A D EW oT
TF2 2,406 9,720 4.2 0.0034 0.21 0.028 12 [1-21,767] 300 days
1E 410 2,765 3.6 0.0330 045 0.225 9 [1-191] 90 days
CA-I 348 595 6.1 0.0098 028 0.173 14  [1-52] N/A
CA-II 1,127 6,690 3.4 0.0100 0.33 0.211 11 [1-127] N/A

Infectious Exhibition (IE) held at the Science Gallery in Dublin, Ireland,
from April 17*" to July 17" in 2009 was an event where participants explored
the mechanisms behind contagion and its containment. Data were collected via
Radio-Frequency Identification (RFID) devices that recorded face-to-face prox-
imity relations of individuals wearing badges [19]. Each interaction was anno-
tated with a timestamp. We translated the number of interactions into edge
weights.

Co-authorship networks (CA-I and CA-II) are the two largest con-
nected components of the co-authorship graph of Computer Science researchers
extracted by Tang et al. [20] from ArnetMiner!. Nodes in these graphs represent
authors, edges are weighted with the number of papers co-authored. Because the
dataset does not include time publication information, the observation window
is unspecified in Table 1.

Note that IE is a smaller but much denser network than TF2, while TF2’s
interactions frequency is higher than IE’s, as shown by the range of edge weights.

! http://arnetminer.org/
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We use the TF2 and IE networks to study link formation and delay as they
contain timestamps of the links formed and interactions between users. We use
the TF2 and CA networks to study diffusion as they are larger, sparser and
based on longer lasting relationships compared to IE’s ad-hoc interactions.

4 Predicting Link Formation

According to Granovetter’s idea of the forbidden triad [8], a triad between users
u, v and w in which there are strong ties between v and v and between v and
w, but no tie between u and w is unlikely to exist. When it does, according to
the theory of triadic closure, it is typically quickly closed with the formation of
a tie between u and w.

In this section, we not only empirically verify the theory of triadic closure by
using multiple measures of the strength of indirect ties, but we also examine this
theory over paths of length 3.

4.1 Methodology

The link prediction problem asks whether two unconnected nodes will form a tie
in the near future [21]. Link prediction models that use an estimation of the tie
strength from graph structure [22] or interaction frequency and users’ declared
profiles similarities [23] have been proposed in the past.

We use a group of tie strength metrics and classifiers to quantitatively demon-
strate how indirect ties can be used for inferring new links formation. Specifically,
given a snapshot of a social network, we use the strength of indirect ties to infer
which relationships or interactions among users are likely to occur in the near
future. Because people can be aware of others’ behaviors within 2 hops [24] and
be influenced by indirect ties up to 3 hops [25], we focus this task for pairs of
users at social distance 2 and 3.

To investigate how such indirect ties materialize into actual links between
users, we compare the performance of three different metrics of indirect tie
strength: 1) Jaccard Index (J) [21], 2) Adamic-Adar (AA) [26], and 3) Social
Strength (SS), a recently proposed metric [27,28] that quantifies the strength of
indirect ties. We note that Jaccard Index and Adamic-Adar consider only the
number of shared friends between users, while Social Strength also takes into
account interaction intensity.

Social Strength. For completeness, we briefly describe next the Social Strength
metric. For measuring the Social Strength of an indirect social tie between users
i and m, we consider relationships at n (n = 2 or n = 3) social hops, where n
is the shortest path between i and m. A weighted interaction graph model that
connects users with edges weighted based on the intensity of their direct social
interactions is assumed. Assuming that P;",, is the set of different shortest paths
of length n joining two indirectly connected users ¢ and m and N (p) is the set
of nodes on the shortest path p,p € P!, we define the social strength between

i,m?

i and m from i’s perspective over an n-hop shortest path as:
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Cmin [NW,5), ., NW (k, m)]
SSn(i,m) =1- H (1 e

peEP

i,m

) (1)

n

This definition uses the normalized direct social weight NW (i, j) between two
directly connected users ¢ and j, defined as follows:
ZV/\E/]- . W(i,j, A)
NW (i, j) = v . 2)
ZVkENi ZVAEAM w(i, k,A) (

Equation 2 calculates the strength of a direct relationship by considering all
types of interactions A € A between the users i and j such as, phone calls, inter-
actions in online games, and number of co-authored papers. These interactions
are normalized to the total amount of interactions of type A that ¢ has with other
individuals. This approach ensures the asymmetry of social strength in two ways:
first, it captures the cases where w(i,j, A) # w(j,4,A) (such as in a phone call
graph). Second, by normalizing to the number of interactions within one’s own
social circle (e.g., node i’s neighborhood N;), even in undirected social graphs,
the relative weight of the mutual tie will be different from the perspective of
each user.

Prediction Task. The link prediction task decides whether the edge (u,v)
will form during the observation time. We studied this task on the TF2 and IE
datasets. The TF2 network has a timestamp of when a declared relationship was
created in Steam Community. However, since for the IE network we do not have
formally declared relationships, we use the timestamp of the first recorded face-
to-face interaction between two individuals as a proxy for relationship creation.

In TF2, there are 5,984 2-hop (2,475 3-hop) pairs that had a relationship
formed within the observation time (OT) and 161,561 2-hop (676,863 3-hop)
pairs who didn’t. In IE, there are 1,886 2-hop (484 3-hop) pairs that had a
relationship formed within OT, and 4,111 2-hop (24, 631 3-hop) pairs who didn’t.
This means our datasets are imbalanced with respect to pairs who closed the 2-
hop or 3-hop distance or not. There are two common approaches for dealing with
unbalanced data classifications: under-sampling [29] and over-sampling [30]. We
chose to under-sample pairs of users with no relationships materializing within
OT, thus in our experiment they appear at the same empirical frequency as the
pairs who formed relationships within OT.

In this prediction task, we used two classic machine learning classifiers: Ran-
dom Forest (RF) and Decision Tree (J48). They are tested using tie strength
values calculated from the three metrics (Jaccard Index, Adamic-Adar and Social
Strength) as features. We used standard prediction evaluation metrics: Precision,
Recall, F-Measure and Area Under Curve (AUC) to evaluate the performance
of prediction of each classifier and tie strength metric.
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4.2 Experimental Results

Table 2 shows the link prediction results of nodes 2 and 3 hops away. Clearly, all
three indirect tie metrics demonstrate their power in predicting the formation
of links between pairs of non-connected 2-hop users. We note that the AUC
reaches 0.77 for the TF2 network using social strength as the metric and J48 as
the classifier, and reaches 0.88 for the IE network when using social strength as
the metric with random forests as the classifier, greatly outperforming the other
two tie strength predictor metrics.

Given that the Jaccard Index and Adamic-Adar metrics are restricted to pre-
dictions within 2 hops, we test only the social strength metric for the 3-hop dis-
tant link predictions. The results in Table 2 show that while the social strength’s
effectiveness to predict link formation is reduced, it still manages to properly dis-
criminate between links formed or not by up to about 70% of the time in TF2
and 68% of the time in IE. Overall, while it is expected to see a decrease in per-
formance when we cross the horizon of observability of 2 hops [24], our results
show that indirect ties are able to predict the formation of links.

Table 2. Results of link prediction between pairs of n-hop distant users. Only SS is
applicable to n = 3.

Network n Classifier Metric  Precision Recall F-Measure AUC

SS 0.71+0.005 0.71£0.005 0.71+0.006 0.76+0.006

RF AA 0.684+0.003 0.67+0.003 0.6740.003 0.70£0.005

TF2 9 J 0.674+0.004  0.66+0.003 0.664+0.003  0.7040.003
SS 0.75+0.012 0.744+0.008 0.74+0.006 0.77+0.009

J48 AA  0.71£0.004  0.71+£0.004 0.714+0.004  0.71%0.006

J 0.514+0.007  0.51+0.006 0.504+0.008  0.51+0.008

SS 0.81+0.005 0.81+0.002 0.81+0.003 0.88+0.005

RF AA  0.67£0.004 0.66+0.0114 0.66+0.011  0.7140.002

IE 9 J 0.674+0.001 0.66+£0.0172 0.6640.005 0.7240.002
SS 0.84+0.013 0.844+0.002 0.84+0.002 0.87+0.001

J48 AA  0.69£0.002  0.6940.002 0.684+0.003  0.70+0.003

J 0.6940.007 0.68+0.005 0.6840.001 0.6840.004

TF2 3 RF SS 0.653+0.01 0.651+0.01 0.651+0.01 0.709+0.02
J48 SS 0.630+0.02  0.627+0.01 0.6244+0.01  0.64440.03

IE 3 RF SS 0.659+0.01 0.650+0.004 0.646+0.004 0.682+0.01
J48 SS 0.636+£0.01  0.633£0.01 0.631+£0.01  0.664+£0.01

5 Timing of Link Formation

Network dynamics can also be examined from the perspective of link delays [31].
If we consider that a link between two nodes is possible when all the enabling
conditions are met, then the link delay is the time lag between the conditions
being met and the link forming. In this section, we investigate if there is a
connection between the strength of a tie of indirectly connected users and the
delay the link experiences before it is formed.
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5.1 Methodology

Let us consider the toy networks in Figure 1. We define the link formation delay
for 2-hop indirect ties (Figure 1a) as:

Aw,e) = tp,e) — max{tap), t(a,c)}s

where 2(4) is the time when the direct link between two nodes is established.
This formulation can also be thought of as the triadic closure delay [31]. A thus
is a proxy of the “speed” at which two indirectly connected nodes become directly
connected: small A indicates that the triangle closes quickly, and vice versa.
Similarly, the link formation delay for 3-hop indirect ties (Figure 1b) is:

Ae,dy = e,y — max{t(a ), tia,d) Lp,e) }-

Although no direct analogue for the 3-hop link formation delay was explored
in [31], an n-hop link delay can be considered a form of the general link delay
scenario with the restriction that an n-hop path must exist between the two
nodes under consideration.

Fig.1. (a) B and C have a 2-hop relationship before t3, since t1,t2 < t3, and a 1-
hop relationship thereafter. (b) C and D have a 3-hop relationship before t4, since
t1,t2,t3 < t4, and a 1-hop relationship thereafter.

To measure the strength of indirect ties, we employ the social strength metric
to quantify the strength of a social connection between indirectly connected
nodes. We are primarily interested in whether the latent tie strength between
indirectly connected nodes corresponds to different delays in a direct connection
forming. Intuitively, if the strength of a user’s indirect tie is stronger than any of
the user’s strong direct ties, we consider it a strong indirect tie. Because we have
no information regarding the strength of a direct tie (other than the edge weight),
we consider an indirect tie of a’s as strong if its strength is larger than the
minimum/average/maximum weight of all of a’s direct edges. These alternative
criteria are formally presented below. (We note that the social strength metric
is asymmetric, i.e., SS(a,b) # SS(b,a)):

[C-min|: SS(a,b) > min [NW(a,i)] or SS(b,a) > min [NW(i,a)]

i€Neigh(a) a€Neigh(i)
> [NW(a,9)] > [NW(ia)]
. i€Neigh(a) a€Neigh(i)
[C_mean]' SS(CL, b) = size(Neigh(a)) or SS(b, (1) > size(Neigh(i))

C-max]: SS(a,b) > NW(a,i)] or SS(b,a) > NW (i
[C-max]: $5(a,b) 2| max [NW(a,i)] or S§(b,a) 2 max [NW(,a)
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In each criterion, NW(a,b) is the normalized weight of the edge between
nodes a and b, and the normalization is conducted by the total weight of node
a’s edges. If an indirect tie (a,b) satisfies the conditions for a given criterion, it
is marked as a strong indirect tie; otherwise it is marked as a weak indirect tie.
Table 3 summarizes the tie classification results when these criteria are applied
to the networks TF2 and IE.

Table 3. The statistics of 2- and 3-hop indirect ties in TF2 and IE networks where
ties are divided into strong and weak ties under three criteria

Dist. Network Tie classification criterion # strong ties +# weak ties

2 TF2 C-min 6,868 164
2 TF2 C-mean 5,470 1,562
2 TF2 C-max 2,780 4,252
3 TF2 C-min 2,351 90
3 TF2 C-mean 297 2,144
3 TF2 C-max 12 2,429
2 IE C-min 1,555 42
2 IE C-mean 1,235 344
2 1E C-max 715 882
3 IE C-min 193 258
3 IE C-mean 11 440
3 1E C-max 0 451

5.2 Experimental Results

We use the TF2 and IE networks described in Section 3 to analyze link delays
when examining 2- and 3-hop indirect ties. We compare the link delay of weak
and strong ties classified by the previously defined criteria. For TF2, we use days
as the time unit, but for IE we use minutes due to the ephemeral nature of its
face-to-face interactions.

The link delay distributions are plotted in Figure 2, where we see that pairs
with strong indirect ties formed direct links with shorter delay than those with
weak indirect ties. We note that strong ties formed their link with less delay than
weak ties throughout all scenarios and when the tie is stronger, its link formed
even quicker. For example, when using 3-hop indirect ties in TF2 and criterion
C-mazx for classifying strong vs. weak, 33% of strong indirect ties formed a
direct link within a day, compared to only 7% for weak indirect ties. In contrast,
over 40% of weak indirect ties formed direct links with a large delay (over 60
days). Overall, these results indicate several things. First, when indirect ties are
stronger, there is an increased chance for them to establish a link quicker. Second,
even quantifying the strength of the tie from 3-hops away, strong indirect ties
led to faster link creation.

6 Interaction Intensity along Newly Formed Links

A key characteristic of social interactions is their continuous change, and this
change is likely to affect user behavior related to network dynamics. E.g.,



58 X. Zuo et al.

2-hop ties with C-max criterion in TF2 | 2-hop ties with C—mean criterion in TF2|| 2-hop ties with C-min criterion in TF2
0.4+ .
c strong tie
.2 g3 weak'tie
S 0.
g
T 027
0.1+
0-1 1-7  7-14 14-30 30-60 60+ 0-1 1-7  7-14 14-30 30-60 60+ 0-1 1-7  7-14  14-30 30-60 60+
3-hop ties with C—max criterion in TF2 | 3—hop ties with C—mean criterion in TF2  3-hop ties with C—min criterion in TF2
0.5+
5 0.4+
= 0.34
[}
®© 0.24
041
0.0+ T T T T T T T T T T T T T T T T T T
0-1 1-7  7-14  14-30 30-60 60+ 0-1 1-7  7-14 14-30 30-60 60+ 0-1 1-7  7-14 14-30 30-60 60+
Delay in Days
2-hop ties with C—max criterion in IE | 2-hop ties with C—mean criterion in |E 2-hop ties with C—min criterion in IE
0.8+
c
& 067
©
Q 044
o
L 0.2
0.0+ " i " " " i " i " " " i " U " " " i
0-5 5-10 10-15 15-20 20-25 25+ 0-5  5-10 10-15 15-20 20-25 25+ 0-5  5-10 10-15 15-20 20-25 25+
3-hop ties with C—max criterion in IE | 3-hop ties with C—mean criterion in |E 3-hop ties with C—min criterion in IE
0.6+
c
.S 044
=
3]
o
\T 027
0.0+

05 510 1015 1520 20°25 25+ 0-5  5-10 1015 15-20 20-25 25+ 0-5  5-10 10-15 1520 20-25 25+
Delay in Minutes

Fig. 2. Link delay comparison between 2- and 3-hop strong vs. weak ties in TF2 and
IE. Note that for the IE network, when 3-hop ties are divided by criterion C-maz, no
strong ties exist.

frequent interactions lead to the formation of new links, and by interacting with
each other, information can be disseminated in the network. Thus, we believe
the changes in the interactions between nodes previously connected by indirect
ties also can predict the dynamic status of the network.

Note that among all four datasets introduced in Section 3, only the online
game social network (TF2) supplies a timestamp for each friendship formation
and interaction. More importantly, because gamers can play with each others
without being declared friends in Steam Community OSN, we can measure inter-
action intensity in the absence of a declared relationship. Thus, in the following
our analysis is based on TF2 network.

We analyze the intensity of user interactions before and after a pair of users,
who are 2- and 3-hop away, form a new edge. Figure 3 shows that in both scenar-
ios (2 and 3 hops), more pairs of users have interactions after their link formation
than before the link formation. For example, 54% pair of users have no interac-
tions before they establish an edge with each other, while this number decreases
to 17% after a 2-hop indirect tie is closed with a direct tie. This result shows
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Fig. 3. Interaction intensity before vs. after 2- and 3-hop link formation in TF2, and
strong vs. weak ties’ (identified by the C-min criterion) interaction intensity after link
formation of TF2

that after users form a direct link, their interactions not only continue but also
increase, implying that users actively maintain their newly formed relationship.

As a further step, we investigate the difference of interaction intensity be-
tween nodes previously connected via strong vs. weak indirect ties after forming
their direct links. We use the C-min criterion introduced in Section 5 to classify
indirect ties into strong and weak. Figure 3 plots interaction intensity after link
formation. The figure shows that strong indirect ties lead to direct ties with more
interactions than weak indirect ties do.

7 Predicting Information Diffusion Paths

Information diffusion is a fundamental process in social networks and has been
extensively studied in the past (e.g., [32,33,34,35,36]). In fact, some studies have
shown that the evolution of a network is affected by the diffusion of information
in the network [35] and vice versa [34]. Our results from the previous sections
show that indirect ties affect the process of network evolution. In this section,
we go a step further and investigate if the strength of indirect ties can predict
diffusion paths between distant nodes in the graph. That is, departing from
the step-wise diffusion processes examined in the past, and given that a user
received a piece of information at time step ¢, can we predict which other users
will receive this information at time step t+mn (n > 2)? Le., if we know someone
who received the information at ¢y, then can we directly predict the infected
users at t, (n > 2) instead of step-wise (e.g., at t1)?

Predictions over such longer intervals could help OSN providers customize
strategies for preventing or accelerating information spreading. For example,
to contain rumors, OSN providers could block related messages sent to the
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susceptible users several time steps before the rumor arrives, or disseminate
official anti-rumor messages in advance. Similarly, marketers could accelerate
their advertisements spreading in the network by discovering who will be the
next susceptible to infection. This n-hop path prediction can supply more time
for decision makers to contain harmful disseminations, and to choose users who
are pivotal in information spreading for targeted advertisements.

This section describes our experiments of applying several indirect-tie metrics
to predict information diffusion paths.

7.1 Experimental Setup

The strength of an indirect tie decreases with the length of the shortest path be-
tween the two individuals. This has been quantitatively observed by Friedkin [24],
who concluded that people’s awareness of others’ performance decreases beyond
2 hops. Three degrees of influence theory, proposed by Christakis et al. [25],
states that social influence does not end with people who are directly connected
but also continues to 2- and 3-hop relationships, albeit with diminishing returns.
This theory has held true in a variety of social networks examined [37,38] and
in accordance with these observations, we set our experiments up to 3 hops. A
single node is chosen as the original source of information at ty. We then predict
the nodes that will accept the information at t,, with the knowledge from ¢g.

Diffusion Simulation. As ground truth, we applied the basic and widely stud-
ied Linear Threshold (LT) diffusion model [39] to simulate a diffusion process,
i.e., which nodes are affected during each time step.

The LT model is a threshold-based diffusion model where nodes can be in one
of two states: active or inactive. We say a node has accepted the information if
it is active, and once active, it can never return to the inactive state. In the LT
model, a node v is influenced by each of its neighbors Neigh, according to an
edge weight b, .,. Each node v chooses a threshold 8, that is randomly generated
from the interval [0,1]. The diffusion process is simulated as follows: first, an
initial set of active nodes Ag is chosen at random and these are the seed nodes.
Then, at each step t, all nodes that were active in step ¢ — 1 remain active,
and we activate any node v for which the total weight of its active neighbors

is at least 6,, that is > byw > 0,. Thus, the threshold 6, intuitively
weENeigh,
represents the different latent tendencies of nodes to adopt the behavior exhibited

by neighbors, and a node’s tendency to become active increases as more of its
neighbors become active. The input to the simulation is a weighted graph where
edge weights represent the intensity of interactions between nodes (n.b., the LT
model considers only the status of a node’s directly connected neighbors).

We controlled the effectiveness of the diffusion by gradually changing the
upper bound of the thresholds applied on the nodes to simulate different diffusion
processes; from almost no diffusion to fully dissemination to all nodes in the
graph. To do so, we set a threshold 6, = random(0,1)/w where w is empirically
selected based on the range of edge weights in each of the tested networks, i.e.,
w in the range of [1-10] for the CA-I, [1-30] for the CA-II and [1-60] for the TF2.
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Predicting Diffusion Paths via Indirect Ties. Once we generate the ground
truth from the LM model, we then use the strength of indirect ties to predict the
path of diffusion. To measure the strength of indirect ties, we also employ social
strength, Adamic-Adar and Jaccard metrics introduced in Section 4.1 where the
social strength metric considers the edge weight while Adamic-Adar and Jaccard
only consider the neighborhood overlap. We calculate the strength of indirect tie
values between the seed and its n-hop nodes, then convert the values to a social
rank. Each user has a rank list for all her n-hop nodes according to the strength
of the indirect tie value between the user and the node.

After obtaining social ranks, we need a cut-off threshold to decide whether or
not a node’s n-hop nodes will be active at tp4,(n=2 or 3). Our strategy requires
that the social ranks from information recipient’s perspective must be high, e.g.,
socialrank, (A, B) ranks among the top 10% of user A’s contacts. Then, the
cut-off threshold can classify a node’s n-hop nodes into two categories: active or
inactive at to4n(n=2 or 3). The intuition of this cut-off is that users will likely
believe the information from their “closest” social ties. The cut-off threshold can
be calculated as Opreq = |Ne€ighnhops|/q where ¢ is empirically selected to have
an inversely proportional relationship to w, which decides the diffusion process
from almost no diffusion to full dissemination to all nodes. In other words, when
no diffusion happens the 8,,.q should be small enough to select the strongest
indirect ties while in a fully diffused scenario a larger 6,,.q is needed to cover a
large portion of indirect ties.

7.2 Results and Evaluation

In literature, co-authorship networks capture many general features of social
networks [40] and have been studied in information cascades [39], and diffusion
dynamics have been observed in online game social networks [41,42]. Therefore,
in our experiments, we use the three datasets—CA-I, CA-II and TF2—as de-
scribed in the previous section. To better demonstrate indirect ties’ effective
power on inferring diffusion processes, we compare indirect tie metrics with a
baseline method, which randomly selects a information recipient’s 2 and 3-hop
friends to accept the information.

We compare the prediction results with the ground truth obtained from the
diffusion simulation to verify the effectiveness of indirect ties in predicting dif-
fusion paths. We evaluate our method using accuracy, sensitivity and speci-
ficity [43]. Figures 4 and 5 depict the prediction results in a 2- and 3-hop social
distance, respectively. We see that for both 2- and 3-hop path predictions, over-
all the accuracies of indirect tie metrics are higher than the baseline’s, reaching
a maximum of 0.90 with social strength metric in 2-hop path predictions. Also,
the accuracies of the three indirect tie metrics in all cases are always higher
than 0.56, and social strength outperforms the other two metrics in most of the
scenarios. Although 3-hop predictions (generated by the Social Strength metric)
show decreased sensitivity, specificity and accuracy compared to 2-hop results,
they remain above 0.64. It is important to note that these three networks have
very different network structure (from sparse to dense), yet the performance of
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indirect tie metrics are consistently higher than the baseline in all three networks
and for different diffusion thresholds. From these results, we conclude that indi-
rect ties can be used in the prediction of information diffusion, i.e., along which
paths information will propagate and which users will be activated, at least 2-3

steps before a susceptible node is even in contact with an infected node.

8 Summary and Discussions

In this paper, we empirically examine the predictive power of indirect ties in
network dynamics. By using four real-world social network datasets and three
indirect measurements, we empirically show that indirect ties can be used for
predicting the newly formed edges and the stronger an indirect tie is, the quicker
the tie will form a link. In addition, strong indirect ties correlate to more interac-
tions, and the interaction has the tendency to be continued after the link formed.
Finally, we show that indirect ties can also be used for predicting information

diffusion paths in social networks.
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prediction of information diffusion paths in the networks CA-I, CA-II and TF2

This is our first step to investigate the influences of indirect ties on network
dynamics. In the future, we will further study the effects of indirect ties on in-
formation diffusion paths with various diffusion models and real-world cascades.
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Abstract. Knowing which users are likely to churn (i.e. leave) a service
enables service providers to offer retention incentives for users to remain.
To date, the prediction of churners has been largely performed through
the examination of users’ social network features; in order to see how
churners and non-churners differ. In this paper we examine the social
and lexical development of churners and non-churners and find that they
exhibit visibly different signals over time. We present a prediction model
that mines such development signals using Gaussian Sequences in the
form of a joint probability model; under the assumption that the values
of churners’ and non-churners’ social and lexical signals are normally
distributed at a given time point. The evaluation of our approach, and its
different permutations, demonstrates that we achieve significantly better
performance than state of the art baselines for two of the datasets that
we tested the approach on.

1 Introduction

The churn (leaving) of a user from a service represents a loss to the service owner,
be it: a telecommunications operator, where a customer leaving represents a
loss of financial income; a question-answering platform, where an expert leaving
could lead to a reduction of know-how in the community, or: a discussion forum,
in which a user leaving could result in the forum’s social capital, and perhaps
vibrancy, being reduced. Therefore, predicting which users will leave a given
service is important to a range of service providers; and an effective means of
doing so enables retention strategies to be applied to those potential churners.
The majority of work within the area of churn prediction has focussed on
building a prediction model using information about a user’s social network
position [2], and thus the extent to which he is interacting with other users,
and/or the activity of a given user up until a given point in time. Our prior
work [8] proposed an approach based upon the lifecycle of a user (i.e. the period
of time between a user joining a service to either churning or remaining) in
which social and lexical dynamics of the user were mined and a model fitted
to the development curve of the user; properties of those models were then
used as features for prediction models to differentiate between churners and
non-churners. However, this approach was limited by only concentrating on a
fixed number of lifecycle stages (e.g. 20) and did not examine how churners

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 66-79, 2014.
© Springer International Publishing Switzerland 2014
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and non-churners developed differently. In this paper we attempt to fill these
gaps by exploring the following two questions: (i) How do churners and non-
churner develop? And; (ii) How can we exploit development information to detect
churners?

In exploring these questions we found that churners and non-churner do indeed
differ in how they develop, both socially and lexically, over their lifetimes, and
that by assuming a Gaussian distribution at each lifecycle stage then we can
chain together Gaussian Sequences for use in prediction. This paper makes the
following contributions:

— Examination of different lifecycle patterns for both churners and non-churners
across three online community datasets; with different lifecycle fidelity set-
tings (5, 10 and 20 stages).

— Prediction models based on Gaussian sequences with slack variables for tun-
ing, and a new model learning approach called Dual-Stochastic Gradient
Descent.

— Evaluation of the proposed models against state of the art baselines showing
significantly better performance for two of the tested datasets.

We begin this paper with a review of existing churn prediction approaches
before then moving on to detail the datasets used for our work and how we label
both churners and non-churners within them.

2 Related Work

Churner prediction has been studied across a number of domains, for instance
Zhang et al. [9] predicted churners in a Chinese telecommunications network by
inducing a decision tree classifier from user activity features (e.g. call duration)
and network properties (e.g. 2nd order ego-network clustering coefficient). Mc-
Gowan et al. [6] also predicted churners from a telecommunications provider by
experimenting with different dimensionality reduction and boosting methods.
Lewis et al. [5] examined Facebook networks of college students over a 4 year
period and found an association between friendship maintenance and geographi-
cal proximity and shared tastes. Quercia et al. [7] analysed Facebook friendships
and users’ personality traits, finding that churn was likely to happen if the ages
of connected users differed and if one of the users was neurotic or introverted.
Kwak et al. have examined churners from Twitter networks in [3] and [4]: in the
former the authors analysed the differences between social network snapshots,
separated by 6 weeks, of Korean Twitter users finding that users unfollowed
other users when the users talked about uninteresting topics; while in the lat-
ter work [4], the authors induced a logistic regression model to predict churners
based on pairwise features (formed between the user and each of his subscribers).

Similar to our work, the work by Karnstedt et al. in [1] and [2] examined
the prediction of churners from the Irish online community platform Boards.ie,
finding that the probability of a user churning was related to the number of
prior users with whom the individual has communicated having churned before.
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The authors examined the social network properties of churners against non-
churners (i.e. in-degree, out-degree, clustering coefficient, closeness centrality,
etc.), inducing a J48 decision tree to differentiate between churners and non-
churners when using social network properties formed from the reply-to graph
of the online communities. In this paper, we implement this model as our base-
line by engineering the same features using the same experimental setup. Our
approach differs from existing work by assessing churners’ and non-churners’
development signals, and inducing a joint-probability function from such infor-
mation.

Table 1. Splits of users within the datasets and the churn window duration

Platform #Churners #Non-churners Churn Window

Facebook 1,033 1,199 [04-11-2011, 28-08-2012]

SAP 10,421 7,255 [29-11-2009,07-09-2010]

Server Fault 12,314 11,144 [13-06-2010,24-12-2010]

Boards.ie 65,528 6,120,008 [01—01—2005,13—02—2008]
3 Datasets

To provide a broad examination of user lifecycles across different online commu-
nity platforms we used data collected from four independent platforms:

1. Facebook: Data was obtained from Facebook groups related to Open Uni-

versity degree course discussions. Although Facebook provides the ability to
collect social network data for users, we did not collect such data in this in-
stance and instead used the reply-to graph within the groups to build social
networks for individual users.

. SAP Community Network (SAP): The SAP Community Network is a com-
munity question answering system related to SAP technology products and
information technologies. Users sign up to the platform and post questions
related to technical issues, other users then provide answers to those ques-
tions and should any answers satisfy the original query, and therefore solve
the issue, the answerer is awarded points.

. Server Fault. Similar to SAP, Server Fault is a platform that is part of the
Stack Overflow question answering site collection.! The platform functions
in a similar vein to SAP by providing users with the means to post questions
pertaining to a variety of server-related issues, and allowing other community
members to reply with potential answers.

. Boards.ie This platform is a community message board that provides a range
of dedicated forums, where each forum is used to discuss a given topics (e.g.
Rugby Union, Xbox360 games, etc.). We were provided with data covering
the period 1998-2008 and, like SAP and ServerFault, we also had access to
the reply-to graph in each forum.

! http://stackoverflow.com/
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Unlike on subscription-based services where a churner is identifiable by the
cancellation of the service (e.g. cancelling a contract), on online community
platforms we do not have such information from which to label churners and
non-churners. Instead, we examined users’ activity and then decided on a suit-
able inactivity threshold where, should a user remain inactive for more than
that period (i.e.  days), then we can say he has churned. To derive this thresh-
old, we first defined A as the maximum number of days between posts across
the platforms’ datasets for each user, and then plotted the relative frequency
distribution of A across the platforms in Figure 1. We then selected each dis-
tribution’s mean as the churn control window size: 149 days, 141 days, 97 days
and 198 days for Facebook, SAP, ServerFault and Boards.ie respectively.

To derive churners and non-churners we took the final post date in a given
dataset and went back n (size of the churn control window) days, this date gives
the churn window end point (t"). We then went back a further 2n days to give
the churn window start point (t'); thus the churn window is defined as a closed
date interval [t/,¢"”]. Users who posted for the final time in [t’, "] were defined as
churners and users who posted after [t',t”] were labeled as a non-churners. Table
1 shows the number of churners and non-churners derived using this approach.
We split each platform’s users up into a training and test set using an 80:20%
split respectively - using the former set to inspect how users develop and evolve
and the latter set (test) to detect churners. All analysis that follows and the
features engineered for our experiments use data from before the churn window,
thereby not biasing our prediction experiments and reflecting a real-world churn
prediction setting where we only have information up until a given time point.
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Fig. 1. Gap distributions across users of the different platforms. The mean and median
of the distributions are shown using blue dashed and red dotted lines respectively.

4 User Lifecycles

In this section we briefly describe our approach for representing the lifecycles of
users on the online community platforms - for a more comprehensive description
we refer the reader to our prior work [8]. We begin by segmenting a user’s
lifecycle into k stages, where each stage contains the same number of posts.
The setting of k£ controls the fidelity of a user’s lifecycle and in this paper we
experiment with various settings where k& = {5,10,20}. For each lifecycle stage
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(iie. s € S ={1,2,...,k}) we wish to inspect the social and lexical dynamics of
the user, as follows:

4.1 Social Dynamics

For examining the social dynamics of each user we looked at the distribution
of his in-degree and out-degree - i.e. the number of edges that connect to a
given user and the the number of edges from the user. As we are dealing with
conversation-based platforms for our experiments we can use the reply-to graph
to construct these edges, where we define an edge connecting to a given user w if
another user v has replied to him. Given our use of lifecycle periods we use the
discrete time intervals that constitute s € S to derive the set of users who replied
to u, defining this set as I'!N = {author(q) : p € Py, q € P,time(q) € s,q — p}.2
We also define the set of users that u has replied to within a given time interval
using I'°UT with the reply direction reversed. From these definitions we can then
form a discrete probability distribution that captures the distribution of repliers
to user u, using '/, and user u responding to community users using I’SO ur,
For an arbitrary user (v € I'!") who has contacted user u within lifecycle stage
s we define this probability of interaction as follows:

{q:p€ P,,q€ P,,time(q) € s,q — p}|

Pr(v| '™y = .
s Zmepsm\{q:pEPu,quw,tzme(q)Es,q—>p}|
Given this formulation we now have time-dependent discrete probability dis-
tributions for a given user’s in-degree and out-degree distributions, thereby al-
lowing the social changes of users to be analysed in terms of the users commu-
nicating with a given user over time.

4.2 Lexical Dynamics

We modelled the lexical dynamics of users based on their term usage over time.
We first retrieved all posts made by a given user within a lifecycle period and
then removed stop words and filtered out any punctuation. We defined a multiset
of the set of terms used by w in a given time period: ¢ € Cs and a mapping
function g : Cs — N that returns the multiplicity of a given term’s usage by the
user at a given time period. We then defined the discrete conditional probability
distribution for a given user u and lifecyle stage s based on the relative frequency
distribution of terms used by u in that lifecycle period.

4.3 Modelling User Evolution

Given the use of discrete probability distributions derived for each dynamic (e.g.
in-degree) and lifecycle stage (s) we can gauge the changes that each user goes

2 We use p — q to denote message q replying to message p, P, to denote posts authored
by u, P to denote all posts.
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through by assessing for changes in this distribution. To this end we assess:
(i) period variation, using entropy; (ii) historical contrasts to assess how the
user is diverging from prior dynamics, using cross-entropy measured between a
given stage’s distribution and all prior stage distributions and then taking the
minimum, and; (iii) community contrasts to assess how the user is diverging
from the general behaviour of the community, using cross-entropy also.

Period Variation. For each platform (Facebook, SAP, and ServerFault) we
derived the entropy of each user in each of his individual lifecycle periods based
on the in-degree, out-degree and term distributions; we then recorded the mean
of these entropy values over each lifecycle period for churners and non-churners.
Figure 2 shows the differences in the development signals between churners and
non-churners for ServerFault users,® where, although the development signals
remain relatively level across the lifecycle stages, there are clear differences in
the magnitude of the entropy values - in particular for lower fidelity settings
the 95% confidence intervals of the signals do not overlap. Such distinct signals
between churners and non-churners resonate with the theory of social exchange:
users who remain in the community share more connections (higher in-degree and
out-degree entropy) and thus invest more and get more out of the community,
churners meanwhile are the converse.

Historical Comparisons. Figure 3 shows the in-degree, out-degree and lexical
period cross-entopies for Server Fault, deriving the values as above for the pe-
riod variation measures for both the churners and non-churners. We note that
across all of the plots churner signals are lower in magnitude than non-churners
signals, indicating that the properties of the non-churners tend to have a greater
divergence with respect to earlier properties than the churners. This suggests
that churners’ behaviour is more formulaic than non-churners, that is they ex-
hibit less divergence from what has occurred beforehand. In general, the curve
of churners and non-churners diminishes towards the end of their lifecycles but
with different gradients.

Community Comparisons. For examining how users diverged from the com-
munity in which they were interacting we used users’ in-degree, out-degree and
lexical term distributions and compared them with the same distributions de-
rived globally over the same time periods. For the global probability distribu-
tions we used the same means as for forming user-specific distributions, but
rather than using the set of posts that a given user had authored (P,) to derive
the probability distribution, we instead used all posts to return Q.* We then
calculated the the cross-entropy as above between the distributions. (H (P, Q))

3 We use this platform throughout as an example due to brevity. The remaining plat-
forms exhibit similar curves.

* For instance, for the global in-degree distribution we used the frequencies of received
messages for all users.
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Fig. 2. Period entropy distribution on ServerFault for different fidelity settings (k) for
users’ lifecycles and different measures of social (indegree and out degree) and lexical
dynamics. The green dashed line shows the non-churners, while the red solid line shows
the churners.

over the different lifecycle stages. Again, as with period cross-entropies, we find
churners’ signals to have a lower magnitude than non-churners suggesting that
non-churners’ properties tend to diverge from the community as they progress
throughout their lifetime within the online community platforms.

5 Churn Prediction from Gaussian Sequences

Above we plotted the 95% confidence intervals of a given measurement m (e.g.
the period entropy of users’ in-degree at lifecycle stage 1) for both churners
and non-churners. If we assume that the distribution of a given measurement
(m) at a particular lifecycle stage (s) is normally distributed, then for each
measurement we have two signals (one for churners and one for non-churners)
that each correspond to a sequence of Gaussians measured over the k lifecycle
stages:

Definition 1 (Gaussian Sequence). Let m be a given measurement, s be a
giwen lifecycle stage drawn from the set of lifecycle stages s € S, then m is
said to be normally distributed on s and defined by N([Am,s, (6m,s)2) where fim, s
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Fig. 3. Period cross-entropy distribution on ServerFault for different fidelity settings
(k) for users’ lifecycles and different measures of social (indegree and out degree) and
lexical dynamics

and G, s denote the mazimum likelihood estimates of the mean and standard
deviation respectively. Then the Gaussian Sequence of m is defined as follows:

Gm = (N(ﬂm,la (5—m,1)23N(ﬂm,2, (&m,Q)z, cee aN(ﬂm,|S|a (6m,|5|)2))-

5.1 Single-Gaussian Sequence Model

Under the assumption that a given measurement has a Gaussian distribution at
s then for an arbitrary user (u) we may measure the likelihood that the user
belongs within a given distribution given his measurement at that stage. Using
the convenience function f(u,m, s) we can compute the probability that the user
belongs to the churn gaussian, at that time step (s), using:

P(u|Bm.s) 0B, N (f(w,m, s) |5, . (65, 4)%)

In the above equation, N'(f(.)|fi,62) defines the conditional probability of the
observed measurement f(.) being drawn from the given gaussian of measure m
in lifecycle stage s. We have also included a slack variable f,, s to control for
influence on the churn probability; its inclusion is necessary because we may
have an outlier measure for u and should limit over fitting as a consequence
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Fig. 4. Community cross-entropy distribution for different fidelity settings (k) for users’
lifecycles and different measures of social (indegree and out degree) and lexical dynamics

- note that this variable is indexed by both m and s as it is specific to both
the lifecycle stage, and the measure under inspection. Given our formulation of
the churn probability in a particular lifecycle stage s and based on measure m,
we can therefore derive the joint probability of u churning over the observed
sequence of measures (m € M) and his lifecycle stages (s € S) as follows - we
term this the Single-Gaussian Sequence Model:

TT TL o (BN (Fm )l o (55.)%))

meM seS

Q(ulb) =

The parameter p smooths zero probability values given our joint calculation.
Assuming we have | S| lifecycle stages, and | M| measures, then the slack variables
are stored within a parameter vector: b where - where 3, s € b.

5.2 Dual-Gaussian Sequence Model

The above formulation can be extended further to include two competing Gaus-
sian distributions at a particular lifecycle stage: the churn gaussian, formed from
measurements of the known churner users, and; the non-churn gaussian, formed
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from measurements of known non-churners. We can therefore adapt the proba-
bility of the user belonging to the churn gaussian to be as follows:

P(ulBm,s) % BN (£ (11,10, 8) 5,05 (65,.)%)
— (L= BN (f (w5, s (35,)?) |

+

In this instance we wrap the subtraction of the churn-distribution member-
ship probability by the -scaled non-churn-distribution membership probability
within the positive value operand []+ in order to return a non-negative value. As
above, we can then calculate the joint churn probability over observed measures
and lifecycle stages as follows - we term this the Dual-Gaussian Sequence Model:

u‘b H H p{ﬁm s u , M, s)|ﬂfn,sv (&fn,s)2)
meM seS

— (1= B )N (flum, 8)li o (67,.0)%)

+

5.3 Model Learning: Dual-Stochastic Gradient Descent

For both the single and dual-gaussian models, our objective is to minimise the
squared-loss between a user’s forecasted churn probability and the observed
churn label - given that the former is in the closed interval [0, 1] and the latter is
from the set {0, 1} - our parameters are L2-regularised to control for over-fitting:

_ 2
arg min Z (i — Q(u[b))” + A|[b|[3 (1)
b*
(xi,y:)€ED

Using this objective, we can then use gradient descent to calculate the setting
of each f € b by minimising the loss between a single user’s forecasted churn
probability and his actual churn label (i.e. either 0 - did not churn - or 1 -
did churn). We experimented with two learning procedures: stochastic gradient
descent (SGD), and dual-stochastic gradient descent (D-SGD) - the latter being a
novel contribution of this paper. This latter procedure learns b with the approach
in Algorithm 1, which takes as input a given regularisation weight A, learning
rate 1, smoothing variable p, the dataset to use for parameter tuning D, the
dimensionality of the feature space m, and the convergence threshold e. The
algorithm runs two loops: the outer loop (lines 4-12) shuffles the order of the
dataset’s instances and iterates through them, the inner loop (lines 7-11) then
shuffles the order of the features. For each feature, the error of predicting the
churn label of the user is derived (line 9) and this is used to update the parameter
for feature j in the model; this process is repeated until the model’s parameters
have converged to a degree less than e. We used D-SGD here to avoid sequential
updating of parameters, and to examine its effects.
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Algorithm 1. Learning the model’s parameters using dual-stochastic gradient
descent. Input: A, , p, D, m, e. Output: b

1. b=0"; borp = random(m,[0,1]); J = {0,1,...m}

2. while |3 — Borp| < € do

3. pPorp=2p

4. Shuffle D

5. for (xi,y;) € D do
6. Shuffle J

7. for j € J do

8. e =1y — Q(ilb)
9. Bj < Bj +mx(e—ABj)
10. end for

11. end for

12. end while

13. return b

6 Evaluation

We now turn to the evaluation of the above models, there are two stages to
this: we begin by first tuning the various models’ hyperparameters, before then
applying the best performing model hyperparameters to the held-out test split
of users. All proposed models use a fixed smoothing setting of p = 0.1 and the
convergence threshold to be e = 1077.

6.1 Model Tuning: Setup

For the above proposed gaussian sequence models we have two hyperparameters
that are to be tuned: (i) A the regularisation weight, and; (ii) » the learning
weight. For each model and learning routine (i.e. stochastic or dual-stochastic
gradient descent) we set the possible settings for the hyperparameters of each
be from {1078,1077,...,1071}. To tune the hyperparameters we used 10-fold
cross-validation over the training split with 9 segments for training using a given
hyperparameter vector (§ = {\,n}) to derive the parameter vector b, we then
applied this to the 1 segment held-out and recorded the Area Under the ROC
Curve (ROC). We repeated this 10 times for the 10 different segments and
recorded the mean of these as the 10-fold CV average ROC. Appendix A presents
the tuned hyperparameters for the proposed models and learning procedures.

6.2 Baselines

In order to judge how well our approach, and its variant models, performs against
existing work we included two baselines. The first baseline we denote as B1-J48:
for this we induced a J48 decision tree classifier using the above mentioned
features (e.g. in-degree entropy of a user in lifecycle stage 1) using the train-
ing split users and applied this to the test split. For the second baseline, that
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we denote by B2-NB, we implemented the approach from [2] using features de-
rived from the social network of users: in-degree, out-degree, closeness-centrality,
betweenness-centrality, reciprocity, average number of posts in initiated threads,
average number of posts within participated threads, popularity (% of user au-
thored posts that receive replies), initialisation (% of threads authored by the
user), and polarity. We first tested the J48 classifier, as used in [2], but found
this to be poor performing® therefore we used the Naive Bayes classifier instead.

Table 2. Area under the Receiver Operator Characteristic (ROC) Curve results for
the different Gaussian Sequence Models and Learning Procedures

Baselines SGD D-SGD
Platform  Lifecycle Fidelity B1-J48 B2-NB Single-N Dual-N Single-N Dual-N
Facebook 5 0.559 0.461 0.570 0.472 0.548 0.478
10 0.531 0.491 0.569 0.554 0.593 0.545
20 0.478 0.444 0.664 0.500 0.528 0.583
SAP 5 0.594 0.497 0.573 0.527 0.545 0.533
10 0.533 0.494 0.553 0.503 0.584 0.590
20 0.478 0.582 0.500 0.500 0.540 0.525
ServerFault 5 0.583 0.530  0.522 0.556  0.583 0.577
10 0.534 0.546  0.500 0.557 0.569  0.589
20 0.463 0.530 0.500 0.634 0.486 0.484
Boards.ie 5 0.504 0.611 0.524 0.547 0.526 0.518
10 0.512 0.593 0.500 0.539 0.501 0.496
20 0.560 0.553 0.500 0.501 0.500 0.502

6.3 Results: Churn Prediction Performance

For the model testing phase of the experiments, we took the best performing hy-
perparameters for each model and learning procedure, trained the model using
this setting using with entire training split, and then applied it to the test split;
we did this twenty-times for each model (as each induction of the parameter vec-
tor is affected by the stochastic nature of the learning procedure) and took the
average ROC value. These ROC values for the different models and baselines are
shown in Table 2. The results show that for certain proposed models we signif-
icantly outperformed the baselines for two of the datasets.® Surpassing B1-J48
indicates that our proposed Gaussian models beat a widely-used classification
model when detecting churners - given that this baseline makes use of the same
features as our proposed model.

The results indicate variance across the prediction model as to which model
performs best and under what conditions. For instance, the single-gaussian model
performs better overall than the dual-gaussian model: this is largely due to
the latter model smoothing zero-probability values through the setting of p.

® We also tested support vector machines and the perceptron classifier.
5 Testing for significance using the Student T-test for independent samples.
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Future work will experiment with p, either by indexing prediction models by this
value or by tuning it as a hyperparameter. There appears to be no discernible
winner in terms of the learning procedure to adopt, thus with dual-stochastic
gradient descent being more computationally expensive we would lean towards
using stochastic gradient descent in its place.

7 Conclusions and Future Work

In this paper we have presented a means to predict churners based on Gaus-
sian Sequences. Our approach assumes that measures of user development are
normally distributed, at each discrete lifecycle stage, and from which the prob-
ability of a user belonging to a churner or non-churner class can be gauged.
We proposed two models to detect churners: the first using a single Gaussian
Sequence formed from known churners’ development information, and a second
approach using dual-Gaussian Sequences from both churners’ and non-churners’
development information. Evaluation demonstrated that our detection models
outperformed the two baselines - including the popular J48 decision tree classifier
- for two of the tested online community datasets.

To the best of our knowledge this is the first work to directly compare the
development signals of churners and non-churners and use that information to
inform predictions. Our own prior work [8] focused on inducing regression models
that capture the development trajectory of the above-mentioned measures. We
implemented this same approach across the reduced lifecycle fidelity settings
(i.e. k = {5,10}) and found that: (i) its fit was poor for lower lifecycle fidelities;
and (ii) prediction experiments resulted in low ROC values, in many cases zero.
The presented approach in this paper therefore surpasses our own prior work in
terms of its applicability to lower settings of lifecycle fidelities, and thus more
users.

The first area of further work will explore the use of different objective func-
tions that are to be optimised: above we used a reduction in the squared-error,
yet an objective that accounts for rankings of users, based on their churn prob-
ability, would be better suited given the use ROC as our evaluation measure.
The second area of future work will explore the task of churn point prediction:
forecasting the day at which the user posts for the last time, our approach is
amenable to such a setting via changing predictive function’s codomain.

References

1. Karnstedt, M., Hennessy, T., Chan, J., Basuchowdhuri, P., Hayes, C., Strufe,
T.: Churn in social networks. In: Handbook of Social Network Technologies and
Applications, pp. 185-220. Springer (2010)

2. Karnstedt, M., Rowe, M., Chan, J., Alani, H., Hayes, C.: The effect of user features
on churn in social networks. Proceedings of the ACM WebSci. 11, 14-17 (2011)

3. Kwak, H., Chun, H., Moon, S.: Fragile online relationship: a first look at unfollow
dynamics in twitter. In: Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems, pp. 1091-1100. ACM (2011)



Predicting Online Community Churners Using Gaussian Sequences 79

4. Haewoon Kwak, Sue B Moon, and Wonjae Lee. More of a receiver than a giver:
Why do people unfollow in twitter? In: ICWSM (2012)

5. Lewis, K., Gonzalez, M., Kaufman, J.: Social selection and peer influence in an
online social network. Proceedings of the National Academy of Sciences 109(1),
68-72 (2012)

6. McGowan, D., Brew, A., Casey, B., Hurley, N.J.: Churn prediction in mobile
telecommunications. In: Proceedings of the 22nd Irish Conference on Artificial In-
telligence and Cognitive Science (2011)

7. Quercia, D., Bodaghi, M., Crowcroft, J.: Loosing friends on facebook. In: Proceed-
ings of the 3rd Annual ACM Web Science Conference, pp. 251-254 (2012)

8. Rowe, M.: Mining user lifecycles from online community platforms and their appli-
cation to churn prediction. In: 2013 IEEE 13th International Conference on Data
Mining (ICDM), pp. 637-646. IEEE (2013)

9. Zhang, X., Liu, Z., Yang, X., Shi, W., Wang, Q.: Predicting customer churn by inte-
grating the effect of the customer contact network. In: 2010 IEEE International Confer-
ence on Service Operations and Logistics and Informatics (SOLI), pp. 392-397. IEEE
(2010)

A Appendix: Model Tuning Results

Table 3. Tuned hyperparameters for the various proposed models as A, n pairs

SGD D-SGD
Platform  Fidelity Single-N Dual-A  Single-N'  Dual-N
Facebook 5 01,001 01,000 107°,0.1 0.1,0.01

10 0.1,0.01 107%,0.01 0.01,0.1 107°,0.01
20 0.1,0.01 0.001,0.1 0.1,0.1  0.01,0.1
Sap 5 0.1,0.001 107°,0.01 107%,0.01 0.01,0.01
10 0.1,0.01 0.1,0.01 0.001,0.1 0.01,0.1
20 0.1,0.01 0.1,0.01 0.001,0.1 0.001,0.1
ServerFault 5 107%,0.01 0.1,0.01 0.01,0.1 0.1,0.01
10 0.1,0.1 0.01,0.01 0.001,0.1 0.01,0.1
20 107%,0.1 0.01,0.01 107°,0.1 0.01,0.1
Boards.ie 5 107%,0.001 0.1,0.001 0.001,0.1 0.1,0.001
10 0.1,0.1 0.01,0.001 0.001,0.1 0.001,0.001
20 0.1,0.1 0.1,0.01 0.1,107% 107°,0.1
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Abstract. Nowadays Open-Source Software is developed mostly by de-
centralized teams of developers cooperating on-line. GitHub portal is an
online social network that supports development of software by virtual
teams of programmers. Since there is no central mechanism that governs
the process of team formation, it is interesting to investigate if there are
any significant correlations between project quality and the character-
istics of the team members. However, for such analysis to be possible,
we need good metrics of a project quality. This paper develops two such
metrics, first one reflecting project’s popularity, and the second one - the
quality of support offered by team members to users. The first metric
is based on the number of ‘stars’ a project is given by other GitHub
members, the second is obtained using survival analysis techniques ap-
plied to issues reported on the project by its users. After developing the
metrics we have gathered characteristics of several GitHub projects and
analyzed their influence on the project quality using statistical regression
techniques.

Keywords: OSS, online collaboration, performance metrics, survival
analysis.

1 Introduction

Very often Open-Source Software (0OSS) is developed by decentralized teams of
programmers, who cooperate globally using web-based source code repositories.
There are several features typically associated with such Collaborative Innova-
tion Networks (COINs): (a) voluntary work; (b) low organizational costs; (c)
meritocracy. In recent years COINs have proved their ability to produce high
quality software. Leading example of such network is the GitHub website, an
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© Springer International Publishing Switzerland 2014
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online social network that supports development of software by virtual teams of
programmers. Every GitHub user can create his/her own repository and work on
it with other registered users. They may also join projects created by somebody
else and make their own contributions there. GitHub has no recommendation
system for developers, which would support their decisions on how to contribute
effectively from a scratch. Every GitHub user makes his/her own decision on how
to manage their personal time and professional skills - that is the reason why the
process of team formation on GitHub is decentralized and might be considered
as self-organizing. In other words, there is no central mechanism governing the
formation of OSS teams.

It sheds light on the puzzling fact that even though open source software (OSS)
constitutes public good, it is being developed for free by highly qualified, young,
motivated individuals, and evolves at a rapid pace. We show that when OSS
development is understood as the private provision of public good, these features
emerge quite naturally. We adapt a dynamic private provision of public goods
model to reflect key aspects of the OSS phenomenon, such as play value or homo
ludens payoff, user-programmers’ and gift culture benefits. Such intrinsic motives
feature extensively in the wider OSS literature and contribute new insights to
the economic analysis

1.1 Problem Definition

Foregoing facts awaken our interest in investigating if there are any significant
correlations between project quality and characteristics of the team members.
We consider project quality as consisting of two aspects: one is the number of
stars that any project might receive from GitHub users, and the second one is
the response of project team to issues reported for a given repository. In case
of the first indicator, we believe that community reaction to the project is a
proper measure of its quality. Any GitHub user is able to gratitude a chosen
projects with a star — it shows his admiration and positive attitude towards
chosen repository.

It is very important for every kind of software to have a good support - that
is a team of people, who are able to respond, in case when the community of
users reports some bugs and feature requests. Considering any piece of software,
bugs constitutes an almost inevitable part of its lifetime — even alpha and beta
tests are not able to rule out all possible problems with the software. Moreover,
community of users is the best source of information about the performance
of solutions that have been implemented and about the lack of some features,
which might significantly improve usability of the created system. Open-Source
Software developed on GitHub by COINs is no exception here — it also needs
maintenance of issues reported by community of users.

Github platform has a distinct functionality for reporting issues on a project:
it allows GitHub users to report such things as bugs, feature requests or enhance-
ments to the team of developers. The categories of all possible issues might be
defined by the owner of the repository. For each repository from GitHub we have
a record of its issues survival - data about moment when a particular issue had
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been opened, and eventually when it was closed. The analysis of survival of those
issues gives us insights about typical life duration of issues in different kinds of
GitHub projects.

We believe that issue survival is one of the indicators of GitHub team quality.
Our assumption is, that well organized and motivated teams tend to maintain
and swiftly close issues associated with their repositories, and measuring the
time of issue closure, together with other predictor variables describing GitHub
repositories, is a good metric of quality for the team maintaining a given repos-
itory.

We have also gathered several characteristics of GitHub projects and analyzed
their influence on project popularity and the quality of support offered to users.
Several interesting conclusions were made, for example, it is better to attract
focused active developers to the project than to attract popular members.

2 Related Work

Questions concerning the problem of quality in Open-Source Software (OSS) and
COIN's has been investigated by several researchers. A generic review of the em-
pirical research on Free/Libre and Open-Source Software (FLOSS) development
and assessment of the state of the literature might be found in ACM article by
Crowston et.al. (2008) “Free/Libre Open-source Software Development: What
We Know and What We Do Not Know”.[2]. In publication “Software Product
Quality Models” by Ferenc et.al. (2014) authors provide a brief overview about
the history of software product quality measurement, focusing on software main-
tainability, and the existing approaches and high-level models for characterizing
software product quality. Based on objective aspects, the implementations of the
most popular software maintainability models are compared and evaluated. This
paper also presents the result of comparing the features and stability of the tools
and the different models on a large number of open-source Java projects.[5] How-
ever, we have not found many papers that directly investigate relations between
projects issues survival and its quality.

A solid understanding of online collaboration is provided by research on
wikiteams. Wikipedia is a laboratory for open, virtual teamwork.[17] It is also a
community similar to GitHub, because collaboration manifests through a swarm
creativity which is a part of COIN model. Scholars Hupa et.al. (2010) enhance
expert matchmaking and recommender systems with multidimensional social
networks (MDSN).[8] According to them, dimensions of: trust, acquaintance and
knowledge store information about the social context of an individual, as well
as team’s social capital, intra-group trust and skill difference. Social network is
based on the entire Wikipedia edit history, and therefore is a summary of all
recorded author interactions.[18] Using information from these dimensions they
define a criteria that predict team performance.[8] A dimension of distrust is
added to model because of its beneficial behaviour to teams quality.[19]

Rahmani, Khazanchi (2010) published “A Study on Defect Density of Open
Source Software”, where they present an empirical study of the relationship be-
tween defect density and download number, software size and developer number
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as three popular repository metrics. Contrary to theoretical expectations, their
regression analysis discovered no significant relationship between defect density
and number of downloads in OSS projects. Yet, researcher find that the num-
ber of developers and software project size together present some promise in
explaining defect density of OSS projects. They plan to explore other potential
predictors for defect density in OSS projects, together with the use of non-linear
regression to explain the trends in defect density associated with OSS project.[16]

Michlmayr, Senyard (2006) in their paper “A Statistical Analysis of Defects in
Debian and Strategies for Improving Quality in Free Software Projects” analyse
7000 tickets from the Debian issue tracking system. This data accumulated dur-
ing over 2.5 years allowed them to make conclusions regarding a high-maturity
project through analysing their issues closure. Scholars found that the number of
issues is increasing together with the decrease in a defect removal rate. Scientist
found that frequent releases lead to shorter defect removal times and possibly
to more user feedback. Secondly, they argued that a close interaction with the
upstream authors of free software is beneficial, and upstream authors gain from
wide testing and more user feedback. Finally, working in groups increases the
reliability of volunteer maintainers and leads to shorter defect removal times.[13]

Related to our approach is work by Fischer et.al. (2003) “Analyzing and
relating bug report data for feature tracking””, where bug reports tracks were
used to investigate software evolution. Authors method has been validated us-
ing the large open source software project of Mozilla and its bug reporting
system Bugzilla. Their approach uncovers hidden relationships between features
via problem report analysis and presents them in easy to evaluate visual form.[6]

As one can observe, there is a lot of research concerning quality in Open-Source
Software, and their number happens to grow after the success of the SourceForge
and GitHub portal. Internet databanks, which aggregate data from different web-
based online source repositories, make for the analysis of Open-Source Software
easier and wider. Researchers Farah et.al. (2014) published work titled “Open-
Hub: A scalable architecture for the analysis of software quality attributes” where
they analyze 140,000 Python repositories under quality attributes - performance,
testability, usability, maintainability. Scientists merged information on Python
repositories collected from GitHub with metrics generated by OpenHub (for-
merly Ohloh) - an internet aggregator for OSS repositories.[4]

Interesting analysis of activity fade-out in OSS projects are presented in “Is
it all lost? A study of inactive open source projects” by Khondhu et.al. (2013).
Researchers quote an informal rule, according to which “when developers lose
interest in their project, their last duty is to hand it off to a competent successor”.
However, mechanism of such hand-off is not widely known among OSS users.
Paper goal is to differentiate projects that had maintainability issues from those
that were inactive for other reasons.[11]

A discussion about central management vs. OSS is covered in book by O’Reilly
Media “Making Software: What Really Works, and Why We Believe It”.[15]
Mahony, Ferraro (2007) prove that successful communities structure their work
and that good communities and teams are self-governing.[14] There also have



84 0. Jarczyk et al.

been attempts to support programmers work, by recommendation engines. In
paper from Zimmermann et.al. (2014) “Mining version histories to guide soft-
ware changes” data mining has been applied to version histories, in order to
guide programmers along the related changes. Their system prototype called
ROSE was able to correctly predict 26% of further files to be changed—and 15%
of the precise functions or variables.[20]

In work of Kalliamvakou et.al. (2014) researchers indicate that, although
GitHub is a rich source of data, there are also potential perils that should be
taken into consideration. Among other things they show that the majority of the
projects on GitHub are personal and inactive. According to their research two
thirds of projects (71.6% of repositories) are personal — the number of commit-
ters per project is very skewed: 67% of projects have only one committer, 87%
have two or less, and 93% three or less. This findings shows that most of the
users do not use GitHub for collaboration on projects. However, in our studies
we have been focused on most popular repositories, which eliminates one-person
projects[10].

Finally, different case studies of chosen GitHub repositories reveal even more
interesting conclusions. In paper “Social coding in GitHub: transparency and col-
laboration in an open software repository” by Dabbish et.al. (2012) a series of
in-depth interviews with central and peripheral GitHub users was performed.
Authors claim that people make a surprisingly rich set of social inferences from
the networked activity information in GitHub, such as inferring someone else’s
technical goals and vision when they edit code, or guessing which of several simi-
lar projects has the best chance of thriving in the long term. It is suggested that
users combine these inferences into effective strategies for coordinating work,
advancing technical skills and managing their reputation.[3] Another series of
interviews with GitHub developers reader might be found in “Performance and
participation in open source software on GitHub” McDonald et.al. (2013). Au-
thors conducted qualitative, research with lead and core developers on three
successful projects on GitHub. They aim was to understand how OSS commu-
nities on GitHub measure success. Two main findings were reported: first, lead
and core members of the projects display a nuanced understanding of community
participation in their assessment of success; second, they attribute increased par-
ticipation on their projects to the features and usability provided by GitHub.[12]

3 Dataset

3.1 Predictor Variables

We now describe the dataset containing representative GitHub projects used
in this paper. We used Google BigQuery online tool to create a list of GitHub
repositories (or ‘repos’ for short), sorted descending by their highest peak in
trend (received attention from Internet users) during a month. We define trend
by the biggest increase in popularity during a month. Popularity of a repository
is measured by its number of stars (number of ‘stargazers’). We analysed mature
repositories existing for at least two years. There are together 164418 GitHub
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repositories on the list. This list simply consists of repositories, but lacks infor-
mation on their team members (contributors and collaborators). From this big
set of repositories we selected 2000 of them with the highest increase in popu-
larity during a month. In this way we avoid taking into consideration projects
which are personal or inactive — inactive repositories were one of the main perils
of GitHub data described in Kalliamvakou et.al. (2014)[10].

Each record in our dataset has 12 columns, which are: ’repository owner’,
‘repository url’, 'repository name’, 'biggest increase in popularity’, ‘repository
description’, ’is a fork’, 'wiki enabled’, 'when pushed at’, 'master branch’, 'issues
enabled’, "downloads enabled’, 'repository creation date’. Additionally, we also
have information on below values on any moment of time during the repository
existence: 'number of stars’, 'number of forks’, 'number of pushes’, ’how many
issues open/closed etc.

Next step is to receive information on developers in those entry
teams, which we call x-axis attributes for a repository. For this pur-
pose, we use GitHub API to parse missing information. For the mentioned
2000 repositories we downloaded through a script (available freely here:
https://github.com/wikiteams/supra-repos-x) below additional informa-
tion on a developer: 'developer username (login)’, ’developer name’, ’developer
followers count’, 'developer following count’, ’developer company’, 'number of re-
pos developer contributed to’, 'number of repos he owns’, ’date when developer
registered’, 'developer location’, ’is developer hireable’, ’is developer working
during business hours’, 'developer typical working period’, ’gists count’, ’pri-
vate repos count’. Also, more properties for a repository (y-axis) are down-
loaded: ’'repository default branch’, ’opened issues count’, ‘repository organiza-
tion’, 'repository language (main technology)’.

Good source of general developer activity on GitHub is a data source called
OSRC report card, from where we download aggregated data regarding the user
activity time. We calculate two additional attributes. Firstly, we want to check
whether the developer contributes mostly during working hours (between 9 and
17 o’clock) in his local time, or he is an active GitHub user but committing
beyond this period of time. Secondly, we calculate a working period (in hours)
for this developer. We define a working period as a sum of hours in the biggest
rectangle drawn on the daily activity histogram.

3.2 Repositories Issues

Any change in an Issue is recorded in a databank called GitHub Archive (in
short - "GHA”). It is a third party project to record the public GitHub timeline
and make it easily accessible for further analysis. In GHA, every time when
some issue is opened, closed or reopened, 'IssuesEvent’ is stored to a database.
Firstly, we downloaded all data collected in year 2013 from the GitHub Archive.
Secondly, we selected IssuesEvents to create a history of issue creation on all
GitHub repositories during that year. IssuesEvent is triggered whenever an issue
is created, closed or reopened, and the GHA collects those events.
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Data was merged into full information record on each single issue. It contained
opening and closing date of the issue and a calculated difference: the time span.
Once created, the issue in a GitHub repository cannot be deleted, it can be only
closed. Finally, we used the GitHub API to query for issue labels, which GHA
didn’t provide.

We managed to create a dataset of issues with following attributes: repository
owner (a person or organization who manages the code repository as a privileged
user), repository url (an 1-1 identifying repository key, a web address which
allows to view the repository in a browser), repository name, issue number,
issue status (opened or closed), ’opened at’ (when was the issue created), ’closed
at’ (when was the issue last time resolved), difference in minutes (also hours and
days, difference between fields ’opened at’ and ’closed at’).

3.3 Data Preprocessing

Since we are drawing conclusions on the whole projects, not individual devel-
opers, characteristics of project members had to be aggregated into single at-
tributes. Here we simply computed means of each attribute over all project
members. Such attributes are prefixed by ‘average.’” (alias ‘avg.’).

Many attributes exhibited highly skewed, power-law like distributions, which
are difficult to model with statistical methods. Logarithmic transformation z’ =
log,o(« + 10) has been applied to the following attributes to decrease the skew:

"forks count’, 'network count’, ’average.developer followers’,
"average.developer following’, 'average.developer contributions’

) )
"average.developer total public repos’, ’average.developers works period’,
‘average.public gists’, ’commits count’, ’branches count’, 'releases count’,
‘contributors count’.

4 Measures of Project’s Quality

In order to discover factors influencing project quality we need to be able to
precisely measure project quality. Unfortunately, the task is not easy, as there
are many possible criteria, which are not always easy neither to measure nor to
evaluate. In this chapter, we are going to introduce and describe two GitHub
project quality metrics, based on project popularity and the quality of user
support offered by team members.

4.1 Attractiveness and Popularity — Stargazers

The first metric we analyze is the number of stars the project has, i.e. how
many times it has been endorsed by members of the GitHub community. For
each project, we gathered the number of stargazers - users who starred a given
project.

Since the stargazers count follows a power-law distribution (it means there
are lots of projects with few stars and a few projects with a very large number
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of stars), it is not suitable for e.g. regression analysis. We applied logarithmic
transformation 2’ = log;(« 4 10) before using it as a metric of project quality.
The resulting quantity has a well behaved distribution as can be seen on its
histogram shown in Figure no. 1. The offset 10 is provided to avoid taking
logarithms of zero and to reduce skew for small values.

400-

count
log log stargazers_count
%
8

3
4
log1o(10+ stargazers_count) log contributors_count

Fig. 1. Left - histogram of the number of stargazers for different project. Right -
dependence of the number of stargazers on the number of contributors to a project.

The metric may than be used to analyze the factors influencing project quality.
As an example of the type of analysis for which it can be used we show the
dependence of the metric on the logarithm of the number of contributors to the
project, see the right part of Figure no. 1.

The red line shows the linear regression fit and the blue line a nonlinear LOESS
regression fit [1]. Clearly, the larger the number of contributors is, the larger the
number of stars. This by itself is not surprising; however, what is interesting is
that the number of stars grows exponentially with the number of contributors.
Indeed, the nonlinear fit is almost identical to the linear one (recall that we use
a double logarithm of the number of stars). It is not yet clear to us whether
it is the project’s popularity that attracts contributors or, vice-versa, the large
number of contributors results in good and, consequently, popular projects.

4.2 Quality of Support — Survival of Issues

We now describe the second metric of a project quality introduced in this paper.
It is based on the time it takes the project team members to close issues related
to the project. From now on, we will use the tools of survival analysis.
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Survival analysis focuses typically on times to a given event — it might be loss
of some user, customer migration, or death in case of biological research. One
of the typical questions, which survival analysis attempts to answer, is: what
is the proportion of a population which survived a certain amount of time? Of
course in case of GitHub issues our question is - what proportion of issues was
not closed before some particular point in time.

A key aspect of survival analysis [9] is censoring - if an issue was opened just
a month ago, at the current time point we do not know, whether it will be closed
within a year or not. In order to handle censoring in a statistically proper way
we use the Kaplan-Meier estimates of survival time for issues of a given project.
The left part of Figure no. 2 shows the survival curve for issues of an example
project. It can be seen that a certain percentage of issues is closed very rapidly,
indicating active support of users by the project’s team. However, older issues
are often not closed at all. In total, about 50% of issues is not being addressed,
suggesting that there is a high chance, that user problems will not be resolved.
The ‘4’ marks on the curve indicate the age of issues opened recently, which
have not yet been closed and have not reached the maximum time displayed on
the z axis. The right part of the figure shows the combined survival curve for
issues of all analyzed GitHub projects. It can be seen that the response times
are usually fast, but many issues have not been addressed at all.

survival probability
survival probability

T T T T T T T T
0 100 200 300 400 0 100 200 300 400

time [days] time [days]

Fig. 2. Survival curves for issues of the GateOne project and for all projects combined

In order to facilitate the assessment of project quality, we devised summary
metric for survival curves. To this end, we computed survival probabilities for
issues after 1, 2, 3, 7, 30, 100, and 365 days. Performing the PCA (Principal
Components Analysis on those probabilities revealed that just two components
are enough to explain 96% of the variance of the seven probabilities. Further,
the first component describes (roughly) the average of the percentages of bugs
closed after different amounts of time, and the second one differentiates the
probabilities of issues being closed rapidly, in a matter of days.
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Consequently, we decided to summarize the survival curve for each project
with just two numbers: the percentage of issues closed after 3 and 365 days. It
turned out that those two numbers explain about 94% of the total variability of
the seven issue survival probabilities—almost the same as the first two principal
components—while being much easier to understand.

To summarize, we have provided the concise metric of GitHub project quality
based on the time needed to respond to the issues. The metric is based on two
numbers measuring how quickly the user may expect a response and what are
the chances that his or her issue will be eventually resolved.

5 What Makes a Good GitHub Project?

In this section we are going to analyze how different characteristics of a project
and its developers influence the two aspects of its project quality.

5.1 What Affects the Project Popularity?

We have conducted a regression analysis to discover factors influencing project
popularity. Since the programming language specified for the project is a cat-
egorical attribute with many (55) values, we decided to exclude it from the
initial analysis and analyze it separately in the next chapter (no. 5.2). Only the
information whether the project’s language was specified is included.

Application of linear regression resulted in a model with a very high multiple
R? coefficient of 0.779. In other words, almost 80% of the variability of projects
popularity (after the logarithmic transform) is explained by project features.
The most significant variable in the model was forks count - the number of
times the fork of this project was created. The number of forks reflects general
amount of activity in the project, so it is a logical conclusion, that active projects
are more popular. Few other attributes turned out to be highly correlated with
the number of forks and they also reflect general amount of project activity
and a project size. Those attributes are commit count, contributor count, re-
leases count, branches count and network count. Another pair of mutually cor-
related attributes, repo.updated at and repo.pushed at, also reflects the amount
of activity in the project.

Unfortunately, those correlations are of little practical use, since project ac-
tivity is likely an effect of its popularity (developers are more likely to fork a
project, if it is well known and attractive), not necessarily its cause, at least
not the primary one. Those attributes have thus been removed from the dataset
before further analysis.

A new regression model was built on the reduced dataset. Variables with sta-
tistically significance (p-value below 0.05) coefficients are shown in Table no. 1.
The first column gives us the attribute’s name, the second its coefficient in the
regression model, and the third one is the p-value indicating statistical signifi-
cance of the coefficient. Higher values of coefficients mean that a given quantity
has a positive influence on project’s popularity. Since the number of stars has
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been logarithmized, the coefficients should be interpreted multiplicatively. For
example, the coefficient for repository creation time, —0.144 means that an in-
crease in creation time by one year corresponds to the number of stars increasing
1079144 = (.72 times (in fact decreasing).

It can be seen, that the most significant attribute is project creation time.
The coefficient is negative, so projects created later have, in general, less stars.
This is obvious since, the stars accumulate over time giving older projects a
natural advantage. A similar attribute is the average time at which developer
accounts were created. Surprisingly this time the relation is opposite, having
newer developers in the project is positively correlated with its popularity. This
phenomenon can probably be explained by the fact that programmers may join
Github in order to contribute to attractive projects.

Another observation is, that forks of other projects are in general much less
popular. This is plausible since forks can be created very easily on Github and
are often used as a part of the development process, not necessarily constituting
separate projects. The language of the project being specified is correlated with
popularity (see a dedicated section below for a discussion).

Another significant attribute is whether the project is owned by an organiza-
tion. Projects owned by companies and other organizations are in general more
popular.

Another two significant attributes: the average number of followers of devel-
opers in the project and the average number of developers/projects followed by
them can be seen as an approximation of social relations of project members.
Actually, it turns out that project whose developers follow many others are in
general more popular. Surprisingly the effect for developers being followed by
many others (i.e. having popular developers in the project) is much weaker. This
discovery results in a practical advice for projects: finding developers engaged
in the community is good for the project popularity and can be measured by a
simple proxy quantity.

Another two related attributes are the average number of repositories owned
by project members and the total amount of their contributions (including other
projects). The coefficients here are negative offering another practical advice to
project managers: try getting people who will be able to concentrate on your
project without spreading attention on too many other projects.

5.2 Programming Language

We will now analyse how the project’s programming language is related to its
popularity. To discover this, we have built a regression model based on just one
attribute, repository language. As previously mentioned, there are 54 program-
ming languages used in the analyzed projects, plus an extra value for no language
specified.

It turns out that the programming language has little effect on the projects
popularity, with a few exceptions - significant influence was observed for only
4 cases. The most significant effect was that projects written in Common Lisp are
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Table 1. Regression model

attribute coefficient p-value
repo.created at —0.144 p<20-10716
is fork —0.272 p=22-10"°
language.specified 0.290 p=288-10"7
organization.specified 0.163 p=50-10"12
average.developer followers 0.057 p =0.029
average.developer following 0.174 p = 0.002
average.developer contributions —0.094 p = 0.009
average.developer created at 0.120 p=28-10""
average.developer total public repos —0.163 p=0.042
average.developers works period 0.108 p=53-10"6
Observations 1755

R? 0.203

less popular. The coefficient was —0.702, significant with p-value of 2.3 - 1073,
After taking into account the log-transformation of the number of stars, this
roughly translates to those projects having 5 times less stars than similar projects
written in other languages. The probable explanation is that Common Lisp is
an old technology, nowadays used only by a small fraction of developers for very
specialized purposes.

Another significant fact was that projects that did not specify the program-
ming language were also significantly less popular. An inspection revealed that
many of those projects include color themes, documentation etc. which may not
be very popular among users. Moreover, GitHub assigns project language auto-
matically, based on file contents, so projects with no particular files are assigned
to this category.

On the contrary, projects based on CSS styles were more likely to be popular,
probably due to the growing popularity of web-based technologies.

5.3 What Affects the Quality of a Support?

We now move on to the analysis of the quality of projects from a short and long
term support. Since the survival probabilities are not normally distributed, we
have used binomial regression (a variant of logistic regression) to model it. Each
data record has a number of trials n and a number of successes n; assigned.
A generalized linear model is then built, which predicts the probability of suc-
cess p, assuming that nq follows, in each record, the binomial distribution with
parameters n and p (for more details, see Hosmer, Lemeshow book [7]). In our
case n corresponds to the total number of project’s issues, p to the estimated
probability of bug survival. We set the ny to

ny =n-p,t € {3,365}
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where p; is the Kaplan-Meier estimate of the fraction of surviving issues defined
in the previous section. Hence, that n; needs to have non-integer values - how-
ever, this is not a problem for the implementation of logistic regression available
in the R statistical package.

We begin by analyzing the influence of attributes related to project size and
general activity. For both - short term (3 days bug survival) and long term (365
days bug survival) support - the most important attribute is the number of
branches, which is negatively correlated with bug survival. This means that a
large number of branches has a positive influence on the project. Since a typical
git workflow for fixing a bug involves creating a branch, making the changes and
merging the branch back, this correlation is logical.

Unfortunately, the number of branches is correlated with general project ac-
tivity and thus, as was the case with project popularity, we removed this and
correlated attributes before further analysis. Those attributes are commit count,
contributor count, releases count, branches count and network count. Another
pair of mutually correlated attributes, repo.updated at and repo.pushed at.

The model was then rebuilt. Table no. 2 shows the significant regression coef-
ficients for both short and long term bug survival. Note that negative values of
the coeflicients are desired here as they translate to lower numbers of surviving
bugs.

Table 2. Regression coefficients for short and long term bug survival

3 day bug survival

attribute coefficient p-value
repo.created at —0.014 p = 0.049
is fork —0.926 p=0.017
has downloads —0.055 p = 0.021
average.developer following 2.158 p = 0.002
average.developer contributions 1.787 p<20-1071°
average.developer hireable —1.598 p=>57-10"7
average.developer total public repos 0.235 p = 0.009
average.developers works period 0.314 p = 0.004
365 day bug survival
attribute coefficient p-value
organization.specified 0.079 p = 0.005
average.dev name given —0.182 p=0.031
average.developer following —1.194 p = 0.001
average.developer contributions 1.337 p<20-1071
average.developer hireable 2.317 p = 0.002
average.developer works during bd 0.329 p = 0.029
average.public gists 0.391 p = 0.022

Let us now comment on the significant attributes. First of all, it can be seen
that having developers making many contributions (including other projects)
and owning many repositories negatively influences the number of bugs fixed.



GitHub Projects. Quality Analysis of Open-Source Software 93

The same advice can be offered as in the case of project popularity - try getting
into the project focused developers who will concentrate all their efforts on it.

The number of projects/developers followed by team members is again an
important factor. However, surprisingly, it has a positive effect only on fixing
bugs in long term, not on ‘rapid response’ to user issues. This issue needs to be
investigated further.

The effect of projects being run by employed developers (attributes ‘organiza-
tion.specified’ and ‘average.developer works during bd’) is significantly negative
towards addressing longstanding bugs. The probable reason is that organizations
are unwilling to commit resources to fixing user issues and prefer to concentrate
on aspects of the project which are important to them.

6 Conclusions and Future Research

Our paper presented two measures of quality for GitHub Open-Source Software
projects. One is based on a project popularity, the other one is based on how
fast the project’s team solves issues reported by users. We have also collected
several attributes describing projects and their developers and analyzed their
influence on those quality measures. Together, it resulted in making several in-
teresting discoveries. For example, it is better for a software project to have
focused developers involved in the community rather than having in the team
popular, often followed developers. Future work will focus on detailed studies of
what aspects of a team collaboration affect a project quality.
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Abstract. Building taxonomies for Web content manually is costly and time-
consuming. An alternative is to allow users to create folksonomies: collective
social classifications. However, folksonomies have inconsistent structures and
their use for searching and browsing is limited. Approaches have been proposed
for acquiring implicit hierarchical structures from folksonomies, but these ap-
proaches suffer from the “generality-popularity” problem, in that they assume
that popularity is a proxy for generality (that high level taxonomic terms will
occur more often than low level ones). In this paper we test this assumption,
and propose an improved approach (based on the Heymann-Benz algorithm) for
tackling this problem by direction checking relations against a corpus of text.
Our results show that popularity works as a proxy for generality in at most 77%
of cases, but that this can be improved to 81% using our approach. This im-
provement will translate to higher quality tag hierarchy structures.

Keywords: Folksonomies, Taxonomies, Collective Intelligence, Social Infor-
mation Processing, Social Metadata, Tag similarities.

1 Introduction

The transition from the Document Web, where content is produced mainly by the
owners of websites, to the Social Web where users are not only information consum-
ers but also content contributors, means that web content today is huge and constantly
growing. Building and maintaining taxonomies for organizing such content manually
by experts is costly and time-consuming. Consequently, an alternative approach is to
allow users to contribute by tagging, this is a process that allows individuals to freely
assign tags, descriptive metadata, to a web object or resource, producing a folksono-
my (a set of user, tag, resource triples) as a result of that process [1].

Collaborative tagging is one of the most successful examples of the power of Collec-
tive Intelligence (CI) [2] for constructing and organizing knowledge in the Web. It
has become a key part on most online portals, such as Delicious, Blogger, Flickr,
Twitter and Facebook.

In recent years, folksonomies have emerged as an alternative to traditional classifi-
cations of organizing information [3,4]. They benefit from the power of collective
intelligence to offer an easier (in terms of time, effort and cognitive costs) approach to
organizing web resources [5]. However, they share the inconsistent structure problem
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that is inherited from uncontrolled vocabularies, which causes many problems such as
ambiguity, homonymy, synonymy, and basic level variation [6,7]. Consequently,
many researchers have been working on approaches for acquiring latent hierarchical
structures from folksonomies and constructing tag hierarchies [8,9,10]. Constructing
tag hierarchies from folksonomies can be useful in different tasks, for example:

¢ Improving Content Retrieval: Although folksonomies have become a very popu-
lar method to describe web contents due to their simplicity of use [5], the lack of
structure in folksonomies makes content retrieval tasks, like searching, subscrip-
tion and exploration, limited [11,12]; they tend to have low recall performance and
do not support efficient query refinement [13]. Tag hierarchies, therefore, can im-
prove content retrieval tasks by making the relations between tags explicit [14,15].
In addition, Morrison found that searches conducted with tag hierarchies achieved
better results than those conducted with search engines [16].

¢ Building Lightweight Ontologies: Ontology is the backbone of the semantic web
[17], and an important knowledge structure for improving the organization, retriev-
al and management of heterogeneous content and widespread understanding of a
specific domain. However, building and maintaining ontologies is so costly and
time-consuming that it obstructs the progress of the Semantic Web development
[18]. The large number of folksonomies offers a promising way to build tag hierar-
chies and then to construct lightweight ontologies. For instance, Mika provides a
model of semantic and social networks for building lightweight ontologies from
Delicious [19]. Also, Schmitz proposes subsumption-based model for constructing
ontology from Flickr [13].

¢ Enriching Knowledge Bases: Since users constantly and freely tag new web con-
tents, the tag hierarchies are up-to-date and hence can be used to update existing
knowledge bases or enlarge their scope. For example, Kiu and Tsui present Tax-
oFolk, an algorithm that uses tag hierarchies for enriching existing taxonomies by
unsupervised data mining techniques and augmented heuristics [20]. Furthermore,
Zheng et al. propose an approach for enriching WordNet with tag hierarchies that
extracted from Delicious [21]. Also, Van Damme et al. offer a comprehensive me-
thod for building and maintaining ontologies from tag hierarchies alongside some
online resources [22].

However, current approaches to automatic tag hierarchy construction come with
limitations [12] and [23], one of the most significant of which is the “generality-
popularity” problem. This arises from the tendency of hierarchy construction algo-
rithms to use popularity as a proxy for generality (this is explained further in Section
2.4). For example, if users tend to tag a picture of London attractions with “London”
much more than “UK”, then “London” will have higher popularity and thus be placed
in a more general position than “UK” despite the fact that the relation makes more
sense semantically if “UK” is the more general term. In this research, we present an
experiment to quantify the extent of the “generality-popularity” problem, and com-
bine and extend prior research in tag hierarchy building and lexico-syntactic patterns
to propose an improved approach to building tag hierarchy that tackles this problem.
Our approach works by correcting the taxonomic direction between popular and more
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general tags by using Hearst’s lexico-syntactic patterns [24] that are commonly used
for acquiring taxonomic relations from large text corpora [25].

2 Related Work

2.1 Learning Concept Hierarchy from Text

The origins of automatic acquisition of latent hierarchical structures from unstruc-
tured content can be found in approaches to learning lexical relations from free text.
These approaches can be seen in two directions: approaches that exploit clustering
techniques based on Harris’ distributional hypothesis [26], e.g. [25] and [27]; or ap-
proaches that use lexico-syntactic patterns to acquire a certain semantic relation in
texts, e.g. “is-a” or “such-as” relationship, e.g. [24] and [28]. Many of the latter direc-
tion of the approaches have focused on a key insight first expressed by Hearst in [24],
that certain lexico-syntactic patterns (Table 1) can acquire a particular semantic rela-
tionship (hyponym/hypernym relationship) between terms in large text corpora [29].

Table 1. Hearst’s lexico-syntactic patterns for detecting hyponym/hypernym relations

No  Pattern Example

1 Psuchas {C;, C; ..., (and | or)} C, European countries such as Eng-
land and Spain.

2 Such P as {C;,} * {(or land)} C, . works by such authors as Her-
rick, Goldsmith, and Shakespeare.

3 C; {,C,} *{,} {(or | and)} other P . apple, orange, banana or other
fruits.

4 P {,} including {C},} * {or land} C, .. all common-law countries,

including Canada and England.

5 P {,} especially {C},} * {or | and} C, . most European countries, es-
pecially England, Spain, and

France.

Lexico-syntactic patterns can capture different semantic relations, though hy-
ponym/hypernym relationship seems to produce the most accurate results, even with
no pre-encoded knowledge. Additionally, they occur frequently in texts and across
their genre boundaries [24] and [30].

2.2 Learning Tag Hierarchy from Folksonomies

Recently there have been several promising approaches proposed for learning tag
hierarchies from folksonomies. These approaches can be seen in three directions
based on using: clustering techniques, relevant knowledge resources or a hybrid of
both to infer semantics from folksonomies.
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Clustering Techniques Based Approaches. Clustering techniques are mostly based
on agglomerative, bottom-up, approaches. First pair-wise tag similarities are com-
puted and then divided into groups based on these similarities. After that, pair-wise
group similarities are computed and then merged as one until all tags are in the same
group [31].

Heymann and Garcia-Molinay [8] introduce an extensible greedy algorithm that
automatically constructs tag hierarchies from folksonomies, extracted from Delicious
and CiteULike. They use graph centrality [32] in the tag-tag co-occurrence network to
identify the generality order of the tags. Their algorithm hypothesis is that the tag with
the highest centrality is the most general tag thus it should be added to the tag hie-
rarchy before others. Benz et al. [10] present an extension of Heymann's algorithm by
applying tag co-occurrence as the similarity measure and the degree centrality as the
generality measure. They tested their algorithm with the dataset gathered from Deli-
cious and succeed to produce clearer and more balanced tag hierarchies compared to
the original algorithm.

C. Schmitz et al.[33] and P. Schmitz [13] used statistical models of tag subsump-
tion for constructing tag hierarchies. C. Schmitz et al used the theory of association
rule mining to analyze and structure folksonomies from Delicious. P. Schmitz adapted
the work of [34] to introduce a subsumption-based model for building tag hierarchy
from Flickr. Schwarzkopf et al. [35] extend the two algorithms in [8] and [33] by
taking into account the tag context.

Mika[19] presents a graph-based model for constructing two tag hierarchies from
folksonomies, extracted from Delicious, using statistical techniques. The first tag
hierarchy is based on the overlapping set of user-tag networks, whereas the second is
based on the overlapping set of object-tag networks. Hamasaki et al. [36] extended the
work of Mika while considering the user-user relationship. In particular, the first tag
hierarchy is modified by considering tagging information of the user’s neighbors.

Solskinnsbakk and Gulla [9] constructed tag hierarchies from folksonomies ex-
tracted from Delicious by using morpho-syntactic and semantic similarity measures.
Morpho-syntactic similarities are found by the Levenshtein distance, whereas the
Cosine similarity has been used to find the semantic similarity between tags. Plangpra-
sopchok et al. [37] adapted affinity propagation proposed by Frey & Dueck [38] to
build deeper and denser tag hierarchies from folksonomies. However, Strohmaier et al.
[4] have proved that generality-based approaches to learning tag hierarchy, with degree
centrality as generality measure and co-occurrence as similarity measure, e.g. [10]
have a superior performance compared to probabilistic models, e.g. [37].

Knowledge Resources Based Approaches. Several existing knowledge resources,
such as Wikipedia, WordNet and online ontologies, can be used to discover the mean-
ing of tags and their relationships.

Laniado et al. [15] use WordNet to disambiguate and structure tags from Delicious.
Angeletou et al. [39] present FLOR, an automatic approach for enriching folksono-
mies, extracted from Flickr, by linking them with related concepts in WordNet and
online ontologies, using the Watson semantic search engine. Cantador et al. [40] in-
troduce an approach that automatically maps tags, extracted from Delicious and
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Flickr, with Wikipedia concepts, and then associates those tags with domain ontolo-
gies. Similarly, Tesconi et al. [41] use Wikipedia as an intermediate representation
between tags, extracted from Delicious, and some semantic resources, namely:
YAGO and WordNet. Garcia et al. [42] propose an approach to automatically disam-
biguate polysemous, multiple related meanings, tags through linking them to DBpedia
entries.

Hybrid Approaches. Some approaches to learning tag hierarchies are based on the
combination of both previous directions, clustering techniques and knowledge re-
sources.

Specia and Motta [43] present a semi-automatic approach rely on clustering tech-
niques and using WordNet and Google to structure tags, extracted from Delicious and
Flickr. Giannakidou et al. [44] introduce a co-clustering approach for identifying the tag
semantics by clustering tags, from Flickr, and relevant concepts from a semantic re-
source, WordNet. Lin et al. [45] propose an approach based on data mining techniques
and WordNet concepts to discover the semantics in the tags and build tag hierarchies.

2.3  Limitations of Current Approaches

Although the approaches that based on lexico-syntactic patterns provide reasona-
ble precision, their recall is low [46]. In addition, they are not appropriate to use them
for acquiring semantic relations in tag collections since these collections tend to be
much more inconsistent than text collections [47]. Moreover, Strohmaier et al., in
their study of tag hierarchy building algorithms, show that the approaches tailored
towards collaborative tagging systems outperform the approaches based on traditional
hierarchical clustering techniques [4].

While several approaches based on clustering techniques have been offered so-
lutions to structure folksonomies, they come with limitations [12] and [23]. These
include the suffering from the “generality-popularity” problem. In practice a tag could
be used more frequently not because it is more general, but because it is more popular
among users. For instance, Plangprasopchok and Lerman [48] found, on Flickr, that
the number of photos tagged with “car” are ten times as many as that tagged with
“automobile”. By applying clustering techniques, the tag “car” is likely to have higher
centrality, and thus it will be perceived as more general than “automobile”.

Knowledge resources based approaches are developed to partially solve the limita-
tions of clustering techniques approaches. However, such resources are limited and they
can only deal with standard terms [12]. This limitation is due to the tags nature in which
they may contain spelling errors, abbreviations, idiosyncratic terms etc. Furthermore,
tags can be multi-lingual, which make these sources even harder to handle [23].

In this paper, we combine these approaches in order to benefit from the accuracy of
lexico-syntactic patterns, while maintaining the flexibility and scalability of clustering
techniques. We do this by using hyponym/hypernym patterns to check and correct the
direction of taxonomic tag pairs in a tag hierarchy generated via clustering, thus ad-
dressing the “generality-popularity” problem.
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3 Our Approach to Building High-Quality Tag Hierarchies

In previous work [49], we have shown that applying generality-based approaches to
folksonomies constructed of user provided tag pairs results in a better quality hierar-
chy than those constructed of user provided rags. However, asking users to provide
tag pairs rather than tags results in a poorer set of terms, and a less expressive hierar-
chy. This leads us to the insight of our new approach that if we could improve the
accuracy of directions in relations constructed between tags by a generality-based
approach, we would be able to improve the quality of the resulting tag hierarchy
structure and semantics without sacrificing richness.

It has been shown that generality-based approaches of tag hierarchy construction show
a superior performance compared to other approaches [4]. However, they suffer from
the “generality-popularity” problem. To tackle this problem, our proposed approach

Table 2. Pseudo-code for the proposed algorithm

Input: user-generated terms (tags)

QOutput: tag hierarchy

1. Filter the tags by an occurrence threshold occ.

2. Order the tags in descending order by generality (measured by degree cen-
trality in the tag—tag co-occurrence network).

3. Starting from the most general tag, as the root node, add all tags ti subse-
quently to an evolving tag hierarchy:

(a) Calculate the similarities (using the co-occurrence weights as similarity
measure) between the current tag ti and each tag currently present in the hi-
erarchy, and append the current tag ti underneath its most similar tag
tag_sim.

(b) If ti is very general (determined by a generality threshold min_gen) or
no sufficiently similar tag exists (determined by a similarity threshold
min_sim), append ti underneath the root node of the hierarchy.

(c) Check the taxonomic direction (ti —> its suggested hypernym; i.e.
tag_sim or the root) by using the proposed lexico-syntactic patterns, and
calculate p_occy; i.e. in total, how many (ti = its suggested hypernym),
with using the proposed patterns, found in Wikipedia.

(d) Check the taxonomic direction (ti € its suggested hypernym; i.e.
tag_sim or the root) by using the proposed lexico-syntactic patterns, and
calculate p_occs; i.e. in total, how many (ti € its suggested hypernym),
with using the proposed patterns, found in Wikipedia.

(e) Correct the taxonomic direction if needed based on p_occ; and p_occ;.

4. Apply a post-processing to the resulting hierarchy by re-inserting orphaned
tags underneath the root node in order to create a balanced representation.

The re-insertion is done based on step 3.




Improving on Popularity as a Proxy for Generality When Building Tag Hierarchies 101

extended a promising generality-based algorithm, based on [4], by using lexico-syntactic
patterns applied to a large text corpus specifically the text of English Wikipedia. The
patterns that our approach used are a combination of the well-known Hearst’s lexico-
syntactic patterns (Table 1) and other two other direct patterns:

e “CisaP”
e “CisanP”

While lexico-syntactic patterns suffer from low recall [46], our approach leverages
their reasonable precision to correct the taxonomic direction between popular and
more general tags before using them to build the tag hierarchy. The algorithm we
have used in our approach is an extension of Benz’s algorithm [10], which itself is an
extension of Heymann's algorithm [8]. Table 2 demonstrates the pseudo-code for the
proposed algorithm.

The algorithm is affected by several parameters, including: occurrence threshold
occ (the number of tag occurrences); similarity threshold min_sim (the number of tag
co-occurrences with another tag); generality threshold min_gen (the number of tag co-
occurrences with other tags); and patterns matching occurrences p_occ; and p_occ;.
Empirical experiments were performed to optimize these parameters.

4 Experimental Setup

To test the performance of our approach, we applied the original algorithm and our
proposed algorithm, using five common tag similarity measures and with different
similarity thresholds, to a large-scale folksonomy dataset collected from Delicious
(see Section 4.2), yielding 20 different tag hierarchies. The five common similarity
measures between Tag I and Tag 2 can be mathematically defined as follows:

Matching = |AnB| v
' _ 2|ANB|

Dice = [Al+]B] ?

Jaccard = % v
- _lanm

Overlap = min (| A, B]) ¥
_ _ _lansl

cosine = V]A|x|B]| ?

Where “A” is the set of the folksonomies that contains 7ag 1, and “B” is the set of the
folksonomies that contains Tag 2.

In this paper, we are focusing on checking and correcting the taxonomic tag pairs
that we get from our proposed algorithm. Therefore, we evaluate all the taxonomic tag
pairs from all the resulting 20 tag hierarchies against a gold-standard dataset, namely:
WordNet. The detailed experimental setup is presented next.
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4.1  Experimental Design

Fig. 1 Summarized the process of the experimental design that we have used for per-
forming our experiments detailed in this paper.

m—b Tags cleaning — Tags stemming

~
Tag pairs Tag hierarchies
Tag pairs list . -
extracting generation

¥
e ~
Checking the direction Corrected tag Tag hierarchies
of the tag pairs pairs list re-generation
\_ J

Fig. 1. The Process diagram of our experimental design

The above process consists of four main components, as follows:

e Tags Normalising: Before running the Tag Hierarchy Generation component, the
tags are passed to the normalisation process that applies two steps: 1) Tags Clean-
ing, including: Letters lower-case, symbol deleting and non-English letters delet-
ing. 2) Tags stemming, by using the will-known Porter Stemmer [50].

e Tag Hierarchy Generation: This component uses our proposed algorithm, except
the steps (3.c — 3.e), to construct tag hierarchies from the tags.

e Tag Pairs Direction Checking: This is the most important component of our ap-
proach. It uses the steps (3.c — 3.e) of our proposed algorithm to check, and to cor-
rect if needed, the direction of the tag pairs that generated from the previous com-
ponent. Note that since the produced tag pairs are stemmed, the Wikipedia and
WordNet datasets are stemmed as well.

e Tag Hierarchy Re-Generation: It uses the Tag Hierarchy Generation to re-
generate the tag hierarchy after correcting the direction of the taxonomic tag pairs.

4.2  Datasets
In our experiments, we have used two large datasets, as detailed follows:

e Delicious Dataset: To compare the performance of our proposed algorithms of
building tag hierarchy compared to the original algorithm, we have used a large-scale
folksonomy dataset from the PINTS experimental dataset' containing a systematic

! http://www.uni-koblenz-landau.de/koblenz/fb4/AGStaab/

Research/DataSets/PINTSExperimentsDataSets/index_html
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crawl of Delicious during 2006 and 2007. Table 3 summarized the statistics of
the dataset.

Table 3. Statistics of the Delicious dataset

Dataset Users Tags Resources Tag assignments
Delicious 532,924 2,481,698 17,262,480 140,126,586

¢ Wikipedia Dataset: To solve the “generality-popularity” tags problem by using
the proposed lexico-syntactic patterns, we have chosen Wikipedia dataset. We se-
lected to use Wikipedia since it is currently the largest knowledge repository avail-
able on the Web. The dataset that we have used contains 4,487,682 English Wiki-
pedia articles”.

4.3  Evaluation Methodology

To evaluate our proposed approach to building tag hierarchy against the original ap-

proach, we have chosen WordNet [51] dataset for two reasons:

— It is considered to be a gold-standard dataset for testing hyponym/hypernym re-
lations building algorithms [29].

— And we avoided any dataset that was constructed automatically or based on Wi-
kipedia since we have used it in our approach.

WordNet is a structured lexical database of the English language that build ma-

nually by experts. It contains 206,941 terms grouped into 117,659 synsets’. The

synsets are connected by several lexical relations. The most important and fre-

quently of these relations is the hyponym/hypernym relation. For our purpose we

have extracted the taxonomic terms among synsets in WordNet.

5 Results and Analysis

In the first round of our experiment, we have applied our proposed algorithm and the
original algorithm, using the five selected tag similarity measures, to the Delicious
dataset, yielding 10 tag hierarchies. Then, we have rerun the experiment again but
with a tag similarity threshold equal O to examine the effectiveness of using similarity
threshold that suggested by the original algorithm. Finally, we have evaluated the
direction correctness of all the taxonomic tag pairs from all the produced 20 tag hie-
rarchies against WordNet. To give an impression of the results, Table 4 shows a few
examples of the produced taxonomic tag pairs, using the five similarity measures
under study.

2 As collected in March 2014.
3 http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html,
as visited on June 2014.
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Table 4. Examples of produced tag pairs for each of the selected similarity measures

Measure | Rank TagA TagB Rank TagA TagB
Matching design technology

Dice design led
Jaccard | o design 1000 _E Ied
Overlap = blogger- z

beast = tt

Cosine daily lcd
Matching blog php
Dice . news P willow
Jaccard 100 5 news 5000 o) willow
Overlap = blog = willow
Cosine news willow
Matching news - dress
Dice 5 forecast ‘s bridal
Jaccard | 500 £ forecast 10000  §  bridal
Overlap g noaa 'E dress
Cosine forecast = bridal

And to get an overall view of how different each of the selected similarity meas-
ures is to others in terms of generating taxonomic tag pairs, Table 5 displays the over-
lap between the produced tag hierarchies based on these similarity measures.

Table 5. Overlap between tag hierarchies generated using selected similarity measures

Matching Cosine Overlap Jaccard
Dice 0.15 0.71 0.16 0.57
Jaccard 0.09 0.40 0.10
Overlap 0.71 0.24
Cosine 0.22

To give a comprehensive view of the evaluation against WordNet, we investigated
the WordNet coverage of the investigated delicious dataset. Table 6 shows the Word-
Net coverage of the top delicious tags, whereas Table 7 illustrates the WordNet cov-

erage of all the tags appeared in the produced tag hierarchies.

Table 6. WordNet coverage of tags in delicious dataset

Top 10

Top 100

Top 500

Top 1000

WordNet
coverage

80.00%

77.00%

74.20%

71.10%
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Table 7. WordNet coverage of tags in produced hierarchies

With using similarity threshold

Matching Dice Jaccard Overlap Cosine
WordNet 39.50% 41.18% 41.91% 37.85% 40.61%
coverage

Without using similarity threshold

Matching Dice Jaccard Overlap Cosine
WordNet 38.89% 39.93% 31.30% 37.52% 39.90%
coverage

A number of factors limit the WordNet coverage of the tags and the taxonomic tag
pairs. First, WordNet is a static knowledge resource, while the delicious dataset is an
open-ended collection. Also, WordNet only covers the English language, whereas the
delicious dataset contains multi-language tags. However, WordNet can be a reasona-
ble reference for our purpose, i.e. tackling the “generality-popularity” problem, since
a significant fraction of the popular tags in delicious is covered by WordNet; as
shown in Table 6. Having established this the next step is to compare the tag pair
directions produced by the original algorithm and our variation of the algorithm
against the directions as defined in WordNet. This will give us a measure of how
many times generality was a successful proxy for popularity in the original algorithm,
and also the extent to which our approach improves on this.

Table 8 shows the results. For further improvement, we added a min_p_occ thre-
shold in our proposed algorithm; to correct the generated taxonomic tag pairs, the
occurrences number found in Wikipedia, by using the proposed lexico-syntactic pat-
terns, need to be more than the min_p_occ threshold. The last column of Table 8
shows the improvement of using the min_p_occ threshold, which was more effective
with the Matching, Dice and Jaccard similarity measures.

The first observation that can be drawn is that the original algorithm is moderately
successful (as much as 76.96%), even though it blindly accepts popularity as a meas-
ure of generality. So while “generality-popularity” has been identified as a weakness
of clustering approaches, using this assumption over three quarters of the generated
relationships are in the right direction.

Table 8. Taxonomic tag pairs evaluation, using selected similarity measures and a similarity
threshold for each measure, agains WordNet

No of Tag % Agreement with WordNet
Pairs found in Original Our Our strict
WordNet Algorithm Algorithm Algorithm
Matching 305 75.74% 77.38% 79.34%
Dice 130 47.22% 55.56% 61.11%
Jaccard 114 47.37% 64.91% 64.04%
Overlap 217 76.96 % 81.11% 81.11%
Cosine 161 54.90% 64.71% 64.71%
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The second observation that can be drawn is that there is a modest improvement
achieved by our proposed algorithm compared to the original algorithm among all the
selected tag similarity measures. This means, regardless of the similarity measure, our
approach has succeeded in correcting the direction of taxonomic tag pairs that were
generated in the wrong direction by the original algorithm. In the best case (Overlap)
this leads to an accuracy of over 81%.

Table 9. Examples of wrong direction taxonomic tag pairs generated by original algorithm

Similarity Tag A Tag B Similarity Tag A Tag B
Measure Measure
Faith christian Meat Beef
Footwear shoes primates Monkey
Matching Society culture Dice Road Highway
Wealth money Search Google
Poultry chicken Sweet Candy
Similarity Tag A Tag B Similarity Tag A Tag B
Measure Measure
Coffee espresso broadcast Video
Drink alcohol Canine Dog
Jaccard Ireland dublin Overlap Footwear shoes
Pastry tart Poultry chicken
Puzzle sudoku Ride Bike
Similarity Tag A Tag B
Measure
bag purses
sweet candy
Cosine meat beef
search google
broadcast radio

Table 9 shows examples of these taxonomic tag pairs, which the original algorithm
has generated them in the form of (Tag A is-a Tag B), where they have been found in
WordNet as (Tag B is-a Tag A).

Given the large numbers of pairs generated by the algorithm and the moderate inter-
section of tags with WordNet (around 40%, as shown in Table 7) the low number of
matched pairs is surprising. It may reflect the relatively small size of WordNet as com-
pared to the delicious dataset, but it also may reflect the fact that our algorithm looks
for direct matches in WordNet. One approach to increase the number of matches
would be to use the transitivity of the generality relationship, this would match (and
possibly correct the direction of) a tag pair, even if those tags were not directly linked
in WordNet, but instead were part of a chain of generality relationships.
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Another observation from Table 8 is that, among all the selected tag similarity
measures, the Overlap measure yields the best performance of generating taxonomic
tag pairs against WordNet, whereas Matching measure yields the biggest amount of
generated tag pairs that found in WordNet regardless of the taxonomic direction.

Table 10. Taxonomic tag pairs evaluation, using selected similarity measures and without
using a similarity threshold, agains WordNet

mIZ;)ch d Original Our Our strict
. Algorithm  Algorithm Algorithm
tag pairs
Matching | 329 76.90% 77.81% 80.55%
Dice 150 51.33% 66.00% 66.67%
Jaccard 246 47.56% 66.26% 62.60%
Overlap 230 77.39 % 80.00% 81.30%
Cosine 178 59.55% 67.42% 67.98%

Table 10 shows the results of rerunning the experiment but with a tag similarity
threshold = 0. In addition to the previous observations on Table 8, Table 10 demon-
strates that without using a similarity threshold, as suggested by the original algo-
rithm, both the original algorithm and our variations can generate more taxonomic tag
pairs that can be found in WordNet. Also, by using all selected tag similarity meas-
ures, both algorithms yield better taxonomic tag pairs structure and semantics.

6 Conclusion

Building and maintaining taxonomies for organizing Web content manually by ex-
perts is costly and time-consuming. Therefore, folksonomy has emerged as an alterna-
tive approach for organizing online resources. Yet, folksonomies are beset by many
problems, due to the lack of consistent structure, such as ambiguity, homonyms, and
synonymy. Thus many approaches have been proposed to resolve these problems by
proposing mechanisms for acquiring latent hierarchical structures from folksonomies
and constructing tag hierarchies. Among these approaches, it has been revealed that
generality-based approaches show a superior performance compared to other ap-
proaches. However, it has been argued that generality-based automatic tag hierarchy
algorithms suffer from a “generality-popularity” problem, where they (sometimes
inaccurately) assume that because a tag occurs more frequently it must be more gen-
eral and thus appear higher in the hierarchy. Therefore, we have presented an experi-
ment to measure this effect, and proposed an approach to reduce its impact. Our pro-
posed approach extends a promising generality-based algorithm by using lexico-
syntactic patterns for discovering hyponym/hypernym relations in order to distinguish
between popular and general tags. For this purpose we have used Wikipedia as the
text corpus, and for evaluation we have used WordNet as a gold-standard reference.
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Our experiment reveals that generality acts as a successful proxy for popularity in
47% to 76% of cases (depending on the similarity measure used), and that the perfor-
mance of our proposed algorithm outperforms the original algorithm, among all the
selected tag similarity measures (correct in between 56% and 81% of cases). This
means, regardless of the similarity measure, our approach has succeeded in correcting
the direction of taxonomic tag pairs that were wrongly generated by the original algo-
rithm. This improvement will result in building higher quality tag hierarchy structure
and semantics.

In term of the comparison between the selected tag similarity measures, the Over-
lap measure yields the best performance of generating taxonomic tag pairs against
WordNet. Finally, we have shown that removing the similarity threshold (in both the
original algorithm and our variations) results in better taxonomic tag pairs, in terms of
quantity and quality, irrespective of tag similarity measures.

For future work, we plan to investigate which lexico-syntactic patterns are most
successful in correcting errors, and whether any introduce significant errors. This
should give us a clear explanation of which patterns are more reliable in correcting
the wrong direction of taxonomic tag pairs. Secondly, based on the results we
achieved, we are planning to use a dynamic knowledge repository, such as a search
engine, instead of a static knowledge resource, like Wikipedia. This should increase
the coverage and occurrences of the tags in any tag collection. Finally, we intend to
evaluate the tag hierarchies produced using our approach against more than one large
reference taxonomies, this should give a measure of how the improvements in tag pair
directions presented here translate into improved tag hierarchies.

Tagging has become an established method of crowd-sourcing structure on the
Web, but folksonomies based on tags have serious weaknesses for both search and
browsing, which is a primary use of structure on websites. Our hope is that our work
will contribute towards the growing understanding of how more sophisticated hierar-
chical structure can be successfully derived from folksonomies, and that this will
ultimately improve our interaction with the Social Web.
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Abstract. Social networking services (SNSs) such as Facebook and Google+ are
indispensable social media for a variety of social communications, but we do not
yet fully understand whether these currently popular social media will remain in
the future. A number of studies have attempted to understand the mechanisms that
keep social media thriving by using a meta-rewards game that is the dual form of a
public goods game. However, the meta-rewards game does not take into account
the unique characteristics of current SNSs. Hence, in this work we propose an
SNS-norms game that is an extension of Axelrod’s metanorms game, similar to
meta-rewards games, but that considers the cost of commenting on an article
and who is most likely to respond to it. We then experimentally investigated the
conditions for a cooperation-dominant situation in which many users continuing
to post articles. Our results indicate that relatively large rewards compared to
the cost of posting articles and comments are required, but optional responses
with lower cost, such as “Like!” buttons, play an important role in cooperation
dominance. This phenomenon is of interest because it is quite different from those
shown in previous studies using meta-rewards games.

Keywords: SNS, Agent-based simulation, Facebook, Metanorms game.

1 Introduction

Social media are now an almost indispensable infrastructure for a variety of social ac-
tivities such as personal information and opinion exchange, advertising, marketing, and
political participation/campaigns [9]. Providers of social media merely set up the plat-
forms for information exchange on the Internet and the actual content is mostly created
and published by individual users. Because users expend personal effort and time in
writing articles and comments, incentives or psychological rewards for doing so should
be provided for users to keep social media active. These incentives can be achieved, for
example, by providing comments on posted articles and responses to these comments;
such interactions can provide users with feelings of connection to other people. Thus,
the incentives themselves are also provided by SNS users, which means that users incur
some cost for giving the incentives. Obviously, there is a trade-off between cost and
incentive, but the conditions between them that enable networks to thrive are poorly
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(© Springer International Publishing Switzerland 2014
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understood. Clarifying the conditions or mechanisms that keep SNSs thriving is a key
challenge in the design of social media, which are clearly already essential tools in
human society.

A number of studies aimed at analyzing social media. For example, Myers et al. [7]
investigated the dynamics of information diffusion in Twitter networks while Gonzalez
et al. [4] analyzed the growth of Google+ in its first year. Ghanem et al. [3] studied the
different patterns of interaction in social media. Toriumi et al. [10] proposed a meta-
rewards game, which was a part of a general metanorms game, to identify evolved be-
haviors of users in social media. They analyzed the conditions under which cooperation
is dominant — that is, in which many users continue to post articles and comments —
and found that meta-rewards corresponding to responses to comments on articles, such
as “comments on comments” and “Like!” buttons for comments, play an important role
in social media. Because [10] assumed that the agent networks are complete graphs, Hi-
rahara et al. [5] conducted the same analysis using WS and BA model networks [2,12],
which are more similar to real-world social networks than complete graphs. However,
the meta-rewards game does not take into account a number of the key characteristics of
current SNSs. For example, a user that responds to comments on a certain article tends
to be the user who posted the original article. The structure of this type of interaction on
SNSs may restrict who receives rewards and thus may lead to different behaviors and
consequently different conditions for cooperation-dominant situations.

Therefore, we propose an SNS-norms game in which we have modified the basic
meta-rewards game to reflect the interaction structures in current SNSs and investigate
the conditions for cooperation dominance. Our proposed SNS-norms game is based on
a generalized Axelrod’s metanorms game [10], but the interaction between agents that
correspond to SNS users on the social networks is restricted by considering (1) who
is likely to respond to articles and comments and (2) the cost and rewards associated
with various response methods, such as posting a comment, clicking a “Like!” button,
and showing a “read” mark automatically. The instance of social networks we use in
our experiments is that observed on Facebook [8]. We experimentally demonstrate that
relatively high rewards compared to the cost values are required for cooperation domi-
nance. This is a quite strict condition in actual SN'Ss. We also show that introducing an
optional response that is a low-cost but low-reward feedback mechanism is significant
in terms of promoting thriving. We believe our results can provide helpful guidelines
for designing social media that will continue to flourish.

2 SNS-norms Game

2.1 SNS as Public Goods Game
We can observe the following three characteristics of social media:

1. Social media only become meaningful if many participants post articles and mutu-
ally comment on the posted articles.

2. Some cost in terms of personal time and effort is incurred to post/comment, but par-
ticipants can receive responses that can be considered rewards (i.e., psychological
rewards as incentives).

3. There are free riders who only read content and do not produce anything.
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From the above, we conclude that social media and thus SNSs have the properties of
being public goods that are produced cooperatively and shared by a community [10].
The mechanism driving the contribution to public goods has been analyzed using
a public goods game whose basic structure is the n-person prisoners’ dilemma (PD)
game. For example, Axelrod proposed norms and metanorms games that were evolu-
tionary games based on the PD game in order to analyze public goods problems [1].
The metanorms games were based on punishments imposed by promoters on non-
cooperative people. However, because social media have no mechanisms to deliver pun-
ishments, Toriumi et al. [10] proposed a meta-rewards game that is a dual part of the
metanorms game. In this game, rewards are delivered to cooperative participants as dual
structures of punishments, which makes the game suitable for modeling SNSs.

2.2 SNS and SNS-norms Game

We propose an SNS-norms game to express behaviors in SNSs as a public goods game.
This game is designed to model only SNSs, although many types of social media ex-
ist. An overview picture of the proposed SNS-norms game is provided in Fig. 1. It
is a modified version of the meta-reward game and features two key improvements.
First, the SNS-norms game considers the tendency that a comment on a comment on
an article is posted by the person who posted the original article. Thus, from now, a
comment on a comment is called a response to a comment. Second, it takes into ac-
count a number of reaction types and reward delivery types with different costs. For
example, conventional comments or responses by posting sentences/words can give rel-
atively higher rewards to receivers with high cost, while simplified responses such as
clicking the “Like!” button on Facebook and showing “read” marks automatically (re-
sponse by marking mechanism is called read mark delivery, after this)' provides low
rewards to receivers but with low or zero cost. Note that these simplified responses are
usually implemented as an optional response method in actual SNS systems and agents
can thus make optional responses regardless of commenting on an article or not.

An agent network is denoted by graph G = (A, E), where A is the set of n agents
representing users and E is the set of edges representing the friend relationship be-
tween agents. Let IV; be the set of ¢’s neighbors, i.e., the set of ¢’s friends. Agents in
an SNS-norms game select a strategy of either cooperation or defeat. Cooperation cor-
responds to posting articles/comments and defeat corresponds to doing nothing (just
reading them; free-riding). Agent ¢ has two learning parameters: the probability of co-
operation (i.e., posting a new article) B; and the probability of giving rewards (e.g.,
posting a comment on the article) L;. Assuming the gene expression in the genetic al-
gorithm described below, these learning parameters are expressed with three bits, mean-
ing that they have discrete values 0/7,1/7,---,7/7, the same as the metanorms game
in [1]. Parameter S (0 < S < 1), which is defined randomly each time an article is
posted, expresses “awareness”, i.e., the probability of discovering the posted article and
the comments on it. The meanings of the other parameters in Fig. 1 are listed in Table
1. We assume that the parameters in this table have the same value in all agents.

! This type of read mark delivery is implemented in a number of SNS systems and includes the
“Who’s Viewed Your Updates?” function in LinkedIn, “read label” in LINE [6]. The access
counter in a blog system can also be considered an example of this type of optional response.
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Fig. 1. Models of SNS-norms game with optional responses

Table 1. Parameters in SNS-norms game

Description Parameter Description Parameter
Cost of article post F Reward by comment return R
Reward by post M Cost of Like! button ClLike
Cost of comment C Reward by Like! button Rrike
Reward by comment R Cost of “read” mark Crm
Cost of comment return ~ C”’ Reward by “read” mark Rom

2.3 Chain in SNS-norms Game

The overall chain in the SNS-norms game is as follows (see also Fig. 1). First, the value
of parameter S is randomly selected. Agent ¢ decides whether to post an article or not
according to parameter B;: if S < 1 — B;, i does not post the article (i.e., defeat), and
the game chain ends, and if S > 1 — B;, ¢ posts the article (i.e., cooperation) with
cost F'. Another agent j € N,, a friend of ¢, gains reward M by reading the posted
article. If j does not comment on ¢’s article with probability 1 — L, the game for j ends
here. Otherwise, j posts a comment on the article with probability L; and pays cost C.
Then, 7 gains reward R through j’s comment. The game chain so far is a rewards step,
and this part of the SNS-norms game is referred to as the SNS-reward game. After the
SNS-rewards game, ¢ (that is, the agent who posted the original article) reads j’s com-
ment and posts a response to the comment with probability L;. If ¢ posts it, ¢ pays cost
C" and j gains benefit R”. This subsequent step is different from that in the original
meta-rewards game. The game explained so far is the basic part of the SNS-norms game
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(so this part is often referred as the basic SNS-norms game) and corresponds to the
chain diagram excluding the regions boxed by green and blue dashed lines in Fig. 1.

A low-cost optional response such as a “Like!” button or “read” mark is added to the
SNS-norms game. We assume that after ¢ posts an article, the responses from j € N;
using the “Like!” button will occur with probability L;, which is also the probability
of comments by j. The probability of optional response is identical for a comment on
a comment by i. This means that, for example, after agent ¢ posts the article, j € N;
will comment on ¢’s article with probability L; and j will also give a response using
the “Like!” button with probability L;. Thus, j both gives a comment and clicks the
“Like!” button with probability (L;)2. Then, after j clicks the “Like!” button, it pays
cost C'rike and i receives gain Ry ;.. The SNS-norms game with the “Like!” button is
represented by the regions unboxed and boxed with blue dashed lines in Fig. 1.

The SNS-norms game with the read mark delivery mechanism corresponds to the
regions unboxed and boxed with green dashed lines in Fig. 1. The responses by the
“read” mark are done automatically when a friend j reads the article posted by 7. Note
that no “read” mark is delivered to j when ¢ reads j’s comment on ¢’s article. Then, 7,
who received the “read” mark, gains R,,,, and j, who read it, provides the “read” mark
and pays cost C'.,,. However, in both optional responses, we can assume that their costs
Crike and C,,,, are almost zero. Note that the value of S used in determining whether
or not agents post an article is also used in determining whether agents read the posted
articles, as in the metanorms game. Thus, if S is low, it is difficult for other agents to
read/notice the posted article and its comments, and only agents having relatively high
B; post articles.

2.4 Evolution by Genetic Algorithm

SNS-norms and SNS-rewards games are evolutionary games, as is Axelrod’s metanorms
game. One generation of the game is defined as the term in which each agent has four
chances to post articles. The agent selects two agents as parents from the set of itself
and its neighboring agents using roulette wheel selection based on fitness values and
generates a child agent for the same node of the network in the next generation. The
fitness values are defined as the cumulative rewards received minus cumulative costs
incurred during the current generation. This process is continued up to the 10,000th
generation. As stated in Section 2.2, ¢ has two learning parameters, B; and L;. Each of
these parameters is represented in three bits, so agents have six-bit genes. This encoding
is also based on that in Axelrod [1]. The initial values of the six bits are set randomly
at the beginning of each experimental trial. Child agent for the next generation is then
created as follows.

Selection of Parents: Agent i selects two parents from its adjacent agents and itself
according to the probability distribution {1}, }, . -+, where

(Uh - Uh,min)2

1T, =
ZkGN}T (Uk - 'Uh,min)z ’

ey
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forVi € A, N;"(= N;U{i}) is the set of i and its adjacent agents, v; is i’s fitness value,
and v; pmin = minhe N+ vn. If all agents in Nf have the same fitness value, we define

I, = 1/|N;.

Crossover: Two new genes are generated using uniform crossover from the genes in
the selected parent agents. Then, one agent is created as a child by randomly selecting
one of the two genes.

Mutation: Each bit of the gene of the child agent is inverted with a probability of 0.01.
This means that if there are 20 agents in the network, 1.2 bits will mutate on average.

3 Experiments

3.1 Experimental Settings

We conducted two experiments; the first one is to investigate the conditions for co-
operation dominance using basic SNS-norms games. The agent network used in our
experiments is a network extracted from a real social network on Facebook. We then
examine the effect of optional response methods in SNSs in the second experiment. We
also conducted the same experiments using CNN networks [11]. However, we omit the
results due to the page-length limit, although we have obtained the results that are quite
similar to those on Facebook network.

We set the values of the parameters in Table 1 to FF = 3.0, M = 1.0,C = C" = 2.0,
and R = R” = 9 and also varied the values of R = R” to examine the effect of the re-
wards on evolved agent behaviors. The values of the parameters for optional responses
were set as Crige = Crm = 0.0 and Rpse = Ry = 1.0 so Rpike and R, are
considerably smaller than R and R”. These parameter values, except the parameters for
optional responses, were determined by referring to those that were used in previous
norms and metanorms games [1]. The initial values for B; and L; were defined ran-
domly, as stated in Section 2.4. All results in our experiments were the average values
of 100 independent trials with different random seeds.

3.2 Evolved Behaviors in SNS-norms Games

We explored the effect of cost-to-reward ratios, that is, how rewards R and R" affected
the evolved behaviors of agents if costs C and C” were fixed in SNS-norms games
(with no optional response). We show the average values of B = >, _, B;/|A| and
L =3 ,cLi/|A| when rewards by comments, R and R", were changed in Fig. 2.
This graph plotted their average values according to data obtained between the 1,001st
and 10,000th generations.

Figure 2 indicates realistic curves: with increasing R and R” rewards, the value of B
gradually increased ahead of the value of L. However, this suggests strict requirements
for cooperation dominance: specifically, a considerably high reward is necessary for all
users to continue posting articles and comments. This means that it is quite difficult to
keep SNSs thriving merely by posting articles, making comments, and commenting on
comments.
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Fig. 2. Convergent values of B and L in SNS-norms game with optional responses (Facebook
network)

3.3 Effect of Optional Responses on Evolved States

Next, we investigated how optional responses affect the evolved behaviors in the second
experiment. Figure 2 plots the values of B and L when the rewards R = R are varied
in the SNS-norms games with “Like!” buttons or with the read mark delivery. We denote
the average probability of posting articles in an SNS-norms game with “Like!” buttons
(with the read mark delivery) as Brke (Brn). Similarly, the average probabilities of
posting comments with one of the optional responses are denoted by Lr;;. and L., .
We first focus on the results in an SNS-norms game with the read mark delivery. As
shown in Fig. 2, B, converged around 0.9, meaning that agents in Facebook network
always continue to post articles actively even if the reward is quite small. However,
the average probability of posting comments was almost identical to that in the basic
SNS-norms game. This is because (1) the read marks are automatically delivered when
articles are read, and (2) the read marks were not delivered only when agents read
comments, therefore posting a comment is not so important. However, this result shows
that the SNS converges to a cooperation-dominant situation and that the read mark
delivery is an effective mechanism to keep SNS thriving because the marks are delivered
even when free-riders read the posted articles. Problematically, this mechanism often
results in privacy invasion, an actual example of which we discuss in Section 3.4.
Figure 2 indicates that the optional response of clicking “Like!” buttons was also
effective, as the probability of posting articles By ;. gradually increased according to
the increase of rewards and was always larger than B in the basic SNS-norms game. The
value of L. also increased with rewards smaller than those in the basic SNS-norms
game and the SNS-norms game with the read mark delivery. This means that even with
small rewards, a certain ratio of users continue to post articles and thus a certain degree
of flourishing on the part of SNSs can be assured on the basis of the value of the reward.
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3.4 Remarks

Our experimental results indicate that optional responses are important for keeping
SNSs thriving. However, there are potential privacy issues with some of the optional
responses, especially read mark delivery. Although the read mark delivery and other
low-cost response methods are quite powerful functions, some users are nervous about
automatic notification of SNS activities to other users, which highlights the major differ-
ence between the read mark delivery and “Like!” button mechanisms. Note that, aside
from rewards (comments) from friends, we can consider a number of other important
factors that may affect the attitudes to SNSs, such as user’s characters and motivations.
These factors are external to the SNSs, and thus are not included in SNS-norms games.
We believe that rewards from friends are the most important factor for contributing in
SNS.

4 Conclusion

We proposed an SNS-norms game to model SNSs and investigated the conditions re-
quired for cooperation-dominant situations using it on a social network extracted from
Facebook. To keep SNSs flourishing, many articles and comments on articles must be
posted continuously, a situation that corresponds to that where cooperation is dominant
in an SNS-norms game. Our experimental results indicate that very large psychologi-
cal rewards compared with the cost of writing and posting comments are necessary for
cooperation dominance in the SNS-norms game, which corresponds to bare SNSs that
have only article posting and comment functions. The results also show that optional re-
sponses that could provide a small reward with nearly zero cost were the most effective
means of keeping SNSs thriving.
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Abstract. Article 1 of the United Nations Charter claims “human rights”
and “fundamental freedoms” “without distinction as to [...] sex”. Yet in
1995 the Human Development Report came to the sobering conclusion
that “in no society do women enjoy the same opportunities as men”!.
Today, gender disparities remain a global issue and addressing them is
a top priority for organizations such as the United Nations Population
Fund. To track progress in this matter and to observe the effect of new
policies, the World Economic Forum annually publishes its Global Gen-
der Gap Report. This report is based on a number of offline variables
such as the ratio of female-to-male earned income or the percentage of
women in executive office over the last 50 years.

In this paper, we use large amounts of network data from Google+ to
study gender differences in 73 countries and to link online indicators of
inequality to established offline indicators. We observe consistent global
gender differences such as women having a higher fraction of recipro-
cated social links. Concerning the link to offline variables, we find that
online inequality is strongly correlated to offline inequality, but that the
directionality can be counter-intuitive. In particular, we observe women
to have a higher online status, as defined by a variety of measures, com-
pared to men in countries such as Pakistan or Egypt, which have one
of the highest measured gender inequalities. Also surprisingly we find
that countries with a larger fraction of within-gender social links, rather
than across-gender, are countries with less gender inequality offline, go-
ing against an expectation of online gender segregation. On the other
hand, looking at “differential assortativity”, we find that in countries
with more offline gender inequality women have a stronger tendency for
withing-gender linkage than men.

We believe our findings contribute to ongoing research on using on-
line data for development and prove the feasibility of developing an au-
tomated system to keep track of changing gender inequality around the
globe. Having access to the social network information also opens up pos-
sibilities of studying the connection between online gender segregration
and quantified offline gender inequality.

* This work was done while the first author was at Qatar Computing Research
Institute.
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1 Introduction

Gender equality and full empowerment of women remains elusive in most coun-
tries around the world. Women are often at a significant disadvantage in fields
such as economic opportunities, educational attainment, political empowerment
and in terms of health. Reducing and ultimately erasing the “Gender Gap” in
these fields is both an intrinsic, moral obligation but also a crucial ingredient for
economic development. By limiting women’s access to education and economic
opportunities an immeasurable amount of human resource is lost and huge parts
of the population are not able to develop their full potential.

To quantify gender inequality around the globe and to track changes over
time, for example in response to policies put in place, the World Economic Fo-
rum annually publishes “The Global Gender Gap Report” in collaboration with
the Center for International Development at Harvard University and the Haas
School of Business at the University of California, Berkeley. This report ranks
countries according to a numerical gender gap score. These scores can be inter-
preted as the percentage of the inequality between women and men that has
been closed and so a large gap score is desirable. In 2013 the leading country
Iceland had an aggregate score of 0.87, whereas Yemen scored lowest with 0.51.
Scores are based on publicly available “hard data”, rather than cultural per-
ceptions, and variables contributing include the ratio of female-to-male earned
income and the ratio of women to men in terms of years in executive office (prime
minister or president) for the last 50 years. The emphasis of the report is on the
relative gender difference for the variables considered rather than the absolute
level achieved by women.

This paper contributes to this line of work by quantifying gender differences
around the globe using existing methodology and applying it to online data,
concretely data derived from Google+ for tens of millions of users. We start
our analysis by describing the absolute differences along dimensions such as the
number of male vs. female users or their virtual, social ranking in terms of num-
ber of followers. Our main emphasis is on studying correlations between online
indicators of inequality and existing offline indicators. We do this both for the
purpose of validation, to be sure that what we measure is linked to phenom-
ena in “the real world”, and for the purpose of devising new indicators, where
a seemingly important online measure does not seem to be in good agreement
with existing indicators.

Our current study is deliberately done without doing analysis of the content
shared by men and women in different countries, and we are only relying on
network structure data. One reason for this choice was one of global coverage:
doing any type of content analysis for languages spanning all continents and
having results comparable across languages and countries remains a fundamen-
tal challenge. Doing something only for English would have beaten the purpose of
measuring gender inequality online in virtually all developing countries. A second
reason for our choice was the fact that current indices are based on “hard data”.
Whereas the number of followers is well-defined, things such as the sentiment or
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mood of a user are hard to measure in an objective manner and are difficult to
compare across cultures.

Analyzing gender differences for 73 countries we find both expected and sur-
prising trends. Our main findings are:

— Countries with more men than women online are countries with more pro-
nounced gender inequality.

— Women are more tightly cliqued and their links are more reciprocated.

— In countries with higher offline inequality women are, suprisingly, followed
more than men. This result holds both using the mean and the median, and
it holds for other “status” metrics such as PageRank.

— Countries with a larger fraction of within-gender social links, rather than
across-gender, are countries with smaller offline gender inequalities.

— Countries with larger offline gender inequalities have a larger “differential
assortativity” where women have a stronger preference for within-gender
links than men.

— Applying existing gap-based methodology to online data yields a strong neg-
ative correlation, up to r = —0.76, with existing offline measures.

Generally our analysis is more quantitative and descriptive rather than qual-
itative and diagnostic. Though we describe the gender differences we find and
comment on whether they agree with (at least our) expectations, we do not
attempt to give explanations. We hope that experts in domains such as gender
studies or social psychology will find our analysis useful and that it can save as
a starting point for more in-depth studies focused at the root causes of what we
observe.

As more and more economic activity becomes digital and moves online, as
more and more education happens online through MOOCs and other initiatives,
and as more and more of political engagement happens online we are convinced
that, ultimately, quantifying gender inequality also has to crucially take into
account online activity.

2 Related Work

As far as we are aware, this is the first study that links online gender differ-
ences in dozens of countries to existing quantitative offline indicators. However,
lots of valuable research has been done looking at gender differences and gender
inequality offline and online separately and such work has considered various psy-
chological, sociological and economical differences. It is not within this paper’s
scope to serve as a complete review of literature in gender studies but, rather, it
should give the reader a good overview of aspects than have been investigated.

2.1 Offline

Feingold conducted a meta-analysis to investigate differences in personal traits
between genders as reported in literature [13]. For some traits such as extrover-
sion, anxiety and tender-mindedness, women were higher, while for others such
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as assertiveness and self-esteem, men had higher scores. And, as one might hope,
there are also traits with no observed gender differences such as social anxiety
and impulsiveness.

Pratto et al. studied gender differences in political attitudes [30]. By analyzing
a sample of US college students, they found that men tend to support more
conservative ideology, military programs, and punitive policies, while women
tend to support more equal rights and social programmes. They also show that
males were in general more social dominance oriented than females.

Costa et al. [10] aggregated results of psychological tests from different coun-
tries for the so-called “Big Five” basic factors of personality: Neuroticism, Ex-
troversion, Openness to Experience, Agreeableness, and Conscientiousness [29].
They observed that, contrary to predictions from the social role model, gender
differences concerning personality were most pronounced in western cultures, in
which traditional sex roles are comparatively weak compared to more traditional
cultures. In a similar line of work, Schmitt et al. [34] conceived the General Sex
Difference Index and observed that sex differences appear to diminish as one
moves from Western to non-Western cultures.

Hyde performed a meta-analysis on psychological gender differences to show
that, according to the gender similarities hypothesis, males and females are alike
on most psychological variables, contrasting the differences model that states
that men and women are vastly different psychologically [19].

2.2 Online

Gender Gap. Bimber analyzed data from surveys in the United States, in which
people were asked about Internet access and frequency of utilization [4]. His
analysis showed that there is a gap in access regarding the gender, but that this
gap is not related to the gender itself, but rather to socioeconomic factors, such
as education and income. Collier and Bear investigated the low participation of
women in terms of contributions to Wikipedia [9]. They found strong support
that the gender gap is due to the high levels of conflict in discussions, and also due
to a lack of self-confidence in editing others’ work. Iosub et al. investigated the
communication between editors in Wikipedia and observed that female editors
communicate in a way that develop social affiliation [20]. In terms of online social
network usage in the US in 2013, women had higher rates of users for Facebook,
Pinterest or Instagram, whereas usage was similar for both genders for Twitter
and Tumblr [8]. In our data for the US, we have more male users. A possible
explanation for this is an increased concern for privacy with a corresponding
choice to reveal less information about themselves. See related work further
down on this subject.

Privacy and Interests. Researchers investigated whether there is a difference
between genders regarding the kind and amount of information shared online.
Thelwall conducted a demographic study of MySpace members, and observed
that male users are more interested in dating, while female users are more in-
terested in friendship, and also tend to have more friends [36]. When analyzing
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the privacy behavior, women were found to be more likely to have a private pro-
file. Joinson analyzed reports on motivation to utilize Facebook [21]. He found
that female users are more likely to use Facebook for social connections, status
updates and photographs than male users. Also, female users are more prone to
make an effort to make their profile private. Bond conducted a survey among un-
dergraduate students regarding their utilization in OSNs and found that female
participants disclose more images and information on OSN profiles than male
participants [7]. They also observed that the kind of content shared between gen-
ders are different. For instance, female users tend to share more content about
friends, family, significant others, and holidays, while male users are more likely
to post content related to sports. Other works also investigated the vocabulary
used by users in OSNs, and found that there is differences regarding the semantic
category of words between women and men [28,12]. Quercia et al. studied the
relationship between information disclosure and personality by using informa-
tion from personality tests done by Facebook users, and found out that women
are less likely than men to publicly share privacy-sensitive fields [32].

Network. Szell and Thurner analyzed the interactions between players of a mas-
sive multiplayer online game [35]. They constructed the interactions graphs and
observed that there are differences between male players and female players for all
kinds of connections. For instance, females have higher degrees, clustering coef-
ficient and reciprocity values, while males tend to connect to players with higher
degree values. Ottoni et al. also investigated the friendship connections of the users
in Pinterest and observed that females are more reciprocal than males [28]. In our
analysis, we also found women to have a higher clustering coefficient and a larger
fraction of reciprocated friendship links on Google+. Heil et al. analyzed Twit-
ter data from 300 thousand users, and found that males have 15% more followers
than women. When looking at homophily, they found that on average men are al-
most twice as likely to follow other men than women, and, surprisingly, women are
also more likely to follow men [18,26]. In our analysis, we observed homophily for
both genders in Google+, i.e. females tend to follow more females and males to
follow more males. Recent work has also looked at generalizing concepts from the
“Bechdel Test”? to Twitter [14]. The authors look at tweets from the US for users
sharing movie trailers, which are then linked to Bechdel Test scores, and they find
larger gender independence for urban users in comparison to rural ones, as well as
other relations with socio-economic indicators.

Socio-Economic Indicators from Online Data. Putting aside the concrete issue
of gender inequality, we are essentially interested in using online data as a socio-
economic indicator. This idea in itself is not new and previous research has at-
tempted to estimate things such as unemployment rates [1], consumer confidence
[27], migration rates [37,17], values of stock market and asset values [6,5,38] and
measures of social deprivation [33]. Work in [31] is also related as it looked at
search behavior, in this case “forward looking searches” and links such queries
to estimates of economic productivity around the globe.

2 http://en.wikipedia.org/wiki/Bechdel_test
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3 Data Set

Our dataset was created by collecting public information available in user profiles
in the Google+ network. We inspected the robots.tzt file and followed the sitemap
to retrieve the URLs of Google+ profiles. Since we retrieved the complete list
of profiles provided by Google+, we believe our data set covers almost all users
with public profiles in Google+ by the time of the data collection. The data
collection ran from March 23rd of 2012 until June 1st of 2012. When inspecting
the sitemap we found 193,661,503 user IDs. In total we were able to retrieve
information from 160,304,954 profiles. Some IDs were deleted or we were not
able to parse their information. With the social links of the users, we have
constructed a directed graph that has 61,165,224 user nodes and 1,074,088,940
directed friendship edges.

Country Identification. To identify a user’s country in Google+, we extracted
the geographic coordinates of the last location present on the Places lived field
and identified the corresponding country. We were able to identify the country
of 22,578,898 users.

Gender. Google+ provides a self-declared gender field where the user can choose
between three categories: female, male and other. As any other profile field in
Google+ (except for the name), it is possible to put this information as private,
so we do not have this information for all users. Of the 160 millions users, 78.9%
provided the gender field publicly, from which 34.4% are female, 63.8% are male
and 1.8% selected “other”.

Details of the Google+ platform and a data characterization of an early version
of the dataset are discussed in a previous work [25]. A summary of the number
of users for each country can be found in Table A.1 (appendix). We only selected
countries with at least 5,000 users for each gender.

3.1 Online Variables

As doing any type of content analysis for dozens of languages and cultures is
extremely challenging, we decided to study how network metrics could be indi-
cators for gender gaps. At the country-level, we looked at the following metric
which we hypothesized could be an indication of online gender segregation.

— The assortativity® is the fraction of links to the same gender rather than
across genders. A large value can be indicative of either strong same-gender
linkage preference, or simply a highly imbalanced gender distribution of the
users, which trivially makes cross-gender links less likely.

We also computed the following metrics for each user from one of the 73
countries in our data set.

3 We use “assortativity” rather than “homophily” to emphasize the correlation rather
than necessary a causal link.
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— The in-degree, also referred to as the number of followers, counts the number
of “circles” a user is in. A large in-degree can be seen as an indicator of
popularity or status.

— The out-degree, also referred to as the number of followees or friends, counts
the number of users a user has in their circles.

— The reciprocity is the fraction of reciprocal links in relation to the out-degree,
i.e. the fraction of times where the act of following is reciprocated by the
receiving user.

— The clustering coefficient for a particular node is the probability of any two
of its neighbors being neighbors themselves. It is calculated by the fraction
of the number of triangles that contain the node divided by the maximum
number of triangles possible (when all the neighbors are connected), which
for a directed graph is equal to n(n — 1), where n is the number of neighbors
that reciprocate the connection. A large value typically indicates a large
degree of “cliqueness” and more tightly connected social groups.

— The PageRank measures the relative importance of a user in the network
and, unlike the mere in-degree, is influenced by the “global” social graph
structure. A damping factor d = 0.85 was used for the iterations of the
algorithm. A large PageRank value is often thought of as an indicator of
“centrality” or “importance” in the social graph.

— The differential assortativity is the “lift” of the fraction of users of the same
gender followed by a particular user. It is calculated by dividing the fraction
of links to the same gender by the share of that gender for the country of the
user. A large value means that users are more likely than by random chance
to follow other users of their same gender. The comparison against random
chance corrects for the fact that in an online population of, say, 80% males
are trivially more likely to follow other males even without any same-gender
homophily.

These per-user metrics are then aggregated into a per-country score as de-
scribed in the next paragraph. Though we group the results by country, connec-
tions across countries are included in our analysis. So a reciprocal link between
two users in Brazil and Qatar would contribute to the statistics of both countries.

Gender Gap. One of the goals of our study was to devise an “Online Gender
Gap” score and to see how this relates to the existing offline Gender Gap scores.
We therefore followed the same methodology of computing a “gap” score: First,
we group the users by country and gender, and calculate the average of the
variable for each country-gender group. After having the aggregated value for
each country-gender group, we calculate the gender ratio by dividing the female
value by the male value, for each country. Differently from the Global Gender
Gap score methodology, we do not truncate the ratio at 1, since we want to
analyze the trend even when the value is higher for female users, especially as
some of our variables, such as the number of followers, exhibited a counter-
intuitive trend. Furthermore, for some of our variables such as the Differential
Assortativity, it is also not intuitively obvious if a high or a low gender-specific
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value is desirable and, correspondingly, it is unclear if high or low values should
be truncated.

Note that, in line with the Global Gender Gap report, a large “gap value”
is actually desirable in the sense that it typically indicates gender equality or
female dominance for the variable considered, whereas a very low gap value is
undesirable as it indicates that the variable considered is lower for women than
for men.

3.2 Offline Variables

The Global Gender Gap Index # is a benchmark score that captures the gen-
der disparities in each country. It takes into account social variables from four
categories (economy, politics, education and health), such as life expectancy, es-
timated income, literacy rate and number of seats in political roles. The index is
built by (1) calculating the female by male ratio of the variables, (2) truncating
the ratios at a certain level (1.0 for most variables), (3) calculating subindexes
for each one of the four categories (weighted average in relation to the standard
deviation) and (4) calculating the un-weighted average of the four subindexes to
create the overall index. The scores range from 0 (total inequality) to 1.0 (total
equality). For this study we use the 2013 Global Gender Gap report [16].

We also use additional economic variables and demographic information to
see if these are linked to online gender gaps. For population and internet pene-
tration information we use information from the Internet World Stats website®
on internet usage for 2012. The GDP per capita information was collected from
the World Bank website® and is for 2011. Information for more recent years was
missing for some countries which is why we selected data from 2011.

4 Gender Differences Online

Before we link online variables to offline indicators of gender gaps, we first de-
scribe how men and women in 73 countries differ in their usage of Google+.
Figure 1 shows the gender ratio of the variables for each country. We observe
that for some variables there is a female predominance (such as for “Reciprocity”
and “Clustering Coefficient” ), while for others there’s a male predominance (such
as “Number of followees”). In most cases, the gender predominance is the same
across countries, but for some variables (“Number of followers”) there are diver-
gences.

5 Online and Offline Gender Gaps

To test the significance of the difference between female and male values of
the variables we conducted a permutation test that does not make assumptions

4 http://wuw.weforum. org/issues/global-gender-gap
® http://www.internetworldstats. com
5 http://www.worldbank. org
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Fig. 1. A color plot of the logarithm, base 2, of the (female value)/(male value) gender
ratio (GR), i.e. log,(GR), for the variables in each country. The scale is truncated at
-1.0 and 1.0. A value higher than 0 (blue) indicates male predominance, and lower than
0 (red) means female predominance.

about the distribution of the variables.” First, for each country we compute
the average of a variable across all female users and compare the value with
the one obtained for the male users. Let § be the observed difference. Then
we use the same set of users, but now randomly permute the gender label.
The basic idea is to see if the observed difference could have arisen due to
random variance or whether it is more systematically linked to the gender of
the users. We now calculate the average of the two groups derived from the
permutation, and calculate the difference d,. We repeat this process 1,000 times
to estimate the level of variability of 6,. Finally, we mark the § as significant if
it was in the bottom/top 0.5% (or 2.5%) of the percentiles of the §,. In Table 1
we present the significance test result for some variables for a fraction of the
countries. In Table B.2 (appendix) we present the values for all the countries.
For most countries and most variables the difference between female and male
is significant.

6 Linking Online and Offline Gender Gaps

Whereas the previous section looked exclusively at online gender differences,
here we focus on linking online and offline gender gaps across 73 countries.

Figure 2 shows the linear regression between online variables and the Global
Gender Gap scores. GR stands for Gender Ratio (female divided by male value).
We observe that the gap score for the number of users is positively correlated
with the gender gap score. Countries with a roughly equal number of male and
female users online tend to score better (= higher) for the offline gap scores.
Surprisingly, at least to us, we also find that the number of followers and other
measures of “status” are negatively correlated for both networks. For example,
Pakistan has an offline Gender Gap score of 0.546 (with 1.0 indicating equality)
but, at the same time, women who are online in Pakistan have on average (and
in median) more followers than their male counterparts. . We discuss potential
reasons later in the paper.

The two plots in the right column of Figure 2 show the linear regression
plots of the assortativity variables in Google+. When we analyze the Differential

" See http://en.wikipedia.org/wiki/Resampling %28statistics%29#
Permutation tests for background information on permutation tests in statistics.
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Table 1. Significance test results for variables in Google+ for a subset of our 73
countries, ranked in descending order of the number of users. The value on the left is
the average female value and the value on the right is the average male value, followed
by the significance result (‘*’ is 95% significant, “**¢ is 99% significant). The full list of
results can be found in Table B.2 (appendix).

Country In-degree  Out-degree Recipr. Clust. Coeff. PageRank

United States
Russian Federation
Italy

Viet Nam

Philippines

Pakistan

Saudi Arabia
Bangladesh

United Arab Emirates

Q/F Q/F Q/F Q/d
34.8/47.1*%* 20.6/30.3** 0.49/0.50** 0.31/0.28**
17.7/20.8%* 31.0/36.1%* 0.45/0.41** 0.38,/0.32**
34.7/22.0  22.7/33.3%* 0.51/0.48"* 0.33/0.29%*
36.9/57.4%% 41.7/78.3%* 0.41/0.34** 0.29/0.29
11.6/16.6** 28.8/38.5%* 0.42/0.41  0.40/0.36**
25.4/15.8%* 35.3/49.1%* 0.40/0.31** 0.32/0.29%*
39.3/24.6%* 30.2/47.4%* 0.37/0.33** 0.29/0.26**
17.4/15.2  30.4/54.1%* 0.41/0.30** 0.32/0.30**
19.6/18.4  21.4/33.6%* 0.46/0.42** 0.28/0.22**

/S
2.0e-08/2.6e-08**
1.5e—08/1.8e—08**
1.86—08/2.06—08**
1.8e-08/2.0e-08**
1.4e-08/1.6e-08**
1.6e-08/1.3e-08**
1.7¢-08/1.6¢-08
1.4e-08/1.3¢-08
1.7e—08/1.7e—08

Greece 19.0/22.1  26.5/40.3%* 0.47/0.44%* 0.34/0.30%* 1.5e-08/1.8e-08**
Norway 16.8/40.3%* 17.6/30.8%* 0.57/0.56** 0.35/0.31%% 1.7e-08/2.5¢-08**
Sri Lanka 20.9/21.1  23.7/50.7%% 0.47/0.36** 0.31/0.30%  1.6e-08/1.6¢-08
El Salvador 12.8/11.5  31.7/28.7 0.38/0.39  0.21/0.24%* 1.4e-08/1.5¢-08*
Guatemala 10.1/12.1  21.2/26.2%*% 0.46/0.40%* 0.27/0.29%  1.5¢-08/1.5¢-08
Slovenia 10.0/18.2%* 16.8/30.2%* 0.56/0.53** 0.27/0.28  1.6e-08/2.1e-08**

assortativity we observe that most countries, clustered together on the dashed
line, have similar values for female and male, meaning that the level of gender as-
sortativity is the same for women and men. On the other hand, in countries with
a low Gender Gap score there’s a female predominance, meaning that women in
these countries connect much more among themselves than expected when com-
pared to men. This could be seen as an indication of women “shying away” from
cross-gender linkage in such countries. When we analyze not the gap but the
actual assortativity of a country we observe a positive correlation with the gap
score, meaning that in countries with higher Gender Gap score (= little inequal-
ity), there is higher assortativity (= more within-gender linkage). We discuss
potential hypotheses explaining this arguably surprising finding in Section 7.

Figure 3 presents the matrix of correlation between the online and offline
variables, essentially summarizing the linear regression fits from Figure 2 and
adding more variables. As in Figure 2, the Gender Gap Score is positively corre-
lated with the gender gap of the number of users in Google+, and, surprisingly,
negatively correlated with the gap of the number of followers, reciprocity and
PageRank. In terms of assortativity, there is a negative correlation for differen-
tial assortativity, meaning that female users connect more among themselves in
countries with a low Gap score, while the actual assortativity of the network is
positively correlated, implying more segregation in countries with high Gender
Gap score.
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Fig. 2. Linear regression and correlation between online social network metrics and
the Global Gender Gap score. GR stands for Gender Ratio (female by male value).
See Table A.1 (appendix) for a list of 2-letter country codes. The p-values for the
correlation were all lower than 0.01.

7 Discussion

One of our main motivation for this work was to see if online data could be used
to derive global indicators of gender inequality and whether these indicators
were in some sense “grounded” in that they are linked to existing indicators.
Our findings indicate that this indeed the case.

Surprisingly, the directionality of important indicators was opposite from what
we had expected. Concretely, we found that all indicators of gaps in online social
status such as the average number of followers, or the Pagerank on Google+
all had noticeable negative correlations (.65 and -.76 correspondingly) with the
aggregated offline gender gap score. For example in Pakistan, with a gender
gap score of 0.55, indicating a large inequality, we found that women have on
average 50% more followers on Google+ than men. Note that the number of
followers is typically heavy-tailed [22] and for such distributions it is known that
the observed average will increase as the sample size increases®. As we have
fewer women and men for countries where we observe these effects, the actual
effect might hence be even stronger. We also mention that we observed the same
effect by looking at medians, rather than averages, indicating a robust result not
caused by outliers.

8 See, e.g., http://en.wikipedia.org/wiki/Pareto_distribution which has an in-
finite mean when o < 1.
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Fig. 3. Correlation between offline variables and the ratio of online variables of the
countries. GR stands for Gender Ratio (female by male value). The relation is marked
with an X when the p-value of the correlation is lowen than 0.05.

Our current hypothesis is that this unexpected result might be due to the
so-called “Jackie Robinson Effect”?. Jackie Robinson was a baseball player who
who became the first African-American to play in Major League Baseball in
the modern era. If he had been only good, rather than great, it is unlikely that
he would have been given a chance to play rather than a slightly less talented
white alternative. Similarly, one might imagine that women that are online in
countries where women have more limited online access compared to men must
be extraordinary to begin with. In a similar vein it was found that female politi-
cians perform better than their male counter-parts as doing just as well would
not suffice to “make it” [2].

The effect above might also be linked to our observation of more within-
gender linkage for countries such as Finnland or Norway, compared to Egypt
or Pakistan. Other potential explanations for this observation could be acts
of online “stalking” or “staring” where women attract follow links from men,
causing more cross-gender linkage. This latter hypothesis is also consistent with

9 http://en.wikipedia.org/wiki/Jackie_Robinson
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our observation that in countries with more offline gender inequality women have
a stronger tendency for withing-gender linkage than men, potentially indicative
of shying away from cross-gender linkage.

Of course, our current data set and methodology are by no means perfect.
Clearly, our user set is by no means representative of the overall population.
Generally, we expect people over a higher social status to be overrepresented in
our data. But even the fact that for Pakistan we find about 8 times as many
male Google+ users as female ones is in itself a signal. Also note that for certain
applications the selection bias might be irrelevant. If, for example, the main
purpose of using online data is to have a low-cost and real-time alternative
to compute the offline gender gap index then as long as it works, despite the
selection bias, the selection bias itself becomes irrelevant. As a comparison, if it is
possible to accurately predict current levels of flu activity from social media data
then there is no reason to question this approach, assuming that the prediction
remains valid as the online population continues to change [3,23,11].

The example of monitoring flu activity also points to another limitation of
our study: the use of only one data source. For flu monitoring using online data,
Google Flu Trends [15] is the de-facto standard and baseline to beat. Recently,
its use as a figurehead has however been questioned [24]. Still, it seems promising
to look at, say, the relative search volume of topics associated with gender roles
to see if their search volume could be indicative of gender gaps. Additionally,
gender differences on comments on national, political sites could be indicators
for political engagement.

Another big limitation is our decision to ignore the content/topics that are
discussed. The main reasons for this are (i) technical difficulties when dealing
with content analysis for dozens of different languages and character sets, in
particular if the results need to be comparable across countries, and (ii) the
emphasis of existing offline indices on “hard data” rather than sentiments or
more qualitative analysis. Still, it seems valuable to look at the topics discussed
by, say, men and women in Mali to get better insights into their lived online
experiences. In future work we plan to focus on a limited set of countries and
languages and study topical differences in depth. Integrating content could also
lead to an improvement of the already decent fit between a combination of online
indicators and the offline gender gap scores. Finally, it could provide hypotheses
for the root causes of the differences we observe.

Our current analysis is based on a static snapshot of time. However, our
declared goal is to design a system that frequently calculates the latest on-
line indicators of gender gaps and makes these publicly available. This is done
with initiatives such as the United Nations Global Pulse in mind. “The Global
Pulse initiative is exploring how new, digital data sources and real-time analytics
technologies can help policymakers understand human well-being and emerging
vulnerabilities in real-time.”!? Similarly, the United Nations Population Fund
supports use of Data for Development and “women’s roles and status, spa-
tial mobility of populations and differentials in morbidity and mortality within

10 nttp://www.unglobalpulse. org/
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population subgroups were singled out as pressing concerns”!'!. At a broader
level, more and more non-profit organizations are advocating the use of data
mining “for good” and, as an example, the US Center for Disease Control and
Prevention is organizing a competition to encourage the use of social media to
predict flu activity'2.

Ultimately, of course, the goal is not just to describe and quantify gender gaps
but to close these gaps. Here, a large amount of responsibility undoubtedly lies
with politicians and people in positions of power. As good policy making needs to
be linked to quantifying the progress made, and there is a necessity to observe
the impact of new policies, measurement efforts are a valid objective in their
own right. However, it is well worthwhile thinking about how social media and
online social networks could in itself be used as a tool to facilitate the process
of closing the gap, rather than as a mere data source. It might for example be
possible to automatically strengthen the social capital of underprivileged women
or, if nothing else, it could be used as communication channel to support the
cause of gender equality.

8 Conclusion

We presented a large-scale study of gender differences and gender gaps around
the world in Google+. Our analysis is based on 17,831,006 users from 73 countries
with an identified gender and, to the best of our knowledge, is the first study
that links online indicators of gender inequality to existing offline indicators.

Our main contribution is two-fold. First, we describe gender differences along
a number of dimensions. Such insights are valuable both as a starting point
for in-depth studies on identifying the root causes of these differences, but also
when it comes to designing gender-aware systems. Second, we show how applying
existing offline methodology for quantifying gender gaps can be applied to online
data and that there is a respectable match in form of a 0.8 correlation across
73 countries.

Looking at individual variables we also find surprising patterns such as a
tendency for women in less developed countries with larger gender differences to
have a higher social status online as measured in terms of number of followers
or Pagerank. We hypothesize the existence of an underlying “Jackie Robinson
Effect” where women who decided to go online in a country such a Pakistan are
likely to be more self-confident and tech-savvy than random male counterparts.
Such an effect might also be linked to the fact that we observe a higher within-
gender link assortativity for countries with less offline gender inequality, though
alternative explanations include men “stalking” women online.

As more and more economic activity, education, and political engagement
happens online we are convinced that, ultimately, quantifying gender inequality
has to crucially take into account online activity.

" http://www.unfpa.org/public/datafordevelopment
12 nttp://www.cdc. gov/flu/news/predict-flu-challenge. htm
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Appendix

A

List of Countries

Table A.1. List of countries with their respective 2-letter country codes and the total
number of female and male users. We select only countries with at least 5,000 females

and males.
Country # users Country # users
Code Name Female Male Total Code Name Female Male Total
uUs United States 2,186,509 2,910,470 5,096,979 KR South Korea 16,570 60,696 77,266
IN India 363,956 1,964,070 2,328,026 SE Sweden 22,342 54,815 77,157
BR Brazil 563,173 716,455 1,279,628 BE Belgium 21,755 55,223 76,978
GB United Kingdom 210,801 445,343 656,144 AE United Arab Emirates 12,250 57,399 69,649
ID Indonesia 136,013 396,028 532,041 DK Denmark 20,219 47,470 67,689
RU Russian Federation 140,024 326,464 466,488 CZ Czech Republic 19,409 46,548 65,957
CA Canada 147,247 255,750 402,997 SG Singapore 20,798 43,515 64,313
MX Mexico 129,566 261,958 391,524 FI Finland 21,831 41,072 62,903
DE Germany 98,500 275,813 374,313 GR  Greece 17,578 41,393 58,971
ES Spain 116,997 221,343 338,340 IE Ireland 21,277 35,959 57,236
IT  Italy 87,028 226,777 313,805 RS Serbia 16,458 40,241 56,699
FR France 98,628 211,602 310,230 CH Switzerland 14,255 42,085 56,340
JP  Japan 57,234 221,049 278,283 AT  Austria 15,487 37,185 52,672
CN  China 45,551 199,300 244,851 NO Norway 15,246 35,795 51,041
AU Australia 87,605 156,493 244,098 IL Israel 15,101 33,752 48,853
VN Viet Nam 64,539 152,459 216,998 EC Ecuador 15,611 31,654 47,265
TH Thailand 80,655 117,904 198,559 NZ New Zealand 17,462 29,547 47,009
AR  Argentina 68,877 116,617 185,494 SK Slovakia 16,061 27,749 43,810
TR  Turkey 25,974 147,023 172,997 LK Sri Lanka 7,186 35,540 42,726
CO  Colombia 62,590 110,004 172,594 BG Bulgaria 13,136 25,260 38,396
PH Philippines 78,760 81,601 160,361 HR Croatia 13,612 23,944 37,556
MY Malaysia 60,607 95,842 156,449 MA Morocco 7,170 29,434 36,604
UA Ukraine 46,132 105,582 151,714 DO Dominican Republic 10,750 23,303 34,053
PL Poland 48,381 102,802 151,183 SV El Salvador 11,891 19,049 30,940
NL Netherlands 40,074 104,336 144,410 Dz Algeria 5,176 24,887 30,063
PK Pakistan 15,420 128,150 143,570 CR Costa Rica 9,632 20,186 29,818
IR Iran 27,153 112,444 139,597 KE Kenya 6,868 22,522 29,390
CL Chile 53,286 81,165 134,451 NG Nigeria 5,050 23,523 28,573
EG Egypt 19,414 113,495 132,909 GT Guatemala 7,342 20,189 27,531
ZA South Africa 34,153 66,871 101,024 UY Uruguay 9,966 14,552 24,518
SA Saudi Arabia 15,173 85,416 100,589 LT Lithuania 10,416 13,801 24,217
PE Peru 32,296 66,141 98,437 Kz Kazakhstan 5,727 12,555 18,282
RO Romania 28,907 63,982 92,889 PY Paraguay 6,273 10,730 17,003
PT Portugal 32,218 59,238 91,456 SI Slovenia 5,644 11,269 16,913
VE Venezuela 32,623 56,556 89,179 LV Latvia 5,722 9,979 15,701
BD Bangladesh 7,029 74,221 81,250 EE Estonia 5,337 8,337 13,674

HU Hungary 30,525 48,858 79,383


http://psycnet.apa.org/index.cfm?fa=search.displayRecord&uid=2007-19165-013
http://psycnet.apa.org/index.cfm?fa=search.displayRecord&uid=2007-19165-013
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B Significance Test Results

Table B.2. Significance test results for variables in Google+ for our 73 countries,
ranked in descending order of the number of users. The value on the left is the average
female value and the value on the right is the average male value, followed by the
significance result (“*’ is 95% significant, **‘ is 99% significant).

Country In-degree  Out-degree Recipr. Clust. Coeff. PageRank
9/d e/d 9/d e/d e/d

United States 34.8/47.1%*% 20.6/30.3** 0.49/0.50** 0.31/0.28%* 2.0e-08/2.6e-08%*
India 25.5/23.2  20.3/38.2%* 0.52/0.41%* 0.25/0.23** 2.0e-08/2.0e-08

Brazil 20.4/28.7%* 38.0/48.0%* 0.37/0.39** 0.16/0.17** 1.7¢-08/2.2e-08**
United Kingdom 30.9/26.8  20.5/28.9%* 0.47/0.46** 0.33/0.29%* 1.8¢-08/2.1e-08%*
Indonesia 25.0/17.7%*% 39.5/53.4%* 0.43/0.33%* 0.36/0.34** 1.9¢-08/1.6e-08%*
Russian Federation  17.7/20.8%* 31.0/36.1%* 0.45/0.41%* 0.38/0.32** 1.5¢-08/1.8e-08%*
Canada 33.9/38.9  19.6/29.1%* 0.48/0.48  0.31/0.28%% 1.8¢-08/2.2e-08%*
Mexico 10.5/12.6%% 22.8/28.0%* 0.45/0.41%* 0.28/0.27%  1.5¢-08/1.6e-08%*
Germany 21.5/42.2%*% 21.9/31.6%% 0.49/0.47** 0.35/0.31%% 1.6e-08/2.1e-08%*
Spain 13.7/29.2%% 20.4/29.1%% 0.50/0.47** 0.32/0.29%* 1.6e-08/2.2e-08%*
Italy 34.7/22.0  22.7/33.3%* 0.51/0.48%* 0.33/0.29%* 1.8e-08/2.0e-08%*
France 15.6/24.7*% 19.8/30.5%* 0.49/0.46** 0.33/0.29%* 1.6e-08/2.1e-08%*
Japan 32.0/35.0  30.8/49.1%* 0.44/0.37** 0.34/0.32** 1.9¢-08/1.9¢-08

China 45.1/46.3  48.0/76.5%* 0.41/0.31** 0.27/0.25%* 1.9¢-08/1.8e-08

Australia 14.8/21.5%% 18.5/27.2%* 0.48/0.48  0.33/0.29%* 1.5e-08/2.0e-08**
Viet Nam 36.9/57.4%*% 41.7/78.3%% 0.41/0.34** 0.29/0.29 1.8¢-08/2.0e-08%*
Thailand 19.4/29.1%% 34.0/48.2%* 0.41/0.39%* 0.34/0.31%* 1.6e-08/2.2e-08%*
Argentina 13.4/17.8%% 22.7/20.7%% 0.43/0.43% 0.29/0.27%* 1.6e-08/1.9e-08%*
Turkey 18.8/15.1%% 20.0/45.7%* 0.46/0.36** 0.32/0.28%* 1.5¢-08/1.4e-08

Colombia 9.6/10.9%% 24.8/31.0%% 0.44/0.40%* 0.28/0.27** 1.4c-08/1.6e-08%*
Philippines 11.6/16.6%* 28.8/38.5%* 0.42/0.41  0.40/0.36%* 1.4e-08/1.Ge-08%*
Malaysia 11.8/32.7%% 26.5/38.1%* 0.45/0.40%* 0.33/0.30%* 1.4e-08/1.8e-08**
Ukraine 20.1/37.9%*% 31.8/43.0%* 0.48/0.45** 0.37/0.31%* 1.6e-08/1.9e-08%*
Poland 8.1/13.6%* 17.0/23.9%* 0.53/0.50** 0.37/0.32** 1.5¢-08/1.8e-08%*
Netherlands 15.7/22.3%* 18.6/27.5%* 0.51/0.50%* 0.33/0.28%* 1.6e-08/2.1e-08%*
Pakistan 25.4/15.8%*% 35.3/49.1%* 0.40/0.31** 0.32/0.29%* 1.6e-08/1.3e-08%*
Iran 50.2/35.6  34.9/49.0%* 0.46/0.39** 0.30/0.29%* 1.9¢-08/1.7e-08

Chile 9.7/13.5%% 17.7/23.4%% 0.50/0.50% 0.27/0.26** 1.6e-08/2.0e-08%*
Egypt 34.2/18.9%*% 30.3/62.4%% 0.38/0.25%* 0.31/0.28%% 1.7¢-08/1.3e-08%*
South Africa 10.5/17.9%% 19.4/31.0%* 0.45/0.42%* 0.29/0.26%* 1.4e-08/1.8e-08%*
Saudi Arabia 39.3/24.6%*% 30.2/47.4%% 0.37/0.33%*% 0.29/0.26** 1.7¢-08/1.6e-08

Peru 12.2/11.3  27.7/34.9%*% 0.41/0.36** 0.28/0.28 1.5¢-08/1.5¢-08

Romania 22.8/24.0  34.4/52.7** 0.43/0.38%* 0.35/0.31%* 1.5¢-08/1.7e-08%*
Portugal 13.3/20.4%* 22.6/35.9%* 0.47/0.46** 0.27/0.26%* 1.5¢-08/1.9e-08**
Venezuela 13.5/14.4  28.6/34.9%* 0.42/0.39%* 0.28/0.26%* 1.5¢-08/1.7e-08%*
Bangladesh 17.4/15.2  30.4/54.1%* 0.41/0.30%* 0.32/0.30** 1.4e-08/1.3e-08

Hungary 10.0/12.4%* 17.9/22.5%* 0.55/0.53** 0.34/0.31%* 1.5¢-08/1.8e-08**
South Korea 17.7/26.8%% 26.8/42.1%% 0.48/0.42%* 0.33/0.31%* 1.6e-08/2.0e-08**
Sweden 16.8/23.6%* 17.6/28.2%* 0.58/0.57* 0.37/0.31%* 1.7e-08/2.3e-08%*
Belgium 13.8/17.6% 17.9/26.4%* 0.50/0.49%* 0.34/0.29%* 1.6e-08/1.9e-08%*
United Arab Emirates 19.6/18.4  21.4/33.6%* 0.46/0.42*%* 0.28/0.22%% 1.7e-08/1.7e-08

Denmark 12.7/18.4%% 14.8/23.5%* 0.57/0.57  0.34/0.29%* 1.7e-08/2.2e-08%*
Czech Republic 12.2/20.2%% 17.0/27.1%% 0.56/0.52%* 0.38/0.31%* 1.6e-08/2.1e-08%*
Singapore 14.8/20.6** 19.5/30.0%* 0.51/0.49%* 0.27/0.24%* 1.7e-08/2.1e-08%*
Finland 13.4/47.0%* 13.7/23.5%* 0.60/0.59* 0.37/0.35%* 1.6e-08/2.5¢-08%*
Greece 19.0/22.1  26.5/40.3%* 0.47/0.44** 0.34/0.30%* 1.5¢-08/1.8e-08**
Ireland 13.9/22.2%% 17.3/27.4%* 0.49/0.48  0.35/0.31%* 1.6e-08/2.1e-08%*
Serbia 13.9/46.9% 19.8/31.8%* 0.53/0.47** 0.31/0.30 1.5¢-08/2.0e-08%*
Switzerland 22.4/29.2  20.6/33.3%% 0.50/0.48%* 0.31/0.28%% 1.7¢-08/2.2e-08%*
Austria 14.2/27.9%% 17.9/31.4%* 0.52/0.49%* 0.37/0.33%* 1.5¢-08/1.9e-08%*
Norway 16.8/40.3%* 17.6/30.8%* 0.57/0.56** 0.35/0.31%* 1.7e-08/2.5e-08%*
Israel 23.2/61.5  24.5/37.4%% 0.50/0.49  0.26/0.23%* 1.8¢-08/2.5e-08%*
Ecuador 8.5/8.5 27.6/31.4%*% 0.40/0.36** 0.32/0.31** 1.4e-08/1.3e-08

New Zealand 14.3/22.4%% 16.7/27.8%* 0.51/0.50%* 0.33/0.29%* 1.6e-08/2.0e-08**
Slovakia 6.4/12.8%* 13.1/21.1%* 0.61/0.58** 0.32/0.30** 1.6e-08/2.0e-08%*
Sri Lanka 20.9/21.1  23.7/50.7** 0.47/0.36** 0.31/0.30*  1.6e-08/1.6e-08

Bulgaria 14.9/19.1%% 25.2/36.2%* 0.48/0.46** 0.34/0.31%* 1.5¢-08/1.8e-08**
Croatia 8.9/14.5%* 15.0/26.4** 0.54/0.50** 0.32/0.30** 1.4e-08/1.7e-08%*
Morocco 20.7/18.3  27.1/57.9%* 0.44/0.30** 0.25/0.26 1.7¢-08/1.4e-08%*
Dominican Republic  16.7/16.0  27.5/39.3%% 0.43/0.38%* 0.27/0.27 1.6¢-08/1.7e-08

El Salvador 12.8/11.5  31.7/28.7 0.38/0.39  0.21/0.24%* 1.4e-08/1.5¢-08*
Algeria 20.7/10.6%*% 27.6/51.4%% 0.34/0.22%* 0.25/0.27 1.3e-08/1.0e-08%*
Costa Rica 14.6/15.1  20.3/27.6%* 0.50/0.46** 0.27/0.27 1.7¢-08/1.8e-08

Kenya 13.1/14.8  28.6/42.0%* 0.42/0.34%* 0.27/0.26 1.6¢-08/1.5¢-08

Nigeria 8.7/8.4 31.9/47.7%* 0.31/0.21%* 0.26/0.27 1.2¢-08/1.1e-08*
Guatemala 10.1/12.1  21.2/26.2%* 0.46/0.40%* 0.27/0.29%  1.5¢-08/1.5¢-08

Uruguay 13.2/13.9  23.9/28.6* 0.46/0.46  0.27/0.27 1.5¢-08/1.7e-08%*
Lithuania 7.9/19.3%% 19.3/34.5%* 0.51/0.49** 0.30/0.28** 1.5¢-08/2.0e-08%*
Kazakhstan 16.5/16.8  33.6/35.6  0.38/0.37  0.33/0.32 1.4¢-08/1.5¢-08

Paraguay 16.8/18.2  28.1/34.0%* 0.45/0.42*%* 0.23/0.23 1.8¢-08/1.8e-08

Slovenia 10.0/18.2%* 16.8/30.2%* 0.56/0.53** 0.27/0.28 1.6¢-08/2.1e-08%*
Latvia 11.8/19.7%% 26.2/35.3% 0.51/0.48%* 0.34/0.31%* 1.5¢-08/2.3e-08%*
Estonia 8.9/15.0%% 15.0/25.7*% 0.54/0.51%* 0.26/0.25 1.6¢-08/1.9e-08%*
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Abstract. Gender differences in human social and communication be-
havior have long been observed in various contexts. This study investi-
gates such differences in the case of online social networking. We find a
general tendency towards gender homophily, more marked for women,
however users having a large circle of friends tend to have more connec-
tions with users of the opposite gender. We also inspect the temporal
sequences of adding new friends and find that females are much more
likely to connect with other females as their initial friends. Through
studying triangle motifs broken down by gender we detect a marked ten-
dency of users to gender segregation, i.e. to form single gender groups;
this phenomenon is more accentuated for male users.

Keywords: Gender, Homophily, Social Network, Data Mining.

1 Introduction

It is a common believe that men are more frequently early adopters of new
technologies. However, in the case of many social media websites and services
women are in the vanguard. Thus, women outnumbered men by a considerable
amount for most social networking sites [6,16] with Pinterest having the largest
gender inequality [22] and LinkedIn being the only exception [15]. With tech-
nology entering the mass market, women lean in and overtake males not only
in spending time on social networking platforms, but also in owning gadgets or
playing casual social games [3].

Differences in styles of social interactions for males and females have been
documented for centuries [4]. A seminal work [20] on quantitative analysis of
gender differences introduces a network terminology to describe social relations
between children and evolution of these relations over time. Many of the succes-
sive studies rely on questionnaires, surveys or direct observations by adults. We
refer to [18,26,30] for further reading on this subject.

The technological advances led to the emergence of new ways to investigate
human behavioral patterns. Examples of such new tools can be the analysis of
data obtained from wearable sensors (see again [26] and references therein) or
the exploration of mobile [23] and online social traces. Among the first works fo-
cused on gender differences in online friendship preferences were Lewis et al. [14]

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 139-150, 2014.
© Springer International Publishing Switzerland 2014
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for Facebook and Thelwall [28] for MySpace. A recent study [27] analyzed online
social interactions in the setting of a massive multi-player online game. Gender
homophily, the tendency of individuals to bond with similar others, was also
reported for interactions in Wikipedia, a community with strong female minor-
ity; a higher presence of women was found in discussions with a more positive
tone [13]. Finally, in [10,12,25] authors studied how gender influences linguistic
style of messages in Twitter, Facebook and Wikipedia.

Nevertheless there is still a lack of understanding of gender roles in online so-
cial communications. As most of the studies rely on analysis of US-based users [1]
some of these findings can be less relevant in non-US contexts. Gender influence
on access to information and communication technologies often varies according
to local and cultural practices [5,17]. In this work we use a complete dump of a
large Spanish social networking service to present an extensive analysis of online
gender homophily, i.e. gender preferences emerging online. Spain is among the
most “social media addicted” countries in the European Union [7] with almost
75% of the Spaniards using Internet as an instrument for communication and
interaction with others.

In this study we explore dissimilarities between men and women in the way
they sign up to a social network platform and they make friends online. We
further discuss how gender homophily observed in the offline world is translated
into the case of online social communications.

2 Paper Roadmap and Main Results

To detect the fundamental differences between male and female usage of the SNS
(social networking service) under analysis, we first compare the process of build-
ing their ego networks, i.e. online personal networks. Of particular interest is to
inspect the gender of the first friend of each user to estimate the influence of
gender on the adoption of a new technology. So, our first research question is:

(RQ1). How does gender homophily affect SNS-adoption? Do men show a pref-
erence to accept invitations from men and women from women? Do online ego-
networks grow in a gender-biased way?

In our invitation-only Spanish SNS, we find that female users in most cases
join the new social platform by following invitation by another female, and they
add women as their initial friends, while for male users we don’t observe any
strong preference.

Next, we study gender homophily in more detail by answering the the follow-
ing questions:

(RQ2). Do females and males have similar friendship networks, both in size and
composition? Is there a preference for connection among same gender users? We
find that males and females are almost indistinguishable with respect to their net-
work size. We observe a relation between user popularity and the gender of a user’s
friends: users having an around average number of friends exhibit gender homophily
(more marked for females), while users with few friends tend to have more female
friends, and users with a large number of friends have more opposite gender friends.
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Finally, we inspect the effect of gender on the network structure with our
third research question:

(RQ3). How does gender affect the network structure and the formation of tran-
sitive relationships (triangles)?

We find evidence for gender segregation, as we observe a much larger propor-
tion of single gender triangles than expected. This result is particularly marked
for male only triangles. So, while we find in general a higher homophily for
women, men exhibit a higher tendency to form gender homogeneous groups.

3 Dataset Description

In contrast to many recent studies on gender difference based on large-scale
online data, our dataset is complete in the sense that it contains the entire
friendship network. Another advantage is that the SNS under analysis is gender-
balanced, i.e. the number of male and female subscribers is practically the same.
This is different from many other online platforms. Finally, it is also worth
mentioning that we focus on a non US-located community, a category that is
underrepresented in the literature.

The dataset (see detailed descriptions in [11,31]) is a fully anonymized snap-
shot of friendship connections from the invitation-only (at the time this dataset
was collected) Spanish social networking service Tuenti (www.tuenti.com). Sim-
ilar to many other popular social networking platforms Tuenti allows users to set
up their profiles, connect with friends and share links and media items. Users
can interact by writing messages on each other’s walls. The dataset includes
about 9.8 million registered users (25% of Spain’s population), their bidirec-
tional friendship links (with the temporal order of link formation), and the di-
rected interactions (an interaction is an exchange of a wall message) generated
by the users during a three months period. There are small differences between
the numbers of male and female participants (see Appendix A for the exact
numbers) similar to those reported in surveys [9].

4 Building Social Environment

Gender has been observed to play a crucial role in defining people’s decisions
about adopting and using new technologies. Thus, men are more driven by in-
strumental factors (i.e. perceived usefulness) while women are more motivated
by process and social factors [29]. We examine differences in how males and
females start their online social experience, i.e. how they organize their online
social environment, by comparing the order in which they are making friends.
The dataset under analysis comes from an invitation-only online platform,
therefore we assume that the first friend of a user is the one who invited her
or him. Although some data limitations (we only have successful, i.e. accepted,
invitations, and no information about unfriending) we believe in the importance
of this analysis for better understanding of social media involvement mechanisms.


www.tuenti.com
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The First Friend: We schematically draw the difference in gender for the first
and second friends. In Figure 1 (left) we look at the gender of the users who
successfully invited a male user to join the SNS. We observe that males sign up
through the invitation sent by another male in 55% of the cases and only in 45%
of the cases after the invitation by a female. The gender bias however is much
more significant for female users (Figure 1 (right)): in 72% of the cases women
accept an invitation to join the online platform from another woman, and just in
28% of the cases from a man. We observe a similar trend for the second friend of
a female user in the case that the first friend was already a female. However if,
on the contrary, the first friend of a female was a male, the probability of being
the second friend as well a male rises to 42%. For male users the dependency
of the genders of the first two friends is even stronger: the second friend has in
almost 6 of 10 cases the same gender as the first friend.

Friendship Order: We go beyond the first two friends and look at the average
number of same gender friends added by users given their gender and degree. In
Figure 2 we plot the average fraction of same gender friends for the kth friend of
male and female users form k =1 to 1 000 (the Tuenti friendship limit). In the
same plot we also show the average fraction of female friends for all users. We
find than most women, as they join the new social platform, connect primarily to
their female friends, creating female dominated ego networks. Women prefer to
add other female users until their degrees grow larger than 150. When they have
over 150 friends they tend to connect more with males. In Section 5.1 we confirm
that females with many friends have a smaller fraction of same gender friends.
For men we do not observe pronounced preferences. The only observation is
that at the very beginning of their online social experience, and also when they
have between 50 and 200 friends approximately, males have a slight tendency to
connect preferentially with other males.

To sum up, women do organize their online social environment different from
men especially in the initial steps, which suggests that they are more likely to
add other women as their initial friends and to try a new service or enter a new
social environment following an invitation by another woman. As there are many

55% 45% 28% 72%
w : .
58%, 42% 43% S57% 42% 58% 30% 70%
32% 23% 19% 26% 12% 16% 21% 51%

Fig. 1. Gender differences in making the first friends for males (left) and females (right)
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fraction of male and female friends given friendship order

-&male friends of male users

(7]
'g 0.7 -®@-female friends of female users
o -*-female friends of all users

0'30 ‘1 ‘2 3

10
friendship order

Fig. 2. Gender of the kth friend: fraction of same gender friends for male (blue squares)
and female (red circles) users, and fraction of female friends of all users (black crosses)
given friendship order

different ways for users to find new friends (e.g. by using search or recommenda-
tion tools provided by SNS, through direct invitations, or by exploring friends
of users’ friends) further investigation is needed to explore this result.

5 Gender Homophily

Exploring online friendship homophily we first find that users have just a small
preference to make friends of the same gender (see detailed statistics in Ap-
pendix A). This preference is larger for females: on average male users have 82
male and 78 female friends, while females have 85 females and 76 males. The
corresponding percentages are smaller in comparison to the offline world, where
men are reported to have 65% and women 70% of same gender friends [24].

5.1 Gender Homophily by Degree

Previous work on Facebook [14] reported that males and females are almost
indistinguishable with respect to their network size. In our case we also do not
find any differences for degree distributions for male and female users (data not
shown). However, by looking at gender ratios of users having a given degree we
find that users with low (< 100) or high (> 300) numbers of friends are slightly
more often females (Figure 3(a)).

In Figure 3(b) we plot the ratio of female friends given the degree of a user.
That is, for all users with exactly k friends, the figure shows what fraction of
their friends are females, on average. We find that users with few friends tend to
have more female friends; their proportion decreases with increasing degree, and
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Fig. 3. Gender differences given the number of friends (degree) of a user

falls below 50% for users with more than 350 friends: users having many friends
have more male friends.

To understand more deeply gender preference in friendship relationships, we
also consider the fraction of same gender friends, given the degree, for male
and female users separately (see Figure 3(c)). The figure shows, for women with
few friends, a marked preference for connection with other females: around 60%
for women having less than 50 friends. This preference tends to decrease with
increasing degree, until women with more than 450 friends, who tend to have
more male friends. For male users we observe a more balanced pattern, while
we still find that users with many friends prefer to friend opposite gender users.
Interestingly, males with a low number of friends also have a higher proportion
of female friends. This finding is in contrast with the slight tendency of men to
add other men as their initial friends, observed in Figure 2, suggesting that a
preference for female friends applies only to male users having a small circle of
friends (less than 25) in the SNS.

5.2 Triangle Motifs

To investigate the interplay between gender and the structure of the network
we next inspect gender composition of friendship triangles, i.e. triples of nodes
in which each node is connected to the other two. A high presence of triangles
(or a high clustering coefficient) is one of the key elements that distinguish
social networks from other kinds of networks, such as biological or technological
networks [21]. In other words, the presence of transitive relationships can be
seen as a sign of a community structure, which is typical of social networks.
Therefore it is particularly relevant to assess how gender affects the formation
of this distinguishing pattern.

For this analysis, beyond the friendship network we consider the interaction
network: the friendship network filtered by reciprocal interactions (i.e. keeping
only connections between users who have exchanged messages on each other
walls). More details about the methodology used for this analysis can be found
in Appendix B.
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Table 1. Proportion of triangle motifs with different gender composition (blue=male,
red=female) in the friendship and interaction networks. The differences between ob-
served (obser.) and expected proportions (shuff., calculated via reshuffling the gender
of users having the same degree) are highly significant (stdv. of reshuffling < 0.03%).

Type of triangle friendship interaction
obser. shuff. obser. shuff.

.\
males only ¢ 16.0% 11.6% 9.9% 6.2%
1 female, 2 males+” 32.5% 36.6% 24.4% 28.4%
2 females, 1 maleI> 34.5% 38.4% 37.3% 43.3%

females only I> 17.0% 13.4% 28.4% 22.1%
total 3.64 x 1019 1.24 x 108

Explicit Friendship Triangles: In total we find more than 3.64 x 10'° trian-
gles in the friendship network. The second and third column of Table 1 list the
proportion of triangles of different composition together with the expected val-
ues based on the networks with randomly reshuffled genders. We clearly observe
a much larger proportion of single gender friendship triangles than expected. In
particular, although the number of female only triangles is higher, if we compare
the results with the ones obtained in the reshuffled networks we find a stronger
deviation for male only triangles (+38%, versus +27% for female only trian-
gles). This indicates that the trend to form gender homogeneous groups is more
accentuated for males.

Interaction Triangles: When analyzing only the connections which mutually
exchange messages, i.e. the interaction network, we find a striking difference be-
tween males and females, as can be observed in the two rightmost columns in
Table 1. The number of female only triangles is about 3 times larger than the
number of male only triangles. This difference seems high, however reshuffling
shows that again we would actually have to expect an even larger disproportion-
ality between male- and female only triangles, given that females are much more
active in sending (and receiving) messages. So the tendency to form gender ho-
mogeneous groups is more marked for male users also in the interaction network.
In this case the proportion of male only triangles exceeds by 60% the expected
value, while the proportion of female only triangles is only 28.5% higher than
expected. This indicates that male users are in general less active in the SNS,
but when they interact they tend to do it in gender homogeneous groups in a
much more marked measure than females.

The above results show that users do not only tend to connect preferentially
with others of the same gender, but they also tend to group more by gender,
and to create gender-homogeneous groups of friends. As demonstrated in [19)],
gender segregation is a widespread characteristic of offline social behavior. Our
findings show that, in this sense, online social behavior reproduces this offline
phenomenon, and that this happens more markedly for male users.
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6 Conclusions

Recent studies on digital inequalities treat gender in very different ways. Some
only concentrate on the influence of gender on human behavior [5], others such
as Zillien [32] consider gender only as one of many variables in the emergence
of digital inequalities, and yet others like boyd [2] completely ignore the gender
dimension. This lack of consensus in considering gender and its influence on
digital experience indicates that there are still many open questions that need
to be addressed. This study is one of the first intents to shed light on emerging
gender patterns in the growth of users’ online personal networks.

There is growing evidence that men and women use online social platforms
differently [8,16,27]. These differences are generally neglected when all users are
treated de-gendered and equally. The analysis we present here reveals funda-
mental differences in how male and female users organize their online friendship
networks. One of our most important findings is that females show in general
a higher homophily than male users, and that this phenomenon is particularly
prominent in the first steps they take in the new social environment. Women
join the SNS following significantly more often an invitation from a female, and
they add much more frequently other females as their initial friends.

Our findings also suggest a popularity effect, with heterophily characterizing
users having many connections. At the same time, users having smaller circles
of friends exhibit a preference for female friends irrespectively of their gender.
For males, in the case when their personal network is still growing, this does not
correspond to the general behavior: men tend to add slightly more frequently
other men as their initial friends. For females instead we find clear evidence for
homophily among women having a small or average sized personal network, as
well as for women in general at their early stages in the social network (until
having about 150 friends). Further research could explain whether also women
who get to have large personal circles of friends (and have more male friends)
still tended to exhibit homophily in their first stages.

Finally, we found evidence of homophily also in the formation of groups: the
proportion of single-gender triangles is much higher than expected, reproducing
the offline phenomenon of gender segregation in social behavior [19]. In contrast
with the results about homophily in one-to-one friendship connections and inter-
actions, this tendency to gender segregation is stronger for male users. Further
research would be needed to investigate the gender composition of richer motifs,
such as cliques and dense clusters.

Our findings show how gender affects the growth of a user’s personal network
and the composition and structure of friendship circles. They also unveil the
importance of gender when entering a new digital social environment, and can
help to understand the gender gap observed in some online communities: when
females are a minority, it is less likely that other females will join, as the perceived
presence of other females appears to be fundamental in the first stages.
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A Detailed Statistics for Gender Homophily

Table A1 reports the number of male and female users in the Tuenti SNS. Quanti-
ties are shown for both the whole dataset and the filtered dataset (i.e. considering
only users having more than 10 friends).

Table A2 shows the average number of friends for male and female users,
broken down by gender. In Figure Al we plot the complete distribution of the
percentage of same gender friends for users with more than 10 friends. We observe
that the red bars are more shifted to the right, indicating greater homophily for
females.

Table A1l. Number of users in the dataset broken down by gender. The second column
shows these numbers for users with more than 10 friends.

# users total > 10 friends
male 4899659 3269611
female 4784975 3350 189

Table A2. Basic friendship statistics by gender (all averages are taken over users with
more than 10 friends) together with 25% and 75% quantiles.

friends avg # male avg # female avg % same gender

male 82[20, 116] 78[19, 106] 51.48%
female 76[15, 104]  85[23, 122] 56.46%

distribution of the percentage of same gender friends
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Fig. A1. Distribution of the percentage of the number of same gender friends for users
with more than 10 friends
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B Methodology for Assessing Gender Homophily in
Transitive Relationships (Triangle Motifs)

To explore the gender composition of friendship triangles we first focus on the
entire friendship network and then restrict our analysis only to friends for which
we observe reciprocal interactions. In the latter case we only consider a connec-
tion between two friends if they have sent to each other at least one wall message.
We call this filtered network the interaction network. To construct it we use the
information of all wall message exchanges over a period of 3 months. The re-
sulting network is composed of 2 247 992 male and 2 521 200 female users. The
number of connections for both networks, broken down by gender, is reported
in Table B1. Note that for this analysis we did not filter out users having less
than 10 connections. The higher number of connections involving females in the
interaction network indicates that women are much more active than men in
sending (and receiving) wall messages in the SNS.

Table B1. Number of connections in the friendship network and in the network of
reciprocal interactions, broken down by gender.

# connections male-male female-female mixed
# friendship 135 064 946 143 740 462 256 894 050
# interactions 12 236 165 22 698 114 27 346 769

There are four possibilities for the gender composition of the triangles: 3 fe-
males, 3 males, 1 male and 2 females, or 2 males and 1 female. In case of a
perfectly gender balanced network, one could expect, using the binomial distri-
bution, to have exactly 12.5% male-only triangles, 12.5% female-only triangles,
and 37.5% of the triangles in each of the two mixed triangle possibilities. How-
ever, the numbers of males and females in the networks are not equal, and more
importantly, the degree distributions are not equal. Females have more connec-
tions, especially in the interaction network, and this leads to a higher number
of triangles involving females.

To compensate for the bias we assess how the results we observe differ from the
results one should expect given the user composition of the networks. We produce
randomized equivalents of our networks by re-shuffling user genders. To maintain
the same gender proportions, and the same degree distribution for each gender,
we randomly re-shuffle the gender of all users having the same degree. The
resulting networks have the same structure and the same number of connections
involving males and females as the original network. Comparing the proportion
of triangles observed in the real networks with the average proportion obtained
in 10 of these reshuffled networks, we are able to assess how gender influences
the formation of transitive relationships. The results presented in Section 5.2 are
highly significant: the standard deviation of the values observed for the reshuffled
networks is smaller than 0.03%.
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Abstract. The boom of online social platforms of all kinds has trig-
gered tremendous research interest in using social network data for user
profiling, which refers to deriving labels for users that characterize their
various aspects. Among different kinds of user profiling approaches, one
line of work has taken advantage of the high level of label similarity
that is often observed among users in one’s friendship network. In this
work, we identify one critical point that has been so far neglected —
different users in one’s friendship network play different roles in user pro-
filing. In particular, we categorize all users in one’s friendship network
into (I) close friends whom the user knows in real life and (II) online
friends with whom the user forms connection through online interaction.
We propose an algorithm that is affinity-aware in inferring users’ labels
through network propagation. Our divide-and-conquer framework makes
the proposed method scalable to large social network data. The exper-
iment results in three real-world datasets demonstrate the superiority
of our algorithm over baselines and support our argument for affinity-
awareness in label profiling.

1 Introduction

The recent blossom of social network services has provided everyone with an un-
precedented level of ease and fun in sharing information of all sorts. These public
social data therefore reveal a surprisingly large amount of information about an
individual which is otherwise unavailable. A central task in leveraging this big
social data for business, consumer and social insights is user profiling, which is
to derive labels (also called attributes) that characterize various aspects of a
user. These labels range from simple demographic ones such as gender, age and
education, to more sophisticated ones including income levels, personal interests
and expenditure propensities. Accurate user profiling is a crucial foundation to
support a wide range of business intelligence tasks including targeted marketing
and customer relation management.

The most straightforward way of user profiling is to derive labels based solely
on a user’s own information [13,2]. Such methods, however, suffer from the data

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 151-165, 2014.
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Fig. 1. Consistency on education background for close friends vs online friends in
Renren

sparsity problem, i.e., labels might not be obtainable for some users, which could
result from a number of reasons including privacy concern and missing informa-
tion. Fortunately, researchers have identified the phenomenon that, for many
labels, a user would share the same value with a group of other users in his
online social network, as a result of the context in which they become socially
connected in the first place, e.g., education background, work place, location,
etc. Algorithms such as [11,7] have therefore been proposed to propagate labels
across users’ online social network to recover the missing labels.

However, a critical point neglected so far in this line of research is that, dif-
ferent users in one’s online social network play different roles in terms of label
propagation. Indeed, on platforms like Twitter, users do connect with a variety
of different users apart from those in their real-life social circles. In particu-
lar, here we classify nodes in a user’s online social network into two kinds —
(I) those friends whom the user knows in offline real life, which we call “close
friends”, and (IT) those whom the user connects with through online interaction
only, which we call “online friends”. It is obvious that, to derive labels such as
education background (e.g., alumni from the same alma mater), close friends are
more likely to contribute, as the underlying assumption that these labels come
from the shared context does not hold for online friends such as celebrities in
the user’s online network. We use an example to further illustrate this point. In
Figure 1, we show the fraction of close friends and online friends whose college is
consistent with the target user, based on a result computed on our real Renren
dataset (details of the dataset are given in Section 4.1). As shown in Figure 1,
on average nearly 65% of a user’s close friends share the same college label with
the target user while only less than 35% of the online friends do. This drives
home the importance of differentiating nodes in a user’s online social network
for label propagation, which is a key contribution of this work.

We propose in this paper an optimization-based label profiling algorithm to
assign labels for all the label-missing nodes in a given partially-labeled social
network. To handle large social networks in real-life applications, we adopt a
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Table 1. Average value of AFP and AFN

Dataset Avg. AFP Avg. AFN
Sina  34.66% 4.48%

Renren 37.24% 0.19%
Pokec  43.19% 0.65%

divide-and-conquer framework to deal with the scalability issue. Our main con-
tribution can be summarized as follows.

First, to the best of our knowledge, this is the first work to consider the
difference between a user’s close and online friends in the task of user profiling.

Second, we observe the homophily among users in social network that only
a*-labeled users connect to many a*-labeled friends (see Section 2), based on
which we propose an optimization-based label profiling algorithm (see Section
3).

Third, we give a divide-and-conquer framework to scale up to large social
networks (see Section 3). The experiments show that, we can accurately profile
the labels for around 83% of the label-unknown users even if we only know the
labels of 20% of all the users (see Section 4).

2 Problem Analysis and Formulation

2.1 General Homophily

Homophily [10] is a well-known principle in social network describing the phe-
nomenon that friends tend to be similar. In other words, a user would share the
same labels with many of her friends. For example, consider the user label of
“location”: a user is likely to have many friends in online social network who
live in the same city, simply due to their offline interaction in their daily life.
Indeed, both Li et al. [8] and Backstrom et al. [1] have found that the likelihood
of friendship is inversely proportional to the distance in online social network.
Take “education” as another example. Being alumni of the same institution, a
user would have many friends with the same label of their alma mater. In the
work of profiling user’s interest, Yang et al. [16] discovered that people with
similar interests tend to connect to one another. In general, for a large class
of labels including “location” and “education”, comparing between users with
any given label value a* and users with label values other than a*, the fraction
of their respective friends with the same label value a* is much higher for the
former than the latter.

The observation has also been verified by our real-world datasets. For each
label value a;, we calculate the average fraction of friends with label a; of a
user whose label is a;, which is named as AF P, and the average fraction of
friends with label a; of a user whose label is not a;, which is named as AFN.
Table 1 shows the average value of AFP and AF N for all different label values
that appear in our three datasets. In all datasets the average value of AFP is
notably higher than the average value of AFN.
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2.2 Affinity-Aware Homophily

Even though homophily has been observed for both labels of user location and
user interest, the underlying reasons could be very different. For “location”,
homophily arises mostly as a result of offline social interaction of geographical
proximity — those friends sharing the same label value largely know the target
user in offline world. For “interest”, however, it follows from the nature of social
network platforms that users would often seek information and interaction from
others with the same interest online — those friends sharing the same label
value might not know the target user in offline world. The message is that, when
inferring different types of labels based on homophily, one should distinguish
different types of friends. In particular, here we classify nodes in a user’s online
social network into (I) those whom the user knows in offline real life, which we
call “close friends”, and (II) those whom the user forms connection with through
purely online interaction, which we call “online friends”. It is evident that, to
derive labels such as education background and geographic location, the close
friends would be more reliable sources, while for labels such as user interest, the
online friends could give more informative clues.

Yet, it is a technical challenge how to distinguish a user’s close friends and
online friends from online social network. We have adopted Xie’s method [15]
which achieves great performance in identifyng users’ close friends based on the
friendship network structure.

2.3 Problem Formulation

Given a network G(V, E), where V is the set of users, E C V x V is the set of
edges each representing an undirected friendship among the users. Let E. C F
be the set of all undirected close friendships, and E, = E'\ E. be the set of all
undirected online friendships. We also define de; as the number of close friends
of user v; € V and do; as the number of online friends of user v; € V.

As we mentioned in Section 2.2, close friendship and online friendship should
be treated differently when profiling users for a specific label. On the other
hand, it is imprudent to completely disregard one or the other. We therefore
give different weights to close friendship and online friendship when profiling
users. Specifically, the weight of close friendship is always 1, the weight of online
friendship is a parameter w. We define the propagating importance PI;; from
user v; to user v; as follows, which is the normalized value of the friendship’s
weight with respect to user v;.

1 .
dec;+wxdo; ’ if i j € EC
Plij = dCi"F’ZJ)XdOi , if €ij € Eo (1)
0 , otherwise

One thing to note is that PI;; does not equal PI;; in general. Given a specific
label value a*, let V,~ C V denote the set of users whose label is a*. We define

f(Va*) in (2)
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Red

Fig. 2. An example of label profiling. Each solid edge represents a close friendship, and
each dashed edge represents an online friendship. The red nodes represent the users
whose label is known as a*, the green nodes represent the users whose label is known
as not a”, and the white nodes represent the users whom we want to profile.

f(V ) _ ZviEVa* ZUJ'EVQ* PIZH,] . Zvieva* ZUJ'EVQ* PI“;.] (2)
’ |Var V\ Vi |

Equation (2) is actually the difference between average total propagating im-
portance from a*-labeled friends of a a*-labeled user and average propagating
importance from a*-labeled friends of a user whose label is not a*. To capture
the affinity-awareness in user profiling, our goal is to maximize the value of
f(Vax) as in Equation (2). We take Figure 2 as an example to illustrate (2).
Let parameter w equal 0.5. If all label-unknown users (i.e., the white nodes) are
assigned a*, then Vg~ = {1,2,3,4,5,6,7} and V' \ V= = {8,9,10}. The aver-
age total propagating importance from a*-labeled friends of a user whose label
isa*is(1+1+14+1+ g + :; + é)/? ~ 0.80, and the average total prop-
agating importance from a*-labeled friends of a user whose label is not a* is
(2+1+1)/3~0.42.So f(V,+) ~ 0.38 for this assignment. If a* is only assigned
to user 4 and 5, then V= = {1,2,3,4,5} and V\V,~ = {6,7,8,9,10}. The average
total propagating importance from a*-labeled friends of a user whose label is a*
is(14+14+1+ S + ?)/5 = 0.95, and the average total propagating importance from
a*-labeled friends of a user whose label is not a* is (1 +0+140+0)/5 = 0.06. So
f(Vax) = 0.89 for this assignment, which is the optimal solution for the example
shown in Figure 2. We now give our label profiling problem statement.

Definition 1. [Label Profiling] Given a network G(V, E) and a label value a*,
let Ko« CV be the set of users whose label is already known as a*, K_4+ CV be
the set of users whose label is already known as not a*, and U = V\ (K« |J K-qr)
be the set of users whose label is unknown. The problem of Label Profiling is to
find a subset Ug« C U to assign the label value of a* such that f(Kg+«|JUqx) as
defined in (2) is mazimized.

3 User Profiling Algorithm

3.1 Label Profiling Algorithm

Given a network G(V, E), a specific label value a* and a set V,» which is the
set of a*-labeled users in V. Define h(V,+) in (3) as the fraction of the number
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of a*-labeled users over the number of users whose label is not a* under the
assignment V«. We define g(V,~) in (4).

[Va- |

h(Vg) = VAV

3)

ZviEVa*,vaVa* PI“_]' ZviQVa*,vjeVa* PIi<—j

ole) = Ve T v
D ovieView;gv,. Plicj + h(Var) x PIj) @
- [V |
It is easy to prove (5).
fVar) =1 =g(Var) (5)

According to (5), the V,» that minimizes g(V,+) in (4) would maximize f(V,+) in
(2). However, the term h(V,+) in (4) makes it difficult to solve the optimization
problem. Therefore, we estimate h(V,~) by an estimator h,~ as defined in (6).

; Ko |
" K| ©)
where K.+ is the set of users whose label is already known as a* and K_,~ is
the set of users whose label is already known as not a*.
Replacing h(V,-) in (4) with hg«, one gets §(Vy-) as shown in (7), which is
an approximation to g(Vg«). Accordingly, the Uy« that minimizes G(K g« | Uq+)
is an approximate solution to our label profiling problem defined in Section 2.3.

~ Z i €V QV*(PIH—g +;La* X PIj(—z)
) = T (Pl .
a*

Finding the optimal U, that minimizes §(K,+ |J U,+) is a fractional program-
ming problem. Dinkelbach et al. [4] proposed an approach to solve one such kind
of fractional programming problem by transforming it to a parametric program-
ming problem.

Let N(z) and D(x) be two continuous functions of z € S where S C R™ is the
domain of z, and D(x) is non-negative when = € S. Considering two equations:

F(x) = N(z)/D(z) ®)

G(g) = min{N(z) — ¢D(z)|z € S} 9)
Three lemmas can be derived according to [4].

Lemma 1. [Monotonicity] G(q) is strictly monotonic decreasing, i.e., if ¢1 <
92, G(q1) > G(q2).
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Lemma 2. [Dinkelbach Property] Let ¢* be the minimal value of F(x) de-
fined in (8). Then,

Glg)=0&q=q"

Glg) <0&qg>q"

Glg)>0eq<q

Lemma 3. [Optimality] Let ¢* be the minimal value of F(x). =* that mini-
mizes N(z) — ¢*D(x) also minimizes F(x).

Let Voyr = K4+ |JUg+ be the final a*-labeled user set. In our problem setting,
N(z) = ZvieVa*,vg‘eVa* (PIij + hox x Plj;) and D(z) = |V,+|. Define 14(V,-)
for a constant ¢ as follows.

G(Var)= > (PLicj+ ha x PIjc) = q|Var| (10)
V; EVgr ,0j E Vg

Accordingly, G(q) = min{ly(Vy~)|Kar C Vo= C V}. Our key problem therefore
is to calculate G(q) for a given ¢ and find corresponding V,« that satisfies K+ C
Vo» € V and minimizes ;(V,+). To solve this problem, a flow-network-based
algorithm can be applied, which is omitted due to space limit.

To summarize, our label profiling algorithm is straightforward. Based on
Lemma 1 and Lemma 2, we use a binary search method to find the ¢* that
satisfies G(¢*) = 0. Based on Lemma 3, the U,~ that minimizes [g« (Kg« U Ugx)
is the set of a*-labeled users according to our problem formulation.

3.2 Speed-Up for Large Networks

The bottleneck of our algorithm is finding the minimal value of I,(V,+) for a
given ¢, to which we applied a maximum flow algorithm. However, even the
most efficient maximum flow algorithm can only handle networks with around
ten thousand nodes, hardly scalable enough to solve our label profiling problem
on large social networks in reality.

Our solution is to adopt a divide-and-conquer framework in which we first
divide the entire network into many sub-networks, efficiently solve the label
profiling problem on these sub-networks, and integrate the profiling results to
eventually determine users’ labels. The sub-networks should be large enough to
capture the affinity-awareness, yet small enough to admit efficient computation.
A natural choice is users’ ego network, in which dense connections among users
sharing the same label with the central user can usually be observed. In each
ego network, we infer the set of users whose label is the same as the central user.

Label Profiling in Ego Networks. To infer the set of users whose label is
consistent with the central user’s label in an ego network, one can directly apply
the label profiling algorithm by treating the ego network simply as the entire
network. However, the challenge here is that the information of the neighbors
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outside the ego network is missing, which may lead to incorrect profiling. For
example, if a user v only links to the central user whose label is A in a ego
network, v must be labeled as A when profiling users in this ego network, since
it optimizes our objective function. But user v actually connects to many users
outside the ego network whose label is B, which strongly indicates that v’s
real label is B but mistakenly profiled as A. This example demonstrates that
the outside information is supposed to be considered to improve the prediction
performance.

Given a partially labeled ego network G¢(V¢ E¢) and central user’s label
a*, let K. C V© be the set of users whose label is known as a* in the ego
network, K¢, . C V¢ be the set of users whose label is known as not a*, U°¢ =
Vel (K& |UKS,.) be the set of label-unknown users in the ego network.

Suppose all the labels of users outside the ego network are already known,
let G(V, E) denote the whole network, V;° = {v;le;; € E} \ V° be the set of
neighbors of each user v; € V¢ external to V¢, and V,%,. C V/? be the users in V;?
whose real label is a*, and V;?_,. C V,? be the set of users in V;° whose real label is
not a*. Considering a set V%2 C V¢ which is the set of a*-labeled users in V¢, we
define f¢(V%) in (11), which is the difference between average total propagating
importance from a*-labeled friends of a a*-labeled user inside the ego network
and average propagating importance from a*-labeled friends of a user whose
label is not a* inside the ego network. To capture the affinity-awareness, our

goal is to maximize the value of f¢(V&) in (11).

ZvieV:* Zvjev;*u\gfa* Plic; Zvieve\V;* ZvjeV;*u\@?a* Plic;
|Vae* |Ve \ Vae*

(11)

Analogous to the definition of g(V%), we define h¢(VS) in (12) and ¢g¢(VS)
in (13) satisfying (14).

Ve

he(Vae*) — ‘Ve \ Ve (12)
e e ZWEV;* ZUJ‘EVE\V;* PI“*J + hE(Vae*) x PIZ%]
g (Va*) = |Ve
ZvieV;* ZvjeVi‘jﬁa* Plicj (13)
‘Vae*
he(Vae*) X ZU;,EVE\V;* Zvjevi'?a* PIz<—]
+ Ve

FVE) = 1— g5 (V2) (g

In reality, only partial labels of the users in V;° are known for each v; € V¢,
so the exact value of term Zvje\/fw* PI;; and Z'Ujev;(?a* PI;; in (13) cannot
be calculated if the unknown labels are not given. However, we assume that
the label-known users in V;° are uniformly sampled from V;°. Let K{,. C V¢
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be the users in V;? whose label is known to be a*, and K} _,.

C V;? the users

in V;* whose label is known not to be a*. We approximate » .. Pl
J i,ma*
V2l o o V2l
by ko [Uke . X ZujeI@ Pl and Zvjev,o  Plici by go ko | X
1,a 1,7a 7,a z,a 1,a 1,a

Zv-era* PI, ;. After that, we can approximate ¢g¢(V%) by §°(V%), as defined

ZWEV;* Z’UJ'EVE\V;* PI“;j + he(Vae*) X PI“;j

Ae(Vae*) = |Ve
a*
vi€V 5% \Kza*quﬁa*\ ijK;’ﬁa* i—j (15)
‘Vae*
Vil
he(Ve) X Lveverve, Ko UK? | ZvjeKﬁa* Pl

* | Vae*

To solve the label profiling problem in an ego network, we want to find the
optimal Uf. C U*® to assign label a* such that ¢°(K¢. + US.) is minimized.
Notice that label assignment in each ego network is independent, the result of
which would be integrated eventually.

Results Integration across Ego Networks. After solving the label assign-
ment problem for each and every ego network, we use majority-voting to deter-
mine the label for each user with at least one assignment in any ego network.
To summarize, our label profiling framework is an iteration of the following two
steps until (I) all users’ labels are known, or (II) no user is assigned a label
value at the current iteration. Note that other early termination criteria can be
implemented as accuracy decreases with increasing iterations.

1. Step I: For each user v; whose label value is known, take v;’s ego network
with v; as the central user, and idenfity the set of users whose label value is
the same as v;’s label value.

2. Step II: Use majority-voting to decide on the labels of users with at least
one label assignment in Step 1.

4 Experiments

4.1 Dataset

Sina Weibo. Sina Weibo! is a Twitter-like Chinese online social network with
over 500 million users. To crawl the data, we initially chose 1000 seed users,
and crawled both their followees and followers. At this step, about 240 thousand
first-level neighbors were crawled. In order to compute their close friendships,

! http://weibo.com/
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we also crawled the followees and followers of the first-level neighbors. At this
step, about 3.5 million second-level neighbors were crawled. At each step, we
crawled the users whose followers did not exceed 2000, since users with more
than 2000 followers are more of an information hub than a normal user in Sina
Weibo. For each user, we also crawled her location in terms of province which
we profile in this dataset. About 20% of users did not provide their province
location when we crawled the data.

Renren. Renren? is a Facebook-like Chinese online social network with over

280 million users. Most users in Renren are undergraduate and graduate stu-
dents, and most of them provide their education information. However, due to
privacy protection mechanism, only about 15% of the users’ college information
are publicly available. The friend relationship in Renren is undirected. One can
befriend another user only after the friend invitation request is accepted. We
have collected over 1.9 million users’ profile information and the friendship links
among them. We profile the label of user’s college in this dataset.

Pokec. Pokec® is the most popular online social network in Slovakia. Pokec
has been launched for more than 10 years and connects more than 1.6 million
people. 99.9% of the users provide their location information in Pokec. The friend
relationship on Pokec is directed. Other information of the dataset can be found
n [14]. We profile user’s location label on this dataset.

In this paper, we consider both followers and followees as friends of a user for
the directed network. We adopted Xie’s method [15] to identify close friendships.
The average ratio of close friends among users’ online friendships is 59% in Sina
Weibo, 87% in Renren and 69% in Pokec.

4.2 Algorithm Comparison

We compare our affinity-awareness label profiling algorithm (denoted as AA
algorithm) with three state-of-the-art propagation-based algorithms, all of which
are designed to identify the set of users with the same label in a central user’s
ego network.

— CP algorithm: Liu et at. [7] proposed the co-profiling algorithm that models
the latent correlation between labels and social connections. CP infers the
labels of the label-unknown central user as well as her label-unknown neigh-
bors in an ego network originally. In our experiment, we use almost the same
model in [7], except that we reveal the label of the central user.

— GSSL algorithm: The label profiling problem can be viewed as a graph-based
semi-supervised learning problem (GSSL) [18]. We use the most widely used
GSSL method [17] as one of our baselines.

— MRF algorithm: Markov random field [9] can be used to model the interaction
between nodes in a network and predict the labels of the nodes. We use a basic
MRF model that has been used in [3] to label the users in ego network.

2 http://www.renren.com/
3 http://snap.stanford.edu/data/soc-pokec.html
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Fig. 3. Evaluation of label profiling in ego networks

Label Profiling in Ego Networks. We first compare our AA algorithm with
3 baseline algorithms for the task of label profiling in ego networks.

In our experiments, we randomly hide some of the labels in the whole network,
and then infer the labels for label-unknown users in ego networks where the
central user’s label is revealed. We change the fraction of revealed users to see
how this factor affects the results. To make sure the results are statistically
sound, we repeat this experiment 5 times with different concealed nodes. In our
experiments, all the algorithm parameters are empirically set as the optimal
values.

Figure 3 shows the precision and recall of the 4 algorithms in three datasets.
The precision of our algorithm outperforms other algorithms in all datasets. In
Renren and Pokec dataset, the precision of our algorithm achieves 0.95, while
the precision of other algorithms is less than 0.8. The precision of our algorithm
is stable when the fraction of revealed users varies. The recall of our algorithm
is lower than the recall of other algorithms, when the fraction of revealed users
is lower than 0.1. Compared with other algorithms, our algorithm is relatively
conservative in propagating labels when information in the network is highly
insufficient. However, the recall of our algorithm grows as the fraction of revealed
users increases. When information in the network is sufficient, the recall of our
algorithm achieves the best level among all the algorithms.

Label Profiling in Whole Network. In our global user profiling framework,
we can use either of the 4 algorithms to profile users in ego networks. We compare
the performance of these 4 algorithms under our user profiling framework.

We only experiment in Pokec dataset, since it is the only dataset where all
the users and their connections are collected. In our experiments, we randomly
reveal 20% of the labels on the whole network, and then iteratively use the
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whole network

profiling framework to profile users. We repeat this experiment 5 times with
different concealed nodes to make sure the results are statistically sound. In our
experiments, all algorithm parameters are empirically set at the optimal values.
The experiment results are shown in Figure 4. The number of iterations is
7 for AA algorithm, 6 for GSSL algorithm and 5 for CP and MRF algorithm.
After each iteration, we calculate the accuracy and the ratio of correctly profiled
users over all the label-concealed nodes (i.e., correctly profiled ratio). For all al-
gorithms, the accuracy gradually decreases as we mentioned in Section 3.2. Both
the accuracy and correctly profiled ratio of our algorithm are better than other
algorithms at every iteration, except for the correctly profiled ratio after first
iteration. One thing to note is that the global accuracy after the first iteration is
higher than the precision of profiling users in ego networks for the three baseline
algorithms, which reflects the effectiveness of our global user profiling framework
in integrating the propagation results to determine users’ labels. However, for
our algorithm, global accuracy after the first iteration is lower than the preci-
sion of profiling users in ego networks, since some users are correctly profiled in
different ego networks, which are counted multiple times when calculating the
local precision but counted only once when calculating the global accuracy.

4.3 Parameter Sensitivity Analysis

In our algorithm, there is a parameter w which distinguishes the different prop-
agating importance between close friendships and online friendships. We inves-
tigate how parameter w affects the prediction results. In our experiments, we
randomly hide some of the labels in the whole network, and then infer the
labels for label-unknown users in ego network of the label-revealed users us-
ing different ws, which are supposed to vary from 0 to +o0o. We sample w on
w=0.0,0.1,...,1.0and w = 0?9, 0?8, e 0%0' Also, we vary the fraction of revealed
users to see whether w is related to this factor.

In Figure 5, we plot the fi-score of the experiment results in Pokec dataset,
from which we reach the following conclusion. For a fixed fraction of revealed
users, the shape of the function of fi-score on w is concave. And the optimal
w that maximizes the fi-score is consistent in networks with different fractions
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Table 2. Optimal w in three datasets

Dataset Optimal w
Sina  04-0.5

Renren 0.2 - 0.3
Pokec 0.7-0.8

of revealed users, which indicates that w is a latent variable dependent on the
social network in question.

In Tabel 2, we give the range of optimal w in the three datasets based on
our experiments. In all datasets , the optimal w is less than 1. It indicates that
close friends contribute more when profiling labels like geographic location and
education background, supporting our argument for affinity-awareness in label
profiling.

5 Related Work

User profiling in social network has been studied for long. [11,7,16] adopted
propagation-based approach to profile users. Mislove et al. [11] used community
discovery method [5] to find communities on the entire network, and assigned
the same label to users in the same community. Li et al. [7] proposed an optimiza-
tion model to simultaneously profile different labels and determine relationship
types for a target user in her ego network, which is called co-profiling. Yang et
al. [16] proposed a probabilistic model in a heterogeneous network where the
connections consist of both edges between users and edges between users and
service items to propagate interest implied by the service items among users.
[13,2] purely used users’ own information such as user profile data and tweets
to infer their labels. Rao et al. [13] used an SVM model whose features were
identified from tweets to classify user’s gender, age, regional origin and political
orientation. Cheng et al. [2] proposed a probabilistic framework for estimating
a Twitter user’s city location based on the content of the user’s tweets. [8,12,1]
used both users’ own information and network structure to profile users. Li
et al. [8] proposed a unified discriminative influence model incorporating both
tweets and network structure to profile user’s home location. Pennacchiotti et
al. [12] used gradient boosted decision trees framework [6] to classify user’s la-
bels like political orientation based on the profile features, linguistic content
features and social network features. Backstrom et al. [1] used IP location and
network structure to profile user’s location information. However, all the previous
works did not distinguish the difference between close and online friends when
profiling users.

The single label profiling problem can be viewed as a graph-based semi-
supervised learning problem (GSSL) [18]. Zhou et al. [17] proposed a widely used
GSSL method where a weighted graph was constructed to capture the pairwise
relationships between data points. In contrast, we directly use the social network
as the input graph when profiling users’ labels.
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Label inference based on network structure has also been studied in other
fields like biology. Deng et al. [3] inferred the functions for proteins in proteins
interaction network. A markov random field [9] was used to model the relation
between the proteins. Deng et al. used logistic regression to learn the parameter
of the markov random field and used MCMC method to solve the inference
problem.

Real-life friendship discovery in online social network is a relatively novel
problem. [15] was the first work that identified users’ real-life friends in Twitter
network only based on network structure. Three principles helpful in identifying
real-life friendship were proposed from ground-truth data. Based on these prin-
ciples, an algorithm was proposed to iteratively identify target user’s real-life
friends.

6 Conclusion

In this paper, we proposed a propagation-based method to profile users’ la-
bels with an awareness of the context in which the friendship connections were
established. We observed homophily among users in social network that only
a*-labeled users connect to many a*-labeled friends. Also, we argued that we
should differentiate role of close friendships and online friendships when profil-
ing users, which has been neglected so far. Based on above analysis, we proposed
an optimization-based algorithm to profile users where a parameter w is used to
distinguish the different propagating importance between close and online friend-
ships. To scale up to large social networks, we adopted a divide-and-conquer
user profiling framework. The experiment results in three real-world datasets
demonstrated the superiority of our algorithm over baselines and supported our
argument for affinity-awareness in label profiling.
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Disenchanting the World:
The Impact of Technology on Relationships

Paolo Parigi and Bogdan State
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Abstract. We explore the impact of technology on the strength of friendship ties.
Data come from about two millions ties that members of CouchSurfing—an in-
ternational hospitality organization whose goal is to promote travelling and
friendship between its members—developed between 2003 and 2011 as well as
original and secondary ethnographic data. The community, and the data available
about its members, grew exponentially during our period of analysis, yet friend-
ships between users tended to be stronger in the early years of CouchSurfing,
when the online reputation system was still developing and the whole network
was enmeshed in considerable uncertainty. We argue that this case illustrates a
process of disenchantment created by technology, where technology increases
the ease with which we form friendships around common cultural interests and,
at the same time, diminishes the bonding power of these experiences.

Keywords: On-line Communities, Uncertainty, Networks.

Technology has greatly facilitated the establishment and growth of communities cen-
tered on unique interests. What is the impact of this development on social networks?
The technological revolution of the last decades years has greatly increased oppor-
tunities for interaction and the speed with which new relationships develop (DiMag-
gio et al. 2001). Indeed, finding like-minded people with whom to share a passion, no
matter how obscure, has never been easier than it is today (Kairam, Wang, and
Leskovec 2012). The sharing of a common interest is a powerful factor influencing
the emergence of ties between individuals (Lizardo 2006), and more arcane, more
specific interests produce stronger ties. Online communities have ermeged as power-
ful foci (Feld, 1981) through which social ties are formed. Here we investigate how
risk and uncertainty influence the strenght of these ties.

A key aspect of these online communities is their reliance on reputation systems,
which accumulate information about the members of the community in the form of
reviews, ratings, comments, etc. The communities and institutions in which individu-
als are embedded have always stored information about members' past interactions in
the form of reputations and collective memories. Yet the processes by which this
information was transmitted were less formalized and more contested than those made
possible by current technology. Here we consider how the nature of online reputation
systems impacts the strength of ties they facilitate.

Data for our analysis come from CouchSurfing (CS hereafter), an international
hospitality organization established in 2003. The goal of CS is to promote cultural
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© Springer International Publishing Switzerland 2014
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understanding between strangers. “CouchSurfers” (CSers) engage in hospitality inte-
ractions with other members of the organization with no exchange of money. Host
and guest often are previously unknown to each other, save for information provided
through the organization’s website. The interaction between the two is not strictly
instrumental, thus giving it many characteristics of an altruistic exchange (Bialski
2009). In the decade since the CS’s founding, the organization has developed an
elaborate system for reporting reputation. In addition to these hospitality exchanges,
local CS chapters organize events where members can meet and interact. While these
events are not directly related to the experience of travelling and meeting strangers,
they help instead bring together people that have a general interest in travel.

We use the entire friendship network of CSers over time, from 2003, when the
website had just a few members, to 2011, when the website had about four million
registered users. Of these users, about 650,000 were active members in the sense that
they had participated in at least one hospitality exchange (visiting or hosting a stran-
ger) or event organized by a local chapter of CS (a potluck at another member’s
house, for instance). We focus the analysis on the set of active users and on the more
than two million friendships that formed as a result of their participation in CS. In the
great majority of the cases, CS members meet online first and then meet in person as
either guest or host. The resulting relationships are therefore a mix of the online and
offline worlds—i.e., of the unified social reality most people live in. We think that the
data we analyzed is uniquely suited for studying the impact of technology on relation-
ships. Further, we complement the quantitative data with ethnographic observations
from a secondary source and with interviews we conducted.

We present evidence that the friendship ties that formed between strangers as the
result of guest-host interactions were stronger than interactions formed as result of
participation in a local event. In line with prior research (DiMaggio 1987; Lizardo
2006), the sharing of a more unique cultural product—travelling and meeting with
strangers in this case—produced stronger ties than just the sharing of a broader inter-
est in travelling. At the same time, we found that the greater the amount of informa-
tion available about potential hospitality partners, the weaker the friendships that
emerged from the experience. These findings highlight a complex processes by which
technology is impacting relationships. On one hand, the ways technology facilitates
the aggregation of people into cultural communities makes ties easier to develop. On
the other hand, the growing amount of information circulating in a community about
potential others makes the friendships that are the byproduct of their interactions
weaker. The larger point this paper underscores is that technology may be making
people more connected then ever before, but these connections have less binding
force to meaningfully structure our lives.

1 Research Hypotheses

Cultural sociologists interested in social networks have for a long time highlighted a
direct connection between the emergence of relationships and the consumption of
cultural goods. Long (2003) found that women who belonged to reading groups in
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Houston, Texas, also shared multiple ties based on neighborhood and affiliations with
local religious and educational groups. This study and similar others (Erickson 1996)
illustrate how social structure, in the form of pre-existing social ties, impacts cultural
tastes and the consumption of cultural goods. At the same time, the consumption of
cultural goods such as books also has an effect on social networks in that it facilitates
the emergence of new ties. Lizardo has gone farthest in extending the idea that cultur-
al tastes and social networks are mutually constitutive. Using Bourdieu’s theory about
the fungibility of various forms of capital (1986), Lizardo shows how cultural capital,
in the form of individual tastes, generates social capital, in the form of new ties. In
investigating this conversion, Lizardo’s analysis provides evidence that consumption
of more specialized, highbrow cultural content produces stronger ties than consump-
tion of popular culture goods.

While Lizardo’s model uses the dichotomy popular and highbrow to explain the
mix of weak and strong ties in a community, others have related the strength of ties to
the consumption of exclusive versus popular cultural goods. According to Collins
(1988), for instance, particularized cultural capital sustains rituals and produces soli-
darity among community members, making it capable of generating stronger bonds
than generalized cultural capital (1988). That is, two strangers are more likely to be-
come closer friends by discovering a common love for a little-known sports team than
by discovering a common passion for a world-famous one. While almost any two
strangers can talk about a famous team, sustaining a conversation about a lesser-
known object activates a more precise symbolic identification of the two partners.
Synthetizing this body of work, we expect that:

HI: The more exclusive the experience related to the consumption of a cultural good,
the stronger the emerging relationship between the individuals in a given community
(everything else equal).

With respect to CS, HI suggests that stronger hospitality interactions would gener-
ate friendship ties than ties that emerge from participation in a common local event.
The interaction between host and guest, we argue, generates greater unique and me-
morable experiences that could become the basis for stronger bonds. Further, H1 sug-
gests that as a novel product spreads and becomes more popular it loses its power to
create meaningful bonds. One might compare, for instance, backpackers who meet in
a foreign city before and after mass tourism discovers it, or fans who meet at a band’s
concert before and after the band becomes popular. For early adopters, the circums-
tances of the meeting are unique and are likely to create strong bonds, but for late
adopters the circumstances of meeting are banal and result in weaker bonds.

Social exchange scholars have also investigated the factors shaping the emergence
of strong ties. Coleman (1975) showed that negotiated exchanges, or exchanges where
the terms of the interactions are known beforehand (e.g., an exchange based on a con-
tract), generate lower levels of trust than reciprocated exchanges. Building on this
finding, social exchange scholars have investigated the conditions that create stronger,
more trusting bonds between exchange partners. The majority of exchange scholars
have focused on the development of trust in market transactions (Kollock 1994;
Molm, Takahashi, and Peterson 2000), but others have analyzed trust and strength of
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ties with respect to the institutions of a given society. We use findings from this latter
group to build our theoretical argument as to how online rating systems are impacting
the relationships that develop out of the consumption of cultural goods.

Yamagishi and Yamagishi (1994) note that while the Japanese are less likely to
attribute trust to individuals than are Americans, their society has a higher level of
trust than U.S. society. They explain this puzzle by distinguishing between trust—an
inference about the interaction based on the partner’s personal traits—and assurance,
which is based on the knowledge of the incentive structure surrounding the relation-
ship. Thus, Yamagishi et al. explain, the Japanese have more relationships backed up
by assurance structures than do Americans (1998). Cook, Hardin and Levi (2007)
extend this approach to the role of institutions, at least partially departing from a strict
rational actor perspective based on incentives and punishments. They argue that insti-
tutions facilitate a type of cooperation that does not require trust. Institutions substi-
tute for trust because they provide contexts for creating expectations about the future
behavior of interacting partners.

Cheshire (2011) uses the distinction between assurance and trust to draw attention
to the impact of online assurance structures on the relationships we form. In environ-
ments characterized by high uncertainty—where little is known about the potential
partners—strong relationships are more likely to develop. On the contrary, when rela-
tionships are assured by a third party—a network administrator or the scores of a
rating system—ties that emerge between partners tend to be weaker (Cheshire 2011;
Fiore and Cheshire 2010). Reframed with respect to Coleman’s argument, greater
information about individuals reduces the uncertainty in dealing with strangers and on
average makes interactions closer to a negotiated exchange. We argue that a rating
system in a given community operates similarly to an assurance structure, in that it
decreases the interpersonal trust necessary between partners:

H2: The more information circulating in the community about potential partners, the
weaker the emerging friendship between two strangers after the interaction.

H2 suggests that a potential impact of the ubiquitous online ratings system is a reduc-
tion of the binding force emerging from the shared experience of consuming cultural
goods. The argument here is that, independent of the exclusivity of the good, the ex-
perience of travelling generates weaker bonds between CSers in the presence of a
ratings system than without one to act as an assurance structure. Considered together,
our two hypotheses suggest a technology-driven process of progressive dis-
enchantment of the world: relationships may be easier to form now than ever, but
each of these new relationships has a lower binding force and ability to fill our lives
with meaning.

2 The Case Study

CouchSurfers engage in hospitality exchanges with other members of the organization.
Host and guest often are previously unknown to each other except for information
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provided through the organization’s website. Visiting a stranger’s house—or hosting a
stranger in one’s house—poses the risk of some particularly devastating events, as well
as some minor inconveniences. Despite such risks and the fact that no money changes
hands to compensate for them, there are now millions of CSers worldwide engaging in
thousands of hospitality exchanges every day. Friendship ties are a byproduct of these
exchanges. After the hospitality interaction, the host and the guest have the option of
voluntarily and independently reporting to CS the formation of a new friendship bind-
ing them. Furthermore, each partner is also asked to rate the strength of that new tie.
While this reporting is completely voluntary, a large majority of CSers in our data
fulfilled the request.

We purposefully use the concept of exchange to characterize the interaction be-
tween a host and a guest. Scholarly work on the CS community suggests that while
exchanges do not necessarily recur with the same partners (i.e., many pairs do not
share more than one exchange with each other), CSers interpret hospitality interac-
tions through the lens of reciprocity (Molz and Gibson 2007). CSers alternate between
roles, sometimes serving as guest and sometimes as host, thereby generating a “pay-
forward reciprocity” that informs their behavior and expectations (Bialski 2009). The
word “exchange” captures the idea that, despite the fact that a given pair often does
not interact more than once, most users in the CS community feel the binding that
comes from belonging to a community.

As previously detailed, hospitality exchanges are not the only mechanism through
which CSers form friendships. Members organize many informal events for locals
and travelers, and CSers may also meet each other casually for, say, a meal or conver-
sation. As with hospitality exchanges, participants in CS events and have the option of
reporting new friendships with people that they meet in these ways. Because the CS
reporting mechanism asks users to specify how they met, it is possible to distinguish
between friendship ties formed from hospitality exchanges and those formed from
other interactions. We term the latter “non-hospitality exchanges.” There are two key
differences between hospitality and non-hospitality exchanges. First, there is higher
perceived risk in a hospitality exchange. Second, non-hospitality interactions are less
in line with the concept of exchange as described above. However, for clarity we
maintain the term exchange with the caveat that we use the non-hospitality interac-
tions mainly as a benchmark against which to compare hospitality exchanges. It is
useful to apply Simmel’s (1950) analysis of interactions occurring within a dyad and
interactions occurring in groups of three or more when considering hospitality versus
non-hospitality exchanges. In a dyad, ties are personal because a tie has to bind both
actors for it to exist. In larger groups, ties are social because the group can continue
even if the ties produced do not bind all actors. Thus, hospitality ties are personal
while non-hospitality ties are social.

Since its founding, CS has enjoyed growing popularity and media attention. Un-
surprisingly, the fact that hundreds of thousands of people around the world are brave
enough to open their houses to strangers strikes many members of both the public and
the social scientific community as remarkable. So focused on potential negative out-
comes is the public discourse surrounding CS that the word “risk” itself appears in
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about one out of every six online mentions of the organization.' Yet members of CS
engage in these seemingly risky interactions almost as a matter of routine. CS thus
offers the opportunity to study a rare kind of data—well-documented, real-life, risky
interactions between strangers and the evolution of the ties they form through those
interactions.

Perhaps because of its combination of more and less dangerous behaviors or be-
cause of an appetite for adventure among the key demographic of its members, CS
has become for many a sort of idealistic lifestyle community (Marx 2012). However,
the community aspect of CS did not exist at the beginning. It emerged over time. Key
to its development was the implementation of a reputation system for collecting in-
formation about others, facilitating the calculation of risk. The cornerstone of CS’s
reputation system is the personal reference. Members may write testimonials about
others (usually a few sentences but sometimes several paragraphs), describing their
experiences with their interaction partners. References, as well as other reputation
signals, may be submitted unilaterally, but are often reciprocated.”

References may be exchanged between any pair of users, but the reference form
solicits information regarding the circumstances in which two individuals met and,
importantly for our analysis, whether they met through the organization or knew each
other beforehand. Data gathered also includes whether an individual hosted another
and, if so, for how many nights.

The reputation system makes it possible for a member to anticipate the type of inte-
raction she will have by hosting or by being hosted by a particular other user. The
reputation system thus represents a capital asset of the organization and the key ele-
ment that facilitates the millions of CS interactions worldwide between strangers.
However, when CS began, members could gain very little information about one
another from the website, other than self-completed profiles whose credibility could
always be cast into doubt.

The reputation system developed over the years. Its expansion favored the circula-
tion of information about members and facilitated the rise of interactions among trav-
elers—interactions which, in turn, were folded into the reputation system, helping to
further its development. During this period the organization grew steadily by adding
new members, but hospitality exchanges increasingly took place between repeat us-
ers—i.e., individuals who had already had the experience of offering or receiving
hospitality through the organization.

3 Data and Methods

As previously mentioned, CS has gathered social network information from its mem-
bers through its online platform from its very beginning as an organization. Users are

! The statistic is based on a Google search performed February 16, 2012. At that time there
were 2.2 million mentions of either Couchsurfing.com or Couchsurfing.org, about 375,000 of
which included the word “risk” or its derivatives.

? Lauterbach et al. (2009) report that about three quarters of CS “vouches” were reciprocated in 2009.
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encouraged to record their ties with other members of the organization—both with
friends they know from elsewhere who also happen to be users of the platform and
with friends they met through the organization (through a hospitality exchange or a
non-hospitality exchange). These different circumstances of meeting are captured in
the CS data, as well as the date of tie formation and an explicit, self-reported measure
of tie strength.

Our quantitative analysis is based on a set of 2.2m observations of social ties me-
diated by CS, with valid and non-missing data in all the relevant variables, recorded
on the CS platform from 2003 to 2011. The ties under scrutiny are only those between
people who did not know each other before they met on CS; interactions for which no
time stamp was reported were excluded from the analysis. Further, we distinguished
those social ties that developed as a result of a hospitality exchange from those that
developed from a non-hospitality exchange. There are 645,411 unique users
represented in the dataset. Because our unit of analysis is a tie (i.e., a pair of two us-
ers), repeated experiences at the individual level do not imply repeated experiences
for the pair. Indeed, only a tiny fraction of the interactions in our dataset occurred
more than once. We operationalize our key concepts below:

Tie strength: In the CS reputation system, users may characterize their relation-
ships with other users as “Acquaintances,” “CS Friends,” “Friends,” “Good Friends,”
“Close Friends,” and “Best Friends.” Tie strength is measured on this scale for 98%
of all ties reported between CSers who did not know each other before joining CS.
Figure 1 plots the cumulative log-count of friendship ties generated by hospitality
exchanges, separated by strength.” An interesting pattern appears. Early in the life of
CS, strong friendships (“Best Friends” and “Close Friends”) were significantly more
prevalent than weak ties (“Acquaintances,” “Friends” and “CS Friends”), but the re-
verse was true from about the 40th month onward. The category “Good Friends” re-
mained much in the middle, before and after the 40th month.

It appears that hospitality exchanges produced stronger relationships on average
when CS was new than later in its existence. In our analysis, we collapse the above
six categories into three: ties rated by users as “Acquaintances” and “CS Friends,” are
coded as Acquaintances; ties rated as “Friends” and “Good Friends” are coded as
Friends; ties coded as “Close Friend” and “Best Friend” are coded as Best Friends.
This classification preserves the underlying ordered nature of the recorded variable
while at the same time protecting us from the ambiguity of distinctions such as “Ac-
quaintances” versus “CS Friends” or “Close Friend” versus “Best Friend.”

Ties: As previously mentioned, we distinguish between two kinds of interactions fa-
cilitated by the organization. Hospitality exchanges represent the raison d’étre of CS.
There is arguably a great deal at stake for both host and guest in this kind of interaction.

> When the two users’ reports of tie strength do not coincide, we randomly assign the tie
strength to one of the categories reported by the users. Because we have no longer access to
the CS dataset, this decision cannot be reversed. While we agree that studying discrepancies
of ratings could be very interesting, we think that such a study is outside the scope of this pa-
per. We are here interested on the average strength of ties at the systemic level, not on the
dyadic perception of these experiences.
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Fig. 1. Distribution of ties over time

In the worst-case scenario, both participants ultimately expose themselves to risks of
theft, abuse or injury. We contrast hospitality exchanges with ties formed through less
risky, non-hospitality exchanges, such as informal CS events (parties, collectives, orga-
nizational meetings, common meals, etc.) or any other occasion that does not involve
one party hosting the other (one-on-one dinners, conversations, etc.).

Information: We measure the amount of information circulating in CS about poten-
tial partners by counting the number of ties (hospitality and non-hospitality) a mem-
ber had prior to the focal exchange. That is, for every dyad in our set, we counted and
summed the number of prior ties each user had up to the point of the latest interaction.
For instance, if user A had one prior tie before interacting with user C, and user C had
no prior ties, the variable cumulative ties for the dyad A-C would take the value of 1.
Furthermore, the relationship between A and C would increase the number of prior
ties for the two users so that the next time A established a tie with another user, say D,
the total number of prior ties she contributed to the new interaction would be 2; for C,
the new number would be 1.

Given that the overwhelming majority of CS interactions left a trace in the form of
a review, we think that number of prior ties before the focal interaction is a good
proxy for the amount of information circulating in the system about the exchanging
partners. Because we wish to contrast the presence or the absence of information,
rather than quantifying the impact of one extra review on the strength of the emerging
relationship, we further segmented this variable in three categories: No prior informa-
tion; Information about one partner; and Information about both partners.

Friends in common: To disentangle any potential confounding influences of triadic
closure on our analysis, we include the number of prior friends in common as a con-
trol in our model by counting the number of triads a newly created tie closes. Fur-
thermore, we distinguish embedding triads according to the strength of the ties they
contain. We collapse the tie strengths the two users reported into a global measure of
open triad strength. As in the case of contradictory tie strength reports, whenever the
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two ties forming an open triad are not the same strength, we randomly assign the
strength of the triad to either of the strength scores the open triad received.

We include a number of other control variables in our analysis. Appendix B con-
tains summary statistics for all the variables included in our sample. The majority of
ties in our sample were between opposite-sex pairs (57%) who were on average in
their mid-twenties (24 years old) and had been members of CS for a bit more than one
year (13 months). Reflecting the growth of the website itself, most of the ties in our
sample occurred during CS’s seventh year (81 months after January 2003). Addition-
ally, the average dyad was composed of members whose tenures in the organization
were 13.88 months apart.

Our analysis also takes into account the organizational tenure of both members par-
ticipating in the interaction. The average pair of CSers involved in an interaction had
been members of the organization for 13 months at the time when the interaction
occurred. However, the average difference in organizational tenure between the two
members is just under 14 months, suggesting that a large number of interactions were
between established and novice CSers.

Because of the nature of our dependent variable, Tie strength, we employed an or-
dinal logistic model with three categories. Technical details of this model are pro-
vided in the Appendix A. We also support our quantitative analysis with interview
data from two sources — a series of 2005-2006 interviews reported by Bialsky (2009),*
as well as our own ethnographic interviews conducted in 2010.”

4 A Community of Like-Minded People

Often stated reasons for joining and using CS included an idealistic desire to create a
better world through travel and a search for opportunities for personal. This type of
idealism still runs high among the CSers we interviewed and is in full display even to
a cursory look at the current version of the website. Indeed, creating a better world
through travel is still the motto of CS: “To make the world a smaller and friendlier
place, one life-changing experience at a time.”

Perhaps because of a common mindset or because of a shared ease in forming relation-
ships, the friendship network of CSers grew rapidly from its 2003 origins. The opportunity

*  Bialsky's study contains interviews and observations capturing the early CS (from February

2005 to the summer of 2006), when the community consisted of 200,000 users worldwide
(a tiny fraction of what it is now). The scope of this study was rather different from ours.
Bialsky’s goal was to study the impact of CS on tourism and to suggest technology's poten-
tial disruption of how people travel. Bialsky’s interviews are useful to us because they
reflect a time when CSers had fewer references and, as a consequence, interactions with
strangers were enmeshed in greater uncertainty than present-day interactions.

We conducted a series of 18 interviews we conducted during the summer of 2010 in
Amherst, MA; Santa Fe, NM; and Reykjavik, London and Milan. These interviews took
place when one of the authors surfed as a guest on the couches of the interviewees. The
sample includes eight females and ten males ranging in age from their early 20s to late 50s.
All interviewees knew that we were conducting a research study on CS.

5
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to make new friends was a main reason for joining CS among many early members.’
Friendships developed from the uncertainty about how to properly interpret the roles of
host and guest. This uncertainty created opportunities for a process of friendship discov-
ery, albeit in an accelerated format. Long conversations about life with the (more) un-
known alter were central to this process, and quite common at the time.”

If a common sentiment of bettering the world through travelling and meeting stran-
gers has been part of CS since its very beginning, a crucial difference between
the early years of CS and the more recent period is the amount of information available
about potential others before an interaction takes place. Figure 2 plots for each month
in the organization’s life the average number of prior hospitality exchange experiences

Mean number of prior experiences of current partners
6
L

0 20 40 60 80 100

Months since 01/2003

Fig. 2. Average amount of information about potential partners over time (LOESS regression)

6 7 ohan, a 27-year-old Dutch CSer, stated: “I look back on my friends, I’ve been in Holland and

I think I got into more meaningful relationships with CSers than people whom I’ve known for
years.... I just see them being so static, as they are, they didn’t get out. Even though we spent
all these years together as friends, drinking together, or whatever, they still stay static, they’re
still in the same place.” (PB, 33). Likweise, Ulla, a 26-year-old Finnish woman remarked,
“all the Finnish culture and the Helsinki culture is just so closed down somehow. It's tough to
break into circles and meet people for the first time.... There are people who do not under-
stand this side of me... CSers all have the same needs to see.” (PB, 33).

This is, for instance, what Paula Bialski wrote about her very first hosting experience in
2004: “He [the guest] would speak, and I would often listen. It was the first time I ever in-
vited a stranger into my home, and the first time I ended up speaking to a stranger until the
late hours of the night” (PB, 9). Not knowing what to expect or how to behave when playing
the role of host or guest also represented a challenge. Yet despite the perils of uncer-
tainty, the psychological and emotional rewards of a successful interaction were substantial.
Karen, a 27-year-old Australian traveling in Ireland, was “extremely nervous” (PB, 46) be-
fore meeting her first host in Dublin. Nevertheless, they ended up talking until two in the
morning (PB, 46).
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that any two partners had prior to a given interaction.® The figure shows an upward
trend in the number of prior hospitality exchanges starting about 20 months into the
life of the organization, when interactions were on average based on less than one prior
experience, and leveling off around month 85, when hospitality exchanges reached an
equilibrium level of about eleven prior experiences.

A key difference between early CSers and the ones we interviewed is the impor-
tance that the latter group attributes to reading references before selecting with whom
to spend the night either as a host or a guest.” In contrast to early CSers' openness to
the uncertain, the people we interviewed are more calculating of the type of “trans-
formative experience” they are looking for when choosing other CSers. It is not the
case that later CSers are less idealistic about the importance of the website for trans-
forming the world. Rather, information has rationalized the process of selection and
reduced the uncertainty associated with meeting strangers. Next we explore how
greater information has impacted the strength of ties.

5 Results

Table 1 below presents the results of a partial proportional odd logistic model. We
decided to use this model instead of a more standard ordered logistic model because
the proportional odds assumption built in the ordered logistic model breaks down for
three covariates—Report tie, Exchange tie and Information. A way to think about the
partial proportional odd model is to see it as divided into two parts—one part with all
the variables whose estimated coefficients do not change with the levels of the depen-
dent variable (proportional odds variables, in Table 1) and one part made of variables
whose coefficient estimates change across the levels of the dependent variables (see
Appendix A for details). In Table 1, all the coefficients are standardized so that their
magnitudes can be compared. Also, given the statistical power of our test all effects
are significant at .0001 unless otherwise noted.

The table has some potentially-surprising results. Gender emerged as significant in
affecting tie strength: opposite-sex dyads formed stronger ties than same-sex dyads.

8 For example, if A, who has participated in three prior hospitality exchanges, hosts B, who

has engaged in one prior hospitality exchange, then A and B’s interaction is assumed to be
informed by four prior experiences. We averaged these figures across the dyads in our data.
Lisa, a woman in her 20s in London, told us she was concerned about safety when she
joined CS. She had since become confident because “...the first experience was great and
because, I suppose, the community’s existing for many years now so the reference system is
also increasing.” For Lisa, experiences with other CSers appear to be mediated by the organ-
ization’s reputation system. When we asked if safety ever became a concern for him, Peter,
a new CSer in his 20s from Reykjavik, told us, “I will check my references. That’s the only
[...] thing that I learned—just check people’s references.” Now that information about others
is available on CS, it plays an important role in maintaining a sense of safety within the
community even when meeting with strangers. Roberto, a man from Milan in his 30s, told
us, “Every time you write a message, there is a message that it is recorded for safety reasons.
This is guaranteed and it's important because it's true that strangers are friends that you
haven't met yet, but at the same time, strangers are always strangers.”
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Table 1. Estimates of partial proportional odds logistic model

Variable Log odds std. error
Proportional Odds Variables

Female to female tie -0.077 (0.007)
Female to male tie 0.039 (0.0048)
Mean age 0.003 (0.0018) »
Age difference -0.059 (0.0018)
Difference join CS 0.009 (0.0018)
Mean join CS 0.176 (0.0027)
Month tie creation -0.281 (0.0027)
Friend in common 0.039 (0.0015)

Pr(Friend+ vs. Acquaintances):

(Intercept) -0.83  (0.007)
Report ties within one month -0.449  (0.003)
Hospitality Exchange Tie 0.091 (0.0033)
Information about one partner -0.009 (0.0086) »
Information about both partners 0.115 (0.0065)

Pr(Best Friend vs. Friend, Acquaintances):

(Intercept) -2.773 (0.0134)
Report ties within one month -0.872  (0.008)
Hospitality Exchange Tie 0.474 (0.0081)
Information about one partner -0.285 (0.0018)
Information about both partners -0.501  (0.013)
N =2,171,966

Residual deviance: 2940528 on 4343914 d.f.
Log-likelihood: -1470264
N. of iterations: 4

Note: All coefficients are significant at .001 level unless marked (1)

This finding runs counter to the expectations that similarities reinforce ties and that,
with a given level of information, females would perceive higher risk in staying over-
night with males than in staying overnight with females. Indeed, the model shows a
significant positive effect for ties that are heterogeneous across gender and a signifi-
cant negative effect for “Female to Female” ties. The decrease in tie strength for ties
between two members of the same sex was greater than the increase for heterogene-
ous ties, suggesting that meeting people of the opposite sex was a sought-after expe-
rience (perhaps for individuals using CS for intimate encounters; see Zigos, 2013)
among this community of travelers. The results also show that CSers place impor-
tance on their partner's tenure with the organization (Difference join CS)—the greater
the difference between the two members of the pair, the stronger the resulting friend-
ship. Further, the greater age difference between the two partners the lower the odds
ratio of a strong tie.

We also considered the possibility that changes in tie strength over the life of the
organization were influenced by the number of friends the two members of the pair
had in common, with the assumption that the stronger the relationships between a
CSer’s friends’ friends, the more binding the new tie would be. Table 1 shows that
triadic closure operated in the expected direction and that the proportion of friends in
common with whom the two members of the dyad had strong ties greatly reinforced
the likelihood of a strong tie. Finally, we considered when the two members of the
dyad joined CS (Mean join CS). On average, Table 1 shows a positive and large ef-
fect, suggesting that a tie between two early members was weaker than a tie between
two later members or of a tie between an early member and a later member.
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Against this background, we tested our two hypotheses. First, we establish that
sharing the experience of travelling produced greater bonds than just participating in
the local activities of CS. Focusing on the effect of Exchange tie, the log-odds of de-
scribing the relationship as Friends or Best Friends vs. Acquaintances increases by
.091, while the same effect for answering Best Friends vs. Friends or Acquaintances
is (.091 + .474) = 0.565, or an odds-ratio of 1.76. That is, the effect of common expe-
rience on strength of ties is stronger for higher categories of the dependent variable.
Both results support H1.

The effect of information on the strength of ties is more complex. In broad terms,
we can say that while information increases the likelihood of moving a new friendship
from the lowest category to the middle, it decreases the likelihood that the friendship
moves further. Broadly speaking this provides evidence in support of H2. A closer
look reveals however that the effect for low- to mid-level strength occurs only when
information is available on both exchanging partners. When information exists on just
one individual in the exchange, the effect is negative. However, this effect is not sta-
tistically significant. The narrative for the formation of strong ties is more
straightforward: as predicted in H2, greater information decreases the chances that a
strong tie will emerge.

6 Conclusion

We used a unique dataset and ethnographic fieldwork to capture how technology influ-
ences the strength of friendship ties. Our data span several years, thousands of users
worldwide and millions of interactions. We parsed all of this to discover that the rela-
tively exclusive cultural experience of travelling and discovering oneself through over-
night stays with a stranger, created stronger relationships than just a common interest
in travelling. At the same time, the rating system’s accumulation of information about
users took something away from the experience of travelling and meeting strangers. As
a consequence, the binding force of the ties that developed later among CSers was on
average lower than the ties that developed in a regime of greater uncertainty.

We see this process as one of progressive disenchantment. While finding a com-
munity suited to arcane cultural tastes is easier now than ever, the relationships that
develop out of the shared experiences are becoming weaker. Rating systems are the
key aspect of this process because they reduce the overall uncertainty present in the
environment. To the extent to which online rating systems provide assurance struc-
tures for relationships they will supplant the need for interpersonal trust between part-
ners and thus result in the formation in fewer deep ties.

These findings may apply to other Internet platforms, especially those of compa-
nies in the emerging “sharing economy.” Despite the fact that many such platforms
are commercial in nature, personalized interaction is arguably a touchstone value of
the sharing economy. Our results suggest that inasmuch as personalization is con-
cerned, sharing economy platforms may become victims of their own success. As
these platforms mature they acquire more information about more users. But this very
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process makes the platforms’ use less distinctive and more automatic resulting in
more impersonal interactions. This paradoxical process is the result of the sectors’
growing institutionalization. That we can observe its effects at the interpersonal level
speaks to the enormous potential the online world has to change our understanding of
society.
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Appendix A: Proportional Odds Model Description

The standard ordered logistic model assumes a latent variable, Y*, that is connected
to the observed dependent variable with three categories (Y) thorough a series of cut
points (a):

Y/=a+x B+eg

and, Y=1 ifY'<a
Y=2 if, < Y"<a,
Y=3 ifY">a,

By assuming that the error terms are independently distributed and follow a logistic
distribution, a proportional odds model can be defined as,

@B

LA - 1
14 @D W

Pr(Y < yj|x) =

and estimated using standard log-odds ratio and the logit link function. Proportion-
al odds imply that the coefficients that describe the relationship between Pr (Y=1) and
Pr (Y=2) are the same ones that describe Pr (Y=2) and Pr (Y=3). A strong benefit of
such a model is that it produces a simple set of coefficients that can be easily inter-
preted. A major drawback is that the proportional odds assumption is a strong as-
sumption that is seldom respected. When the proportional odds assumption does not
hold, the model in [1] produces biased results. A compromise is to estimate a model
where the proportional odds assumption is relaxed for the subset of coefficients that
do not maintain it (t):

o(@j=x'B=t'y)
PI‘(Y < y]'|.X') = W 2)
In our analysis we start with a proportional odds model and then visually inspect
the results by plotting the expected probabilities (analysis not shown). If the propor-
tional odds assumption holds, the distance between the categories of the given cova-
riate ought to remain the same across the levels of the dependent variable as specified
in [1]. We performed the test by first normalizing all the coefficients to the lowest
category of the dependent variable and use it as the reference category for the esti-
mates across the other levels. The distance between the coefficients for the three co-
variates specified above in the text differs significantly so that, for example, the esti-
mated probability of Best Friend differs for the two levels of Exchange tie (yes and
no). As a result, we opted to selective relax the proportionality assumption as in [2].
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Appendix B: Univariate Statistics

Mean or
proportion std. dev. N
Tie Strength:
Acguaintances 72 1,564,853
Friends .249 541,106
Best Friends .03 66,007
Gender:
Female to female tie 144 313,326
Female to male tie .503 1,091,738
Male to male tie 24 521,151
Mean age 24.44 years 6.29 years
Age difference 6.01 years 6.25 years
Difference join C5 13.88 months 12.58 months
Report tie:
After a month .392 850,355
Within the same month .608 1,321,611
Information:
No information .063 136,851
... about one partner .063 137,594
... about both partners 874 1,897,521
Hospitality Exchange Tie:
No .698 1,516,475
Yes .302 655,491
Month tie creation (since
1/2003) 81.43 month 16 month

Friend in common

136 .64
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Abstract. Eye contact is presumed to be one of the most important
non-verbal cues in human communication. It supports mutual under-
standing and builds the foundation for social interaction. In recent years,
a variety of systems that support eye contact have been developed. How-
ever, research hardly focuses on investigating the impact of eye contact
on social presence. In a study with 32 participants, we investigated the
role of eye contact and gaze behavior with respect to social presence.
Our results indicate that not only a system‘s capability to enable eye
contact but also a user‘s consciously perceived eye contact are impor-
tant to experience that the communication partner is ‘there’, i.e., social
presence. Considering social presence as a source for social capital, i.e.,
valuable relationships that are characterized by trust and reciprocity, we
discuss in what way social presence can serve as a contributing factor in
video-mediated communication.

Keywords: Social Presence, Social Capital, Video-Mediated
Communication.

1 Introduction

The variety of available communication systems (CS) have made it easier than
ever to connect with people at almost any time and place. The potential benefits
are numerous, ranging from easily exchanging information and sharing experi-
ences to supporting a feeling of connectedness. Video-mediated communication
(VMC) systems are presumed to be a ‘rich’ form of communication [5], allowing
enhanced sensory stimulation. Head nods, smiles, or eye contact, for example,
‘[...] give speakers and listeners information they can use to regulate, modify, and
control exchanges’ [21, p.1125]. By providing a variety of non-verbal cues, they
support a user’s experience of social presence [2,32,33], the ‘sense of being with
another in a mediated environment’ [4, p.10]. VMC systems that allow for social
presence can serve as a source for social capital [28], and therefore encourage a
user to invest in social relationships.

One of the most important non-verbal cues in human communication is eye
contact [1], as it is considered to build the foundation for social interaction
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[22]. Eye contact regulates, for example, information flow and provides insights
into the relationship between the communication partners [20]. If eye contact
is missing, people often do not experience full involvement in a conversation
[1]. Thus, eye contact can play an important role in mediated communication,
influencing the perception of a dialogue partner. Within the last years, gaze and
eye contact have gained particular interest in research (e.g., [2,12,27]), but there
are only a handful of studies that focus on the perception of eye contact in VMC
(e.g., [7,18,35]).

The aim of this paper is to contribute to a better understanding in what way
social presence can serve as a source for the development of valuable relationships,
i.e., encourage a user to invest in social relationships (social capital). We carried
out a user study in the lab where we investigated the role of non-verbal cues (eye
contact, gestures) in VMC to better understand how these factors contribute
to the experience of social presence. We applied an experimental study design
with two conditions. The experimental condition (EC) allowed eye contact, the
control condition (CC) did not. Participants (N=32) communicated twice via the
given system, one time having eye contact and one time not. Our results provide
insights on the role of eye contact with respect to social presence, which serve as
a basis to discuss in what way the system holds potential for the development
of valuable relationships.

2 Related Work

In order to gain a better understanding of the concept of social presence and
it‘s contributing factors, the following section provides a brief overview on the
concept and will point out studies that consider eye contact in VMC with respect
to social presence. We will also give an overview on the theory of social capital,
as it is relevant for the discussion of our findings and will describe in what way
the concepts are interrelated with each other.

2.1 The Theory of Social Presence

In the late 1980s and early 1990s, researchers started studying the effects of com-
puter mediated communication and came up with the concept of social presence
to describe in what way VMC fosters interpersonal relationships. The concept
raised substantial attention in the context of learning environments, focusing on
how to support collaboration and interaction best (e.g., [34,31,16]).

First approaches for a definition of social presence originate from Short et
al. [33], defining it as ‘the degree of salience of the other person in a mediated
communication and the consequent salience of their interpersonal interactions’
(p.65). Starting from the system’s perspective, they conceptualized social pres-
ence as a medium’s quality (e.g., being warm or cold, personal or impersonal).

Newer approaches focus on the individual perspective. Biocca and Harms
[4], for example, define social presence as a ‘sense of being with another in a
mediated environment ... the moment-to-moment awareness of co-presence of a
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mediated body and the sense of accessibility of the other being’s psychological,
emotional, and intentional states’ (p.10). The authors describe three different
levels of presence from a user perspective: the perceptual level, which is primarily
the detection and awareness of the other’s mediated body (i.e., co-presence), the
subjective level, entailing the sense of the communication partner’s emotional
state or behavioral interaction, and the intersubjective level, which addresses
reciprocal dynamics.

So far, a variety of contributing factors to social presence have been identified,
ranging from a technology’s ability to convey a variety of information (e.g., gaze,
eye contact, or behavioral cues [3,26]) to user characteristics (e.g., user’s percep-
tual or cognitive abilities [17]). Ijsselsteijn and colleagues [17] considered that
content factors need to be taken into account when encompassing, for example,
objects, actors, or even the context in which an activity takes place.

2.2 Eye Contact in VMC

The importance of non-verbal cues and, in particular, of eye contact in mediated
communication has increasingly raised researchers’ attention. Grayson and Monk
[15], for example, investigated image size and camera position as influencing fac-
tors to discriminate mutual gaze. Chen [7] explored a user’s sensitivity to eye con-
tact, stressing that people are less sensitive towards eye contact when the user
looks below the communication partner’s eyes than when looking to the left or
right side or above the eyes. Consequential, they suggest parameters for the de-
sign of video conferencing systems (e.g., maximum viewing distance). Eye contact
has also been investigated in the context of video conferencing and has been iden-
tified to support collaboration between remote groups of people (e.g., [24,29,35]).

Unfortunately, there is no single definition of ’eye contact’ and the term is of-
ten used synonymously with mutual gaze, eye gaze or gaze awareness. Questions
arising are whether eye contact is actually looking into someones eyes or simply
gazing at someone’s face, or whether it is a measurable variable or a subjective
experience. Mc Nelley [24] reports, for example, that some people experience
eye contact even when someone is looking somewhere in their face (e.g., chin or
nose), preferring a so called more ‘generalized eye contact’, which might depend
on ones personality or even cultural aspects.

Gale and Monk [11] note that gaze awareness is depending on the knowledge
of what object in the environment someone is looking at. The authors consider
the knowledge that someone is looking at you as mutual gaze or eye contact,
"...because it is only possible to know that someone is looking at your face if
you are looking at theirs’ (p.585) and not somewhere in the environment or at
another object. This definition refers to mutual awareness of communication
partners during a conversation.

In the present study we use the term ’perceived eye contact’ to describe our
participants’ experience of eye contact, even if the system did not support any
eye contact (due to the vertical displacement of the cameras) and ‘mutual gaze’
to describe our participants’ experience of eye contact when the system actually
enabled eye contact.
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2.3 Eye Contact and Social Presence in VMC

There is an increased interest in the relevance of eye contact in VMC and a trend
of developing systems that support eye contact even in the context of communi-
cation with humanoid avatars (e.g., [2,12]). Nevertheless, only a handful studies
consider investigating the role of eye contact with respect to social presence.

Bente et al. [2] investigated the effects of gaze on social presence in the con-
text of an avatar-mediated communication. They found out that when gender-
homogeneous female dyads communicate with each other, longer gaze duration
positively correlates with higher levels of co-presence. However, this effect could
not be reproduced with mixed-sex dyads.

Mukawa et al. [27] explored the impact of eye contact on users’ behavior when
making first contact via a VMC system. Their results indicate that participants,
who communicated via the system supporting eye contact immediately had the
awareness of visual connection. In contrast, participants, who used a system not
allowing eye contact, needed confirmation through additional non-verbal cues
(e.g., gestures like waving their hands) to make sure that their communication
partner was aware of them. The authors did not explicitly asses social presence,
but the awareness of the communication partner can be interpreted as indicator
for a user’s experience of (co-)presence [4].

2.4 Social Capital

Social presence has been identified as potential source for social capital, allow-
ing the development of valuable relationships [28]. Social capital theory relates
to resources that are inherent in the structure of social relationships [8]. It is
‘the aggregate of the actual or potential resources which are linked to the pos-
session of a durable metwork of more or less institutionalized relationships of
mutual acquaintance and recognition’ [6, p.243]. According to Putnam [30], such
relationships are characterized by norms of trustworthiness and reciprocity that
arise from connections among individuals or social networks. Trustworthiness is
the willingness to rely on a communication partner’s actions. It is developing
over time and is an important contributor for building up personal relationships
[30]. Reciprocity characterizes the social interaction of giving and receiving [23],
for example, as a response to a friendly action a person responds with a favor.

In the context of mediated communication, Garrison [13] points out that con-
ditions such as trust or closeness need to be met in order to recognize collabora-
tion (e.g., in a learning context) as valuable experience. The sense of closeness
and trust can be achieved by establishing social presence, the experience that
the communication partner is ‘there’. It allows a user to immediately respond to
a communication partner’s action and can reduce perceived distance [36]. More-
over, enhanced sensory stimulation, i.e., non-verbal behavior (e.g., facing each
other [25]) contributes to the awareness of the communication partner [27] and
can positively influence the development of valuable relationships.
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3 The Study

The study aims at investigating the role of eye contact and gaze behavior with
respect to social presence in a mediated communication to better understand the
role of eye contact in VMC and in what way such a system holds potential for
the development of valuable relationships, i.e., is a source for social capital. Two
central research questions were defined: 1) To what extent does participants’
social presence differ when the system allows (no) eye contact? 2) How does
participants’ gaze behavior differ when they have (no) eye contact?

The system we used was developed within a research project that aims at facil-
itating enhanced communication and interaction among older adults. It consists
of two screens and two cameras (see Figure 1a). The lower camera tracks facial
expressions, the upper camera tracks gestures and postures. This arrangement
allows an almost life-sized illustration of the user, which in turn enables enhanced
sensory stimulation.

Fig.1. VMC System

However, the setup does not allow eye contact, due to the vertical displacement
of the camera, mounted on the top of the screen, evoking the experience that
the communication partner is looking at one’s chest (see Figure 1b). In this
setup eye contact can only be established for the communication partner when
a user is directly looking into the lower camera, entailing a limited view on the
communication partner.

In order to achieve eye contact in the experimental condition we added a third
camera, installed at the confederate’s device (see Figure 2a). It was positioned in
the middle of the upper screen. Camera 2a and 2b could be activated individually
and allowed either for eye contact (EC) (see Figure 1c and 2c¢) or not (CC) (see
Figure 1b and 2b).

3.1 Study Design

A within design was chosen, to reduce error variance, associated with individual
differences of the users. Participants were randomly assigned to the starting
condition (CC, EC). Overall, 32 participants, aged between 22 and 66 years
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Confederate 4 Camera 1 Control Condition Experimental Condition

Camera 2a

Camerd 2
Camera 2b

a) b) o)

Fig. 2. Camera Positioning in the Experimental Setup

(M = 40.84,5SD = 12.99), took part in our study, 50% were male and 50%
female. All had at least basic computer skills and were generally interested in
new communication technologies. 81.3% regularly used VMC systems in daily
life (e.g., Skype) and only a small amount of participants (18.8%) did not use
any VMC systems. The recruitment of participants happened via email and
telephone.

Methodological Approach. Social presence was assessed by means of a self-
reporting questionnaire, based on the TPO-SPQ [9]. The original instrument
consists of two parts: a semantic differential questionnaire and ten statements
about system qualities, asking users to indicate to what extent they agree to the
given statements (7 = totally agree, 6 = agree, 5 = rather agree, 4 = neither/nor,
3= rather disagree, 2 = disagree, 1= totally disagree). For the purpose of the
study we only used the subjective attitude statements, allowing to gain more
detailed information about participants’ experience of social presence (e.g., ‘It
provides a great sense of realism.’, ‘It was just as though we were all in the same
room.‘) (a full list of all statements on the system qualities are available in [9]).

To explore the determinants of gaze behavior, participants’ eye movements
were recorded using SMI eye tracking glasses'. For the analysis, four areas of in-
terest (AOIs) were defined: 1) the head 2) the eyes 3) the lower screen, displaying
gestures, and 4) the lower camera. Three eye tracking metrics were defined as de-
pendent variables to quantify the attention on an AOT: dwell time (%) (summary
of time spent within an AOI), fixation count (total number of fixations), and the
fixation time (ms) (sum of fixation duration), indicators of visual attention [14].
Additionally, to the objective measures of social presence and gaze behavior we
carried out an interview at the end of the study to gather detailed information
about participants’ experiences, e.g., with respect to social presence. Moreover,
participants were asked to indicate if they were aware of any differences between
the two conditions, and if yes, what the difference was.

! http://www.eyetracking-glasses.com
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Procedure. When participants arrived, they were introduced to the confed-
erate (to avoid that they felt uncomfortable when they make first contact via
the device) and the test leader gave background information about the general
procedure of the study and the tasks, they were asked to carry out, i.e., playing
two rounds of a simple quiz.

Participants took place in front of the VMC system and the eye tracking
glasses were calibrated. Before starting with the first round of the quiz a test-
call was carried out, which was also intended as ‘breaking the ice’, to provide
the participants first insights how the quiz will be played, and to avoid biases
on participants’ gaze behavior (as they did not know how the confederate will
appear to them on the screen). This test-call also provided proof to the study
leader that the eye tracking system was working properly.

Afterwards, participants started playing the quiz (round 1), either in the
experimental condition or in the control condition. The confederate explained
terms (e.g., job), to the participant, who was asked to guess. The terms were
prepared beforehand by the study leader and the confederate always explained
the same terms in the same order. If a participant guessed right, the confederate
explained the next term. After 4 minutes, the quiz was terminated by the con-
federate and participants were asked to complete the questionnaire (IPO-SPQ),
indicating to what extent they agreed to the given statements on social presence.
Moreover, they were asked about their experiences when playing the quiz, i.e.,
how they ‘perceived’ their communication partner. After the second round they
were additionally asked if they had experienced any difference in comparison to
the first round.

At the end of the study, a brief interview was carried out, asking questions
about participants’ first impression when communicating via the device, their
experience of social presence, if eye contact was important to them, and if they
had experienced eye contact during both rounds playing the quiz.

To ensure that the confederate always behaved the same way (independently
from the condition) he was trained how to explain the terms, was instructed
to use similar gestures when explaining the terms and to look into the camera,
which was placed at the middle of the upper screen (see Figure 2a, Camera 2b).

3.2 Data Analysis

The quantitative data (social presence questionnaires, eye tracking data) was
analyzed, using SPSS Version 21. Both descriptive and interference statistical
analyses (t-tests) were carried out. To test the reliability of the test scores (IPO-
SPQ), Cronbach’s Alpha was calculated to estimate the internal consistency,
revealing a value of .90, indicating a good internal consistency. For the analysis
of the eye tracking data it was required to map fixations of the individual video
recordings of the participants on a defined reference image that represented the
visual target area. Moreover, the defined AOIs were marked on the reference
image. The ‘mapped data’ was exported and calculated using SPSS. Descriptive
analyses were carried out on the dependent variables dwell time, fixation count,
and fixation time.
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4 Results

Data analysis revealed several interesting findings regarding the role of eye con-
tact and gaze behavior with respect to social presence.

4.1 Participants’ Experience of Social Presence

The analyses of the IPO-SPQ show high ratings on social presence in both con-
ditions. In the experimental condition social presence was rated slightly higher
(M = 5.72,5D = 0.99) than in the control condition (M = 5.47,SD = 1.02)
(see Figure 3) indicating that participants in the experimental condition said
that they agreed to the given statements, whereas participants in the control
condition rather agreed. We could neither identify a significant correlation be-
tween age and social presence in the control condition (r = 0.06,p > .05) nor
in the experimental condition (r = 0.27,p > .05). The same applies for gender
and social presence (CC: r = .01,p > .05; EC: r = .16, p > .05). Age and gender
were not associated with social presence.

] |

T T
Experimental Condition Control Condition

Fig. 3. Social Presence (N=32)

To investigate differences in social presence with respect to the two conditions
we carried out a t-test, which revealed a small difference between the means, but
no significance (t = 1.84,p = .076). However, with a relatively low probability
of 7.6%, the mean difference occurred by chance (see Table 1). This finding en-
couraged us to further investigate differences in social presence with respect to
the two conditions and in dependence to an other interesting finding we made
during our pre-tests: even if the system did not allow eye contact (CC), some of
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our participants indicated that they perceived eye contact and that they were not
aware of any difference between the two conditions when communicating via the
given system. So we had a deeper look at our data, investigating to what extent
social presence differed among those participants, who were aware that there was
a difference between the two conditions and experienced mutual gaze within the
experimental condition and lacked eye contact in the control condition.

Table 1. Paired Samples Test: Social Presence

Pair Mean Difference SD t df Sig. (2-tailed)
SP EC/CC -.25 .78 1.84 31 .076*

4.2 (Consciously Perceived) Difference, Eye Contact, and Social
Presence

Slightly more than half of our participants (56.3%) consciously perceived a differ-
ence between the two conditions, indicating that they experienced mutual gaze
in the experimental condition and lacked eye contact in the control condition. Al-
most half of the participants (43.8%) indicated that they did not recognize any
difference. Consciously perceived difference cannot be equated with perceived
eye contact, as the majority of participants who did not recognize any difference
between the two conditions (85.7%), indicated that they perceived eye contact
in both conditions. A possible explanation for this finding is that some people
prefer a ‘generalized eye contact’, simply gazing towards someone’s face but not
explicitly into someone’s eyes [24].

The group of participants, who recognized a difference between the two con-
ditions encompassed 56.3% (N = 18). The age span ranged from 22 and 61
years (M = 39.72,SD = 12.27), 50% male and 50% female. The descriptive
analysis of the IPO-SPQ shows that social presence differed between the two
conditions. Participants in the experimental condition indicated more agreement
to the given statements than participants in the control condition (see Figure
4). No effects were identified with respect to age (CC: r = —.18,p > .05; EC:
r = .09,p > .05) and gender (CC: r = .02,p > .05; EC: r = 21,p > .05).
T-tests reveal that the mean difference for social presence is 0.58, meaning that
participants in the experimental condition rated on average social presence at
0.58 points higher than participants in the control condition. This difference
is significant (¢t = 3.02,p = .008) and did not occur by chance (see Table 2).
Participants of our study, who consciously perceived a difference in terms of eye
contact between the two conditions, indicated to experience more social presence
in the experimental condition than in the control condition where they lacked
eye contact.

Almost half of the participants 43.8% (IN = 14) were not aware of a difference
between the two conditions. The age span ranged from 23 to 66 years (M =
42.29,SD = 14.20). Again no effects were identified with respect to age (CC:
r = —.13p > .05; EC: r = .23,p > .05) and gender (CC: r = —.03,p > .05;
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Fig. 4. Social Presence when consciously perceiving a difference (N=18)

Table 2. Paired Samples Test: Social presence when consciously perceiving a difference

Pair Mean Difference SD t df Sig. (2-tailed)
SP EC/CC -.58 .82 3.02 17 .008*

EC: r = .29,p > .05). The difference between the subjective experience of social
presence in the control and experimental condition was small, negative (i.e.,
participants in the control condition experienced more social presence) and not
significant (¢t = —1.34,p = .204). Thus, we assume that the difference occurred
by chance and that participants’ social presence does not differ with respect
to the two conditions (see Table 3). However, it has to be considered, that
most of the participants, who did not recognized any difference between the two
groups indicated that they perceived eye contact in both conditions (85.7%).
This indicates that with respect to social presence, not the system’s capabilities
to convey eye contact might have been important but participants’ perceived
eye contact (even if it was not possible to actually establish eye contact).

Table 3. Paired Samples Test: Social presence when not consciously perceiving a
difference (N=14)

Pair Mean Difference SD t df Sig. (2-tailed)
SP EC/CC =17 A48 -1.34 13 204
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4.3 Gaze Behavior and Social Presence

With respect to our second research question, to what extent participants’ gaze
behavior differs when they have (no) eye contact, we analyzed their gaze be-
havior, considering four different AOIs: 1) head, 2) eyes, 3) gestures, and 4) the
camera. Three eye-tracking metrics were defined as dependent variables: dwell
time (%), fixation count and the fixation time (ms). Unfortunately, eye tracking
did not work out for all participants, which can be explained by various factors.
Jacob et al. [19] report about a considerable minority of participants, who cannot
be tracked reliably (about 10-20%). In our study, we could gather eye tracking
data from 22 out of 32 participants (68.75%). Participants of this group were
aged between 22 and 66 years (M = 42.68, 5D = 11.97), 54.5% were male and
45.5% female.

Table 4. Descriptives for eye tracking metrics

Experimental Condition Control Condition
AOI Measures Mean (SD) Mean (SD)
Head Dwell Time 78.27 (22.33) 79.14 (17.26)
Fixation Time 124.27 (401.92) 127.17 (255.06)
Fixation Count 463.00 (153.97) 466.05 (125.29)
Eyes Dwell Time 17.69 (13.80) 17.39 (16.55)
Fixation Time 33.67 (25.34) 32.73 (29.28)
Fixation Count 140.27 (102.01) 132.45 (120.54)
Gestures Dwell Time 1.88 (2.45) 2.91 (3.66)
Fixation Time 3.50 (4.48) 5.10 (6.50)
Fixation Count 20. 96 (24.13) 30.91 (38.26)
Camera Dwell Time 4 (.11) .04 (.07)
Fixation Time (2 76) .09 (.14)
Fixation Count .73 (1.78) 68 (1.09)

Descriptive data show that participants attention with respect to the defined
AOISs head, eye, gestures, and camera did not differ between the two conditions
(see Table 4). Moreover, fixation count and time, indicators for user’s interest in
a certain AOI were similar in both conditions. With respect to the AOI gestures
we could identify differences, indicating that participants tended to pay more
attention on gestures when they had no eye contact. It has to be considered that
we identified a high standard deviation, explaining a high variation of the data
from the average. T-tests revealed a significant difference with respect to the
fixation time, indicating that participants’ attention on gestures differed. In the
control condition, participants paid significantly more attention on gestures than
in the experimental condition (see Table 5). This effect could also be identified
among participants, who consciously perceived a difference between the two
conditions (see Table 6). It indicates that participants’ attention and interest on
gestures differed with respect to the two conditions, meaning that participants
paid significantly more attention on gestures when they lacked eye contact.
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Table 5. Paired Samples Test: Gaze Behavior in the control and experimental condition

Pair Mean Difference SD % df Sig. (2-tailed)
Fixation Count EC/CC -3.05 151.19 -.09 21 .926
Dwell Time EC/CC -.86 22.19 -18 21 .857
Fixation Time EC/CC 127170.84 35507.49 16.80 21 .000%*

Table 6. Paired Samples Test: Gaze Behavior in the control and experimental condition
with respect to consciously perceived eye contact

Pair Mean Difference SD t df Sig. (2-tailed)
Fixation Count EC/CC 44.46 42.12 3.81 12 .003*
Dwell Time EC/CC 3.64 7.44 1.76 12 .103
Fixation Time EC/CC 121851.59 39892.52 11.01 12 .000*

5 Discussion

In this paper, we present results of a study that aimed at investigating the role of
eye contact and gaze behavior with respect to social presence. The study reveals
three central findings we will now briefly discuss and reflect on with respect to
social capital.

First, we identified a tendency that participants’ social presence differed with
respect to the two conditions. This would mean that the system’s capabilities to
convey eye contact had a positive effect on social presence, i.e., the experience
that the communication partner is close. If the system allowed mutual gaze
(EC), participants rather experienced social presence than when the system did
not support mutual gaze. We would like to emphasize that this finding was
not significant and has to be considered as tendency. Further investigations are
required to verify this result.

Second, we found out that social presence significantly differed in the two
conditions among participants, who consciously perceived a difference between
the two conditions with respect to eye contact. This means, that participants,
who were aware of a difference, experienced more social presence when they
perceived mutual gaze than if they lacked eye contact in the control condition.
We argue that the system’s capability to convey eye contact was important with
respect to social presence when participants actually were aware of the difference
between the two conditions. For the group of participants, who did not recognize
any difference between the two conditions we could not identify any differences
with respect to social presence. Based on this finding we assume that not the
system’s capabilities to convey eye contact had an effect on their social presence
during the mediated communication, but their experience that they had eye
contact. As this group did not recognize any difference we assume that they
preferred a ‘generalized eye contact’ and thus were not aware of the difference
between the two conditions.

Third, participants tended to pay more attention on gestures of their com-
munication partner in the control condition than in the experimental condition,
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indicating that they paid more attention on additional non-verbal cues (ges-
tures) when the system did not allow for mutual gaze than if the system allowed
mutual gaze.

We would like to point out that the results of this research need to be con-
sidered in light of some limitations. First, with respect to our eye tracking data,
the quiz itself might have had an influence on participant’s gaze behavior. Social
attention, in our case, the attention on the confederate during the conversation,
depends, for example, on whether a person is listening or talking to somebody
else. Persons tend to look, for example, more often at their communication part-
ner when being asked a questions than when answering a question [10]. Moreover,
gaze is avoided when thinking in order to reduce the cognitive load. As we chose
a quiz, this of course might have influenced participants’ gaze behavior. The idea
behind choosing the quiz was to trigger an informal atmosphere to avoid that
participants feel uncomfortable when talking with a stranger. Second, our eye
tracking data revealed a quite high standard deviation, which means that there
were high variances among participants with respect to their gaze behavior. The
identified effect needs to be verified. As a future work, we would like to further
investigate participants’ gaze behavior in VMC with respect to social presence.

5.1 Reflections on the Interrelation between Social Presence and
Social Capital

The aim of this paper is to contribute to a better understanding in what way
the present VMC system holds potential for social capital, the development of
valuable relationships. By investigating the role of eye contact and gaze behavior
with respect to social presence, we discuss in what way the system can support
the development of relationships, that are characterized by norms of trustwor-
thiness and reciprocity [30].

We consider two facets of social presence as relevant to better understand in
what way systems that support social presence hold potential for social capital:
co-presence and mutual understanding (see [28]).

Co-presence, the experience that the communication partner is ‘there’, allows
a user to immediately respond to a communication partner‘s action, which is
one aspect of reciprocity. In VMC, mutual understanding is mainly supplied by
the variety of non-verbal cues a system provides [27]. For example, eye contact
or gestures allow users to gather feedback on their communication partner’s
reactions, which is an important precondition for the development of trustworthy
relationships.

Eye contact is considered as one of the most important cues in human commu-
nication, being proximate to face-to-face communication. With respect to social
presence, our study revealed a quite diverse picture in terms of the role of eye
contact respectively mutual gaze when communicating via the given system. Not
only the system’s capability to allow mutual gaze was important but also a user’s
perceived eye contact. Among those participants, who consciously perceived a
difference between the two conditions, social presence was higher when they ex-
perienced mutual gaze than if they did not. Based on this, we assume that eye
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contact is an important cue with respect to social presence. Consequently, we
can assume that mutual gaze facilitates social dynamics such as reciprocity and
supports mutual understanding in mediated communication, important aspects
of social capital.

Nevertheless, it needs to be considered that participants, who did not con-
sciously recognize any difference did not indicate any differences with respect to
their experience of social presence. The majority indicated that they perceived
eye contact in both conditions and showed high ratings on social presence, mean-
ing that not the systems’s capabilities allowing for mutual gaze were important
but participant’s perceived eye contact. This in turn would mean that although
eye contact, i.e., mutual gaze is presumed having an important role in mediated
communication, influencing the perception of the dialogue partner, the present
VMC system holds potential for the development of social capital, even if it does
not support mutual gaze.

6 Conclusion

The goal of this paper is to better understand the role of eye contact with respect
to social presence in VMC. We carried out a user study in the lab, applying
an experimental study design with two conditions. The experimental condition
allowed eye contact; the control condition did not. Our results indicate that a
user’s perceived eye contact was important to experience social presence and that
even if mutual gaze was not supported by the system participants experienced
eye contact and social presence during the mediated communication with the
given system. Considering social presence, especially in terms of co-presence and
mutual understanding as source for social capital we assume that the system
supports the development of relationships that are characterized by reciprocity
and trustworthiness and holds potential for social capital.
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Abstract. We use public data from Twitter to study the breakups
of the romantic relationships of 661 couples. Couples are identified
through profile references such as @Quserl writing “@user2 is the best
boyfriend ever!!”. Using this data set we find evidence for a number of
existing hypotheses describing psychological processes including (i) pre-
relationship closeness being indicative of post-relationship closeness, (ii)
“stonewalling”, i.e., ignoring messages by a partner, being indicative of
a pending breakup, and (iii) post-breakup depression. We also observe a
previously undocumented phenomenon of “batch un-friending and being
un-friended” where users who break up experience sudden drops of 15-20
followers and friends.

Our work shows that public Twitter data can be used to gain new in-
sights into psychological processes surrounding relationship dissolutions,
something that most people go through at least once in their lifetime.

Keywords: relationships, breakups, Twitter.

1 Introduction

The breakup of a romantic relationship is one of the most distressing experiences
one can go through in life. It is estimated that more than 85% of Americans [2]
go through this process at least once in their life time. Correspondingly, lots of
research in psychology and other fields has investigated relationship breakups,
looking at dimensions such as the impact of breakups on mental health [33],
post-breakup personal growth [39], or the increased use of technology for the
actual act of breaking up [42].

Through the advent of social media, it is possible to publicly declare one’s
relationship either using a dedicated functionality as provided by Facebook’s
“relationship status” or, as in the case of Twitter, stating a relation in one’s
public profile. For example, @Quserl on Twitter might write “@Quser2 is the best
boyfriend ever!!”. In fact, updating one’s social network information to mention a
new partner has become almost synonymous with the beginning of a committed
relationship, leading to the expression “Facebook official” [29].

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 199-215, 2014.
© Springer International Publishing Switzerland 2014
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Given the scale and richness of data available on these social networks,
they have proven a treasure trove for studying relationships and relationship
breakups. Most of the existing work here that has not relied on small-scale sur-
vey data has used proprietary data such as coming from Facebook [1] or online
dating sites [9,43]. In this work, we show that it is possible to study relation-
ship breakups using public data from Twitter. Concretely, we analyze data for
couples where at least one partner in their profile mentions the other one at
the beginning of our study period (Nov. 4, 2013). We then periodically look for
removals of this profile mention before Apr. 27, 2014 and take this as indication
of a breakup, which we validate using CrowdFlower.

We use this data to address research questions related to (i) finding indicators
of an imminent breakup in the form of changes in communication patterns, (ii)
the connection between pre- and post-breakup closeness, (iii) evidence for post-
breakup depression and its dependence on being either the rejector/rejectee, and
(iv) the connection between “stonewalling” and relationship breakups.

Using Twitter data or other public social network data to address such ques-
tions comes with a number of advantages, including (i) ease of data collection,
(ii) size of data, (iii) less self-reporting bias, (iv) timely collection around the
moment of break-up, and (v) having social context in the form of network infor-
mation. However, using this type of data also comes with a number of drawbacks
including (i) noise of data, (ii) lack of well-defined variables, (iii) difficulties in
observing psychological variables, (iv) limited power to determine causal links,
and (v) privacy concerns. We discuss more of the limitations and challenges of
our study in Section 5.

Our findings include:

— Using crowdsourcing we validate that it is possible to identify a large set of
relationship breakups on Twitter.

— We observe changes in communication patterns as the breakup approaches,
such as a decrease in the fraction of messages to the partner, and an increase
in the fraction of messages to other users.

— We observe batch un-friending and being un-friended as indicated by the
sudden loss of both 15-20 Twitter friends' and followers.

— We confirm that couples who breakup tend to be “fresher” when compared
to couples that do not breakup.

— We observe an increased usage of “depressed” terms after the breakup com-
pared to couples that do not breakup.

— We find a higher level of depressed term usage for likely “rejectees” compared
to “rejectors”, both before and after the breakup.

— Communication asymmetries, related to one-sided “stonewalling”, are more
likely for couples who will breakup.

— There are higher levels of post-breakup communication for couples who had
higher pre-breakup levels of interaction.

! We use the term “friend” as Twitter terminology referring to another Twitter user
that a user follows.
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2 Data Collection

Twitter is an online social networking and micro blogging platform. It is one of
the biggest social networks with around 270 million active users.?. Each Twitter
user has a profile, also called bio, where they can describe themself. The content
of this free text field is referred to as profile description in this study.

Terminology — Messages vs. Mentions: We define that a Twitter user Quserl
has sent a message to Quser2 if a tweet by Quserl starts with ‘Quser2’. An
example message from Quserl to @Quser2 could be: “@Quser2 can I come over to
your place?”. These public messages are not to be confused with direct messages,
which can only be sent to followers, are always private and can not be accessed
via the Twitter API. A user Quserl is said to mention @Quser2 in a tweet if Quser2
occurs anywhere in the tweet. An example could be “I love @Quser2 soo much!”.3
Note that all messages as well as all retweets are special kinds of mentions.

Our data collection starts with a 28 hour snapshot of Twitter containing about
80% of all public tweets in late July 2013 (provided by GNIP* as part of a free
trial). Each tweet in this data set comes with meta data that includes the user’s
profile description at the time the tweet was created. We searched this meta data
for profiles of users containing mentions of other users and along with terms such
as “boyfriend”, “girlfriend”, “love”, “bf”, “gf”, or “taken”. For example, the user
profile of @Quserl containing “I am taken by Quser2, the love of my life” would
be considered because it mentions another user “@Quser2” and contains the word
“love” (as well as “taken”). We removed profiles mentioning other accounts of
the same person such as on Instagram, Facebook, Vine, etc. by looking at simple
word matches like ‘ig’, ‘instagram’, ‘vine’, ‘fb’, etc, or if the user being mentioned
is the same as the actual user. e.g. Profiles like “I love football. Follow me on
instagram: @Quser2” would be removed. We also had a few thousands of profiles
mentioning popular celebrities, especially @justinbieber and Qkatyperry. Many
of these seemed to indicate one-sided, para-social relationships where people
claimed @justinbieber as their “boyfriend” or their “love”.

In the end, we had 78,846 users (39,423 pairs) with at least one of the users in
the pair mentioning the other in their profile, tentatively indicating a romantic
relationship. We tracked these ~80k users starting from Nov. 4, 2013, till the
end of Apr. 2014 (24 weeks). We obtained weekly snapshots of the tweets, user
profiles (containing the profile description, their self-declared location, time zone,
name, the number of followers/friends/tweets, etc.) and their mutual friendship
relations (Does @Quserl follow @Quser2? Does Quser2 follow Quser1?). Note that
even though we started with a set of ~80k users, some of them deleted their
accounts over the course of the study, some of them are private or made them
private during the ~6 months of data collection. So by the end of the data
collection, we were left with 73,868 users.

2 https://about.twitter.com/company

3 https://support.twitter.com/articles/14023-vhat-are-replies-and-
mentions

4 http://gnip.com/
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For the current study, we limited ourselves to English-speaking countries to
avoid cultural differences and difficulties in analyzing different languages, e.g.,
with respect to sentiment. Hence, we only kept users who had their profile lo-
cation set to US, Canada or UK, identified using the profile timezone and their
profile language set to English. This left us with 6,737 couples (13,474 users).

As our simplistic approach of identifying tentative romantic relationships gave
some false positives, such as “Host for @SacrificeSLife All things video games. I
love comic books...”, we used Crowdflower® (an online crowd sourcing platform)
to clean our data. Concretely, we asked three human judges to manually label
if two users were involved in a romantic relationship in Nov. 2013, and again in
Apr. 2014 by looking at the pair of Twitter profile descriptions at the relevant
time. So each user couple was labeled for two snapshots in time.

The human judges had to decide on a simple “Yes/No” answer, indicating
a romantic relationship or not for that snapshot. Since this is a potentially
subjective task, the judges were asked to answer “No” unless it is very clear that
the pair are in a romantic relationship. To ensure additional quality, we only
used results where all the three human judges agreed on a label. All three judges
agreed on the same label in 66% of the cases.

From this labeling, we can infer if a couple who were in a romantic relationship
at the start of the study (Nov. 04, 2013), were still in a relationship at the end
of the study (27 Apr. 2014). If they were in a relationship in Nov. and not in
Apr., we assume that the couple broke up sometime during this period.

We also used Crowdflower to manually label the gender of the users given the
name, profile description and profile picture, again using three human judges for
each task. The judges had to pick one of “Male/Female/Cannot say” about the
gender of the Twitter profile. Similar to the above task, we made sure that the
labels were of good quality and picked only those users for whom all the judges
agreed on a gender (80% inter-judge agreement). We also ignored the users who
were labeled “Cannot say”.

In the end, we obtained 1,250 pairs of users highly likely to have undergone a
relationship breakup, as well as 2,301 pairs of users who were in a genuine roman-
tic relationship but did not breakup. Para-social relationships with celebrities,
mentioned above, were filtered out during this step as the pair was not labeled
to be in a romantic relationship to begin with.

We decided to remove couples likely to be married, using a simple keyword
search for “married”, “wife”, “husband”, etc., as these groups have been observed
to follow different relationship dynamics compared to casual dating relationships
[6]. There were also a small fraction of same-sex couples which were removed as,
again, they are likely to follow other dynamics [13]. This left us with a set of 661
pairs (1,322 users) which we refer to as BR. As a reference set, we also randomly
sampled a set of 661 pairs of users who we knew were in a romantic relationship,
but did not breakup over the course of our study. We refer to this set as NBR.

For the BR user pairs, we looked at their weekly profile description snapshots
and identified the week when at least one user removed the mention of another

® http://www.crowdflower.com


http://www.crowdflower.com

Relationship Breakup on Twitter 203

user in their profile. We define this to be the week the two users broke up. Fig. 1a
shows the distribution of breakups in our data over time. Though there is some
temporal variation we did not break down the data further into, say, pre- and
post-Christmas breakups. Still, to avoid temporal-specific peculiarities we also
paired the 661 BR pairs with the 661 NBR pairs concerning the week of the
breakup. This way we when we refer to “one week before the breakup” for a
particular couple in our analysis, we use the very same week for the randomly
paired NBR pair.

Num. Breakups vs. Time Length of relationship for BR and NBR pairs
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(a) Number of breakups in our data set (b) Length of relationships (in weeks) for
over time BR and NBR pairs

Fig. 1.

3 Results

3.1 Length of Relationship

It is known from literature that with an increase in relationship duration the
breakup probability decreases [23]. This is consistent with observations from our
data. Concretely, to estimate the length of the relationship between Quserl and
@user2, we looked at the oldest tweet in our data set where one mentioned the
other. We could do this as, even though we only started our study in Nov. 2013,
we collected (up to) 3,200 historic tweets for each user in our study at that point.
For the vast majority (80%) this covered all their tweets.

Using this occurrence of the first mention in a tweet as proxy for relationship
duration, we find that the average relationship length for BR pairs in Nov.
2013 was 35 weeks whereas it was 60 weeks for NBR pairs. Figure 1b shows a
histogram of the estimated relationship duration at the beginning of our study
period.

3.2 Post-breakup Changes in Profile Description

The removal by one user of the mention in their profile description of the other
user is, as described before, our definition of a breakup. However, we were in-
terested in which other changes of the profile description would coincide with
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a breakup. To study this, we looked at the profile descriptions of BR users (a)
at the start of the data collection - 04 Nov 2013, and (b) the week after their
breakup. We then generated word clouds for these two sets of profiles. Fig-
ures 2a, 2b show the profiles before/after. (We removed the very frequent words
“love” and “follow” from both before and after as they were at least 75% more
frequent than the next most frequent word before breakup and hence distorting
the distribution.)

There are several clearly visible differences and these reconfirm that our data
set really does contain actual relationship breakups. For example, the terms
“taken” or “baby” both lose in relative importance compared to the other terms.
Note, however, that terms such as “taken” do not disappear completely which
relates to a temporal difference in when the two partners update their profiles.
See Section 3.8 for details.

To rule out the influence of background temporal changes due to, say, Christ-
mas or Valentine’s Day we also generated similar word clouds using users from
NBR. For this set, we could not observe any differences over time and the figures,
very similar to the “before” cloud, are omitted here.

Though the relative loss of “taken” is expected, we were also interested in
which terms would gain in relative importance and, in a sense, come to replace
the former reference to the partner. To quantify the change in relative impor-
tance, we ranked the words before/after by frequency and looked at those words
which increased in terms of rank the most. Concretely, we weighted terms by
the formula (before rank — after rank)/after rank, which gives more weight
to terms moving to the top, rather than moving up from, say, rank 100 to rank
80. The top gainers are, in descending order, “im”, “god”, “dont”, “live”, “sin-
gle”, “dreams”, “blessed”, “fuck”. One story that potentially emerges from this
is that people () become more self-centered, (ii) find stability in religion and
spirituality, but also (iii) curse life for what has happened. A positive impact of
spirituality on post-breakup coping has also been observed before [15].
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Fig. 2. (a) Word cloud of the profile descriptions before breakup, at the beginning of
our study. (b) Word cloud of the profile descriptions one week after the breakup.
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3.3 Changes in Communication Styles with (Ex-)Partner

As Twitter is used for many purposes, including sharing factual information, we
were interested to see if there would be a noticeable change in tone when one
partner would message the other, either before or after the breakup. As simple
analysis tools, we generated word clouds of 4-grams of words from conversations
(messages) between pairs of users breaking up. Figures 3a and 3b show the shifts
in personal communication patterns.

The change is roughly from “I love you so ...” to “I hate when you ...”,
indicating a (to us) surprising amount of public fighting and insulting happening
after the breakup. For future analysis it might be interesting to quantify which
relationships “turn sour”, e.g., as a function of pre-breakup closeness.
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Fig. 3. (a) Word cloud of the 4-grams from messages exchanged between BR users
before breakup. (b) Word cloud of the 4-grams from messages exchanged between BR
users after breakup.

3.4 Changes in Communication Patterns around Breakups

Apart from looking for expected before/after changes, we were interested to see
if there were any gradual changes in communication patterns as people gradually
edged towards a breakup. For this, we considered only those users who had at
least four weeks of data before and two weeks after the breakup (1,070 users).
We then looked at changes in (i) the fraction of tweets that contain a message
to the partner, (ii) the fraction of tweets that are messages to non-partner users,
and (iii) the fraction of tweets that are “original”, i.e., non-retweet tweets. In
all cases, these were then macro-averaged such that each couple, independent of
their number of tweets, contributed equally to the average.

The trends are noticeable and consistent: as the breakup approaches — and
beyond — (i) the number of messages to the partner decreases, (ii) the number
of messages to other users increases, and (iii) the fraction of original tweets goes
down. Though not the goal of this study, these observations could potentially
lead to “early breakup warning” systems.
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Fig. 4. Comparison of various features using data from four weeks before, during and
two weeks after the breakup. (a) Fraction of the total tweets containing mentions of
the partner. (b) Fraction of the total tweets containing direct messages to someone
other than the partner. (c) Fraction of the total tweets that are not retweets. Error
bars indicate standard errors.

3.5 Breakup-Induced Batch Un-friending and Being Un-friended

After the breakup, we were expecting partners to potentially unfollow each other
but, apart from that, we were expecting “business as usual” as far as the social
network was concerned. However, when we tried to quantify our hypothesis that
there should not be ripple effects affecting other connections, we found evidence
for the opposite.

Concretely, we monitored the number of friends and followers of each of our
users over time. To be able to quantify the temporal changes, we only considered
users who had at least two weeks of data before and two weeks after the breakup
(1,156 users). As can be seen in Table 1, for the BR pairs there is a sudden drop
of about 20 followers/friends on average and 16 in the median. Unfortunately, we
do not have data on who is being unfollowed or stops following and we can only
speculate that these are former mutual friends (We had to remove an outlier
user @tatteddarkskin (249k followers, 270k friends), who changed this Twitter
id to @iammald, the week he broke up).

Table 1. Average number of friends/followers for BR and NBR for two weeks before
and two weeks after the breakup. The numbers in parentheses are for the median.
friends
T-2 T-1 TO T+1 T+2
BR 579 (294) 582 (295) 562 (280) 564 (281) 577 (285)
NBR 588 (273) 591 (273) 596 (275) 598 (275) 601 (276)
followers
BR 683 (328) 689 (329) 669 (313) 672 (314) 675 (316)
NBR 778 (285) 780 (288) 785 (290) 787 (291) 788 (292)
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3.6 Making Profiles Private

Given that relationship breakups can be traumatic experiences and that going
through this in public can potentially be perceived as embarrassing, we wanted
to see if breakups have effects on users’ privacy settings.

On Twitter, by default all information is public and anyone can read your
tweets and see your network information. However, Twitter users have the option
to make their account private, which restricts access to their tweets to their
followers where each follower now requires approval by the user. However, even
for private profiles, the profile description and meta information such as the
number of tweets, friends or followers remains accessible through the Twitter
API. But the tweets’ content or the identities of users in the user’s social network
are then hidden.

Out of 1,250 users that ever broke up, (excluding users who broke up in the
very first and last week), 98 users eventually made their account private. Of
these, 74 users made their account private within +/- one week of the breakup
with 22 users already making this change before the week of the breakup. On
the other hand, only 23 of the NBR users made their account private.

Put differently, BR users had a 7% probability of making their profiles private
whereas this was 2% for NBR users (excluding first and last week). Interestingly,
though there is work on privacy issues on Twitter [18,26], we are not aware of any
study that looks at when and why users change their Twitter privacy settings.
For Facebook on the other hand, a connection between relationship breakups
and changes in privacy settings has been observed [24].

3.7 Evidence for Post-breakup Depression

Relationship breakups are known to be linked to depression [35]. As far as Twit-
ter is concerned it has also been shown that tweets can give indications of depres-
sion [7,41]. Following features used as part of depression classifiers, we decided
to use certain categories of the Linguistic Inquire and Word Count (LIWC)
dictionary® [30]. Concretely, we combined terms from the “sad”, “negemo” (=
negative emotions), “anger” and “anxious” categories into a single category we
call “depressed”. The choice of these categories to be merged is inspired by [40]
who find that “much of the research on uncertainty reduction theory (URT)
has documented that high levels of uncertainty between romantic partners are
correlated with greater feelings of anger, sadness, and fear, and that reduced un-
certainty is accompanied by a decrease in the experience of negative emotion.”

For the “depressed” category we then looked at the fraction of tweets during
a particular week that contained at least one term from this category. These
fractions were then first averaged for each partner of a couple and then averaged
across couples. The resulting fractions over time are shown in Table 2.

For each week we find a statistically significant difference between BR and
NBR couples (p < .01 using non-parametric bootstrap resampling) where BR

5 http://www.livc.net/
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Table 2. Fraction of tweets containing depressing words, 2 weeks before and after the
breakup

T-2 T-1 TO T+1 T42
BR 0.124 0.129 0.132 0.143 0.149
NBR 0.105 0.106 0.107 0.104 0.107

pairs consistently have higher levels of these words. Moreover, their usage of
these terms increases over time and the difference between T-2 and T+2 are
significant (p < .01 using non-parametric bootstrap resampling).

3.8 Being Dumped Hurts More Than Dumping

When it comes to coping with relationship breakups previous work has found
differences depending on whether a person is the “rejector”, i.e., the initiator of
the break-up or the “rejectee” [31,36]. To identify potential breakup initiators,
we looked at BR pairs that initially had a mutual profile reference, but where
one removed the mention of the other earlier, i.e., not in the same week. We
hypothesize that the initiators are first to remove the reference of the former
partner and label them “Rejectors” and the others were “Rejectees”. There were
164 pairs where we observed such a behavior. Out of these, in 67% of the cases,
women were the rejectors.

As far as word usage of the “depressed” terms is concerned, we found that
rejectors feel less depressed compared to the rejectees (observed previously in [31]
and [36]) as shown in Table 3. Again, the differences between pairs in the same
week and the weeks T-2 and T+2 were tested for significance using bootstrap
sampling and found to be significant at p < .01.

Table 3. Rejector’s vs. rejectee’s depression levels before and after breakup

T-2 T-1 TO T+1 T4+2
Rejector 0.116 0.124 0.125 0.129 0.131
Rejectee 0.138 0.128 0.145 0.154 0.163

3.9 Pre-breakup Communication Asymmetries

Stonewalling is one of the “four horsemen of the apocalypse” defined by
Gottman [12]. Stonewalling refers to ignoring the other partner and we quantify
it by looking for communication asymmetries, where if only one side is “doing
all the talking” there is evidence of stonewalling. Concretely, in each of the four
weeks before the breakup, we looked at the number of messages exchanged be-
tween users. Here we looked if there were at least five times as many messages
in one direction as the other direction and an absolute difference of at least five
messages (to avoid cases where the difference was a mere one or two messages
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vs. zero messages). For BR couples, we found this kind of stonewalling in 224
out of the 585 couples (38%). For NBR, we only found it in 59 out of the 585
couples (10%).

3.10 Post-breakup Closeness

Existing work has looked at predicting post-breakup closeness using pre-breakup
closeness [38] and found a positive connection between the two. We show that
our data set can also be used to study this phenomenon by operationalizing
these concepts as follows. We mark a pair as being “close” after a breakup if
they both mention each other at least in two distinct weeks after they breakup
(requiring a total of at least four tweets). 97 BR couples (16% of all BR couples
with at least two post-breakup weeks) satisfy this condition for maintained, bi-
directional communication and we call them PBC (for post-breakup closeness).

To quantify pre-breakup closeness, we looked at a user’s fraction of all pre-
breakup tweets that were messages to the partner. We did the same for their
partner and then averaged this value for this couple, and then across all couples.
This we did separately for the PBC set and the remaining BR pairs called NPBC.
The same procedure of averaging pre-breakup tweets ratios was repeated for (i)
the fraction of mentions to the partner and (ii) the fraction of retweets of the
partner. We also obtained (up to) 3,200 of a user’s favorites at the end of the
study period and looked at the fraction of those that were for tweets by the
partner. This value was again averaged across partners and then across couples.
The results are presented in Table 4. For all four measures of “closeness” there
is a significant difference between the PBC and the NPBC groups with higher
levels of pre-breakup communication and interaction for couples who stay in
touch after the breakup, confirming results in [38]. We also found the same
trend when looking at the pre-study relationship duration (see Section 3.1) and
the average relationship duration was 47 weeks for PBC, but only 34 for NPBC.

Table 4. Difference between various interaction related features for PBC and NPBC.
All PBC and NPBC values are statistically significantly different (p < .01 using boot-
strap resampling).

Messages Mentions Retweets Favorites
PBC 0.0559 0.0842  0.011  0.0897
NPBC 0.0296 0.0551 0.006  0.0505

4 Related Work

The only work we know of on studying romantic relationships on Twitter is
Clayton et al. [3]. Using answers to specific questions (from surveys) from a
few hundred users, they look at how Twitter mediates conflict between cou-
ples. They find evidence that “active Twitter use leads to greater amounts of
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Twitter-related conflict among romantic partners, which in turn leads to infi-
delity, breakup, and divorce”.

Currently, we are using Twitter merely as a data source to study relationship
breakups per se. However, one could also study the more intricate relationship
between technology use and personal relationships. Weisskirch, et al. [42] look
at the attachment styles of couples involved in a relationship breakup online.
It is the only work that we are aware of that looks at the act of breaking up
through technology. Manual inspection of tweets around breakup revealed a few
instances of actual breakups through public (!) tweets in our dataset too.

Apart from facilitating breakups, increased importance of technology in
romantic relationships [29] potentially has other negative impact on romantic
relationships such as jealousy, or surveillance [40,4,8]. On the positive side, re-
searchers have looked at if technologies such as video chat can positively affect
long-distance relationships by making it easier to feel connected [14,28].

Hogerbrugge et al. [16] study the importance of social networks in the dissolu-
tion of a romantic relationship. They define certain factors such as the overlap of
networks of partners or social capital and study how these factors affect breakup.
Though we did not collect data for the Twitter social network, or its changes
over time, it would be possible to validate their findings on Twitter using our
approach of identifying breakups.

Backstrom et al. [1] used the network structure of an individual’s ego network
to identify their romantic partner. Note that a social tie on Facebook is not the
same as one on Twitter, mainly because, (i) Twitter network is directed, (ii) the
use of Facebook and Twitter may be different. Still, the notion of ‘dispersion’
defined in their paper might be related to the loss of friends/followers in our
study (see Section 3.5). Lefebvre et al. [24] study relationship dissolution on
Facebook, mainly focusing on the phases and behavior of users who go through
breakups on Facebook. There is evidence of limiting profile access in order to
manage the breakup which is similar to our findings in Section 3.6.

Researchers conducting retrospective [10] and diary [35] studies of emotional
adjustment following a breakup have found evidence of negative emotional re-
sponses including sadness and anger. In contrast to the current findings, Sbarra
et al. found no difference between rejectors and rejectees in the extent of negative
emotion following a breakup, and suggested that this might reflect difficulties
in accurately identifying who initiated the breakup. Though imperfect, the cur-
rent approach of identifying the first person to remove a profile mention as the
“initiator” or “rejector” may provide a good proxy for being the person who
is more ready to terminate the relationship or who feels more control over the
breakup; this latter feature of controllability has been found to predict better
adjustment post breakup [10,36]. It may also be that the larger sample size in
the current study provides more statistical power to detect these effects than
has been available in smaller survey studies.

Researchers studying close relationships have identified a number of factors
that predict longevity and dissolution of non-marital relationships, including du-
ration of the relationship, commitment, closeness, conflict, inclusion of other in
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the self, and the availability of alternatives [23]. Our analyses were informed by
these extant findings, and we attempted to identify proxies for several of these
important predictors, e,g., that with bi-directional profile mentions might be a
sign of greater commitment than unidirectional mentions, and our findings tend
to support those of the meta-analysis. However, we note that some relationship
features may be more easily extracted from Twitter data than others. Factors
like duration of the relationship and conflict might emerge clearly in the Twitter
data (e.g., Figures 1b, 3b). Others, such as commitment or inclusion of other
in the self (I0S), are typically assessed using multi-item self-report question-
naires, and are not directly observable in tweets (at least not with any degree
of frequency). Therefore, computational social scientists should pay particular
attention to the need for studies that demonstrate the relations between the pat-
terns they observe in data from online social networks and validated measures
of relationship factors.

5 Discussion

Though our point of departure was a privileged data set, derived from a trial
period for data access by GNIP, other ways to gather data are possible. For
example, one could use services such as Followerwonk” to obtain a list of Twitter
users with “boyfriend” in their profile description. For historic studies, one could
use from the 1% “Spritzer” sample of public tweets on the Internet Archive® to
find a sample of such users.

As with most similar, observational studies reasoning about causal links is
tricky. For example, the increased usage of depressed terms (see Section 3.7) after
the breakup could be a consequence of the breakup itself, or it could indicate
that relationships are more likely to end when someone is about to undergo
increased levels of depression.

Despite being limited when it comes to detecting causal links, observational
studies such as ours are useful to validate existing models and theories as well
as to provider pointers as to where a more in-depth study could be promising.
For example, the observation that there is a sudden loss both in the number
of friends and followers (see Section 3.5) is worth following up on. Were those
to-be-removed friends only added due to social pressure in the first place? Or
were they actual “friends” but maintaining communication with them would
have been too emotionally taxing?

Most existing work on post relationship breakup behavior is based on surveys
conducted long after the breakup, where people typically recall the experiences
they have been through. This method has serious flaws as pointed out in [34].
Fortunately, we can collect data right around the time of the breakup.

Undoubtedly, couples in our data set are not representative of all heterosexual
dating relationships in the United States, UK and Canada. Manually inspecting
the data indicates an over-representation of teenagers. However, even the set of

" http://followerwonk.com/bio/
8 https://archive.org/details/twitterstream
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teenage dating relationships make up a significant part of relationships and are
worth studying, especially as they seem to follow established patterns when it
comes to the effect of the duration of relationship on the breakup probability (c.f.
Section 3.1 and [23]), the occurrence of post-breakup depression (c.f. Section 3.7
and [35]), or communication asymmetries in the form of “stonewalling” (c.f.
Section 3.9 and [12]).

Even though in this study we ignored para-social relationships with teen
celebrities like @justinbieber and @katyperry, we could have looked at how these
relationships evolve over time [5]. Maybe a “breakup” with Justin Bieber exerts
just as much emotional stress as a breakup with a real boyfriend.

For the current study, we only looked at one-time relationship dissolutions.
We did not try to identify cases where a couple got together again or cases where
a partner “moved on” and entered a new relationship (even though the latter
is easy to identify from our data set). Having a larger and periodically updated
set of couples to monitor could allow studying such phenomena as well.

Arguably, Twitter could be used more as a type of “information network” than
a “social network” [21], questioning its use as a data source for interpersonal re-
lations. However, Myers et al. found that “from an individual user’s perspective,
Twitter starts off more like an information network, but evolves to behave more
like a social network”. Also, in our study we only consider people who at least
partly use it as a social network for personal relations in the first place.

For this study we built a data set with a “high precision” approach, at the
potential expense of recall. To be considered a “couple in a relationship”, each
pair of users underwent a sequence of filtering steps, including crowd labeling.
The scale of our study could be improved by turning to machine-learned clas-
sifiers to detect romantic relationships even when partners are not mentioning
each other in their profile descriptions. This is similar to work that looks into
“when a friend in Twitter is a friend in life” [44] and work that classifies pairs
of communicating users on Twitter into friends or foes [25].

So far we have only looked at basic measures of communication styles, such as
the fraction of tweets mentioning a partner. However, there has been a body of
work on inferring personality traits from Twitter usage [32,17,37,11]. This work
could potentially be applied to our data set to look more into which types of
personalities undergo what types of relationship breakups.

Not focusing on romantic relationships, there is research looking at unfol-
lowing on Twitter [27,19,20,22]. Though unfollowing could be seen as a “mini-
breakup” we observed that, maybe surprisingly, 44% of couples still follow each
other two weeks after the week of the breakup and in another 32% of cases one
of the partners still follows the other one at this point. For comparison, initially
96% of couples mutually follow each other.

6 Conclusions

We used public Twitter data to analyze the dissolution of 661 romantic relation-
ships on Twitter during the period of Nov. 2013 to Apr. 2014. We compared the
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behavior of the users involved with those of 661 couples to those that did not
breakup during the same period. Our analysis confirmed a number of existing
hypotheses such as: (i) the breakup probability decreases with length of the re-
lationship, (ii) post-breakup usage of “depressed” terms increases, (iii) rejectees
have higher levels of usage of depressed terms compared to rejectors, (iv) commu-
nication asymmetries and one-sided stonewalling is indicative of breakups, and
(v) higher levels of post-breakup closeness for couples who also have a higher
pre-breakup closeness.

We also found evidence of the, to our knowledge, undocumented phenomenon
of “batch un-friending and being un-friended” at the end of a relationship. Con-
cretely, we observed sudden drops of size 15-20 for both the number of friends
and followers a user has around the time of the breakup.

Though our data set is undoubtedly not representative of all relationship
breakups we believe our study still shows the huge potential that public social
media offers with respect to studying sociological and psychological processes in
a scalable and non-obtrusive manner.
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Abstract. The Name-Letter Effect states that people have a preference for brands,
places, and even jobs that start with the same letter as their own first name. So
Sam might like Snickers and live in Seattle. We use social network data from
Twitter and Google+ to replicate this effect in a new environment. We find lim-
ited to no support for the Name-Letter Effect on social networks. We do, however,
find a very robust Same-Name Effect where, say, Michaels would be more likely
to link to other Michaels than Johns. This effect persists when accounting for
gender, nationality, race, and age. The fundamentals behind these effects have
implications beyond psychology as understanding how a positive self-image is
transferred to other entities is important in domains ranging from studying ho-
mophily to personalized advertising and to link formation in social networks.

1 Introduction

According to the Name-Letter Effect (NLE), people have a preference for partners,
brands, places, and even jobs that share the first letter with their own name. Corre-
spondingly, a Sarah would be more likely to marry a Sam, go to Starbucks, move
to San Francisco, and work in sales. This phenomena has been replicated in numer-
ous settings [18,19,9,8,2,20,1] and is part of text books in psychology [13]. Some re-
searchers have, however, questioned the validity or at least the generality of such studies
[22,23,14,17,5]. By its supporters, the NLE is usually attributed to “implicit egotism”
[20] with people preferring situations that reflect themselves.

We turn to data from online social networks, Twitter and Google+, to see if the NLE
can be replicated in a large online setting. Concretely, we seek evidence for or against
the NLE in choosing social connections (Sarah following Sam) and in expressing brand
interest (Peter following Pepsi). Our findings here are mixed and, depending on the
exact setting, we find statistically significant evidence both for and against the NLE.

Extending the NLE and the idea of implicit egotism, we look for a Same-Name Ef-
fect (SNE) where a Sarah is more likely to follow another Sarah and Tom Cruise is in
particular popular among Toms. Here, we observe the presence of the SNE in different
settings. We show that the SNE exists for both genders and in different countries. We
also show that the SNE affects linking both to celebrities and to normal users and affects
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Institute.
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both strong and weak ties. Finally, we show that there is an anti-correlation between the
number of friends and the extent of link preference bias caused by the SNE.

To the best of our knowledge, this is the first time that the Name-Letter Effect and
the Same-Name Effect have been studied in an online setting. It is also the largest study
of its kind with more than a million connections analyzed. Our analysis quantifies a
factor that affects link formation in online social networks. Understanding the processes
governing which links are established is crucial for areas such as information diffusion
or link prediction. Moreover, the strength of the NLE or the SNE for an individual
could be an estimate of the person’s positive self-image. Understanding this could help
in understanding homophily, and it could also be used in personalized advertising.

2 Related Work

The NLE was first observed by Nuttin in 1985 [18]. The effect was studied by asking
volunteers to pick their favorite letter from pairs or triads of letters where only one of
them belonged to the participant’s first or last name. Nuttin showed that independent
of visual, acoustical, semantic, and frequency characteristics, letters belonging to own
first and last name are preferred over other letters. The most popular explanation for
the NLE is “implicit egotism” [21]. People have positive feelings about themselves
and these feelings are associated implicitly to places, events, and objects related to the
self [20].

Later, the presence of the effect was tested in different languages and cultures. It has
been shown that the NLE exists in twelve European languages [19]. Also, Hoorens et
al., showed that the NLE exists across languages, i.e., participants picked the letters in
another language that were either visually or acoustically similar to the letters in their
names in their own language [9].

After the discovery of the NLE, many studies verified the existence of the effect in
a wide range of decision making situations: People are disproportionately more likely
to live in cities and take jobs that are similar to their name [21]. Also, brands that have
the same initial as a person’s name are preferred by that person [2] and there is a higher
chance of donation when the name of the solicitor is similar to the name of the contacted
person [1]. Studies have even found that NLE affects marriage; people are more likely
to marry a person with a similar name [11,23]. On the other hand, the NLE was not
observed in choosing favorite foods and animals [8].

Besides many studies providing evidence for an NLE, there have also been papers
questioning the presence of the effect in different areas or the reason for the effect. E.g.,
in [17], the authors show that a wrong statistical test was conducted in an earlier work
on verifying the existence of the NLE in the initial of a baseball player and number
of strike outs by him. Also, other works had shown different biases that might create
the same results as a NLE [22,23,14]. For example, in the study that showed people
are more likely to live in cities with the same initial as theirs, one explanation might
be that people in those cities named their babies with such names. Although there are
some papers challenging the existence of NLE, the critics are usually concerned about
the way a particular study was done, and the main effect is still generally accepted.
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3 The Name-Letter Effect on OSNs

In this section, we first test the generality of the NLE on Twitter and Google+ in dif-
ferent domains, such as preferred brands, celebrities, and news media. Then, we inves-
tigate the NLE in the social context. Concretely, do users follow other users with the
same initial disproportionately more than users with a different initial? Here we use the
term “follow” to refer both to Twitter following and to Google+ “has added to a circle”.
In both case, the acting user expresses an interest in the updates of the user acted upon.

3.1 Data Description

Twitter: Most of the analyses in this work is done on a large Twitter social network
gathered in [3]. The network contains all the 52 million users who joined Twitter by
September 2009 and all the 1.9 billion links among them. We also used users’ location
information from [12], which uses both location and time zone fields for inferring a
user’s country.

Google+: The Google+ dataset was created by collecting public information avail-
able in user profiles in the network. The data collection ran from March 23rd of 2012
until June 1st of 2012. In total we were able to retrieve information from 160 million
profiles . With the social links of the users, we have constructed a directed graph that
has 61 million nodes and 1 billion edges. Details of the Google+ platform and a data
characterization of an early version of the dataset is discussed in a previous work [15].

3.2 NLE and Brand Preference

For testing the NLE on Twitter and Google+, we considered a variety of domains and
we picked a pair of popular Twitter and Google+ accounts from each domain. Then, we
gathered all the followers of each account as of May 2013 (or a large 1 million uniform,
random sample of them) in Twitter, and all the followers of each account in Google+ as
in the time of the data collection (2012).

We examine the brand NLE by performing the Pearson’s chi-squared test of indepen-
dence. We do this by counting the followers of each account who have the same initial
to see if there are disproportionately many followers for the brands and users with the
same initial. For each pair of brands, we create a 2 x 2 table showing the number of
followers for each account whose initial is the same as initial of either of brands. Since
both the popularity of the brands and the frequency of name initials are not necessarily
the same across the world, in all the analyses in this section we only consider follow-
ers in the US. To filter the users in Twitter we used the location field from the users’
accounts and only picked users who had one of the top 20 most populated US cities,
United States, or USA in their location field. The location filter in Google+ was done
by extracting the geographic coordinates of the last location present on the Places lived
field, picking only the users from USA.

Table 1 shows an illustrating example of the 2 x 2 tables. A represents the number
of users who follow Brand 1 and have the same initial as Brand 1. Similarly, D is the
number of followers of Brand 2 who have the same initial as Brand 2. For testing the
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NLE, first, we calculate the expected values for the cells that the initial of the follow-
ers matches the brand’s initial (here A and D). The expected value, is the value that
the fields would have if, given the total values, the followers were split uniformly and

without any preference. Here the expected value of A would be (AF+C)*(A+5) and the

A+B+C+D
expected value of D would be (BAT%?B&(CCJ DD ). Then, expected values smaller than the

observed values for A and D indicate the existence of the NLE.

Table 2 shows all the considered Twitter and Google+ accounts and whether a signif-
icant NLE exists or not. We picked these pairs mainly because these accounts have high
number of followers. Moreover, the pairs presented here and in the rest of the paper are
all the pairs that we did the analysis on, and we are not “cherry-picking” the results. Out
of the eight considered domains in Twitter, shown in Table 2, only three of them show a
statistically significant NLE, three cases imply NLE but the results are not statistically
significant, and the remaining two pairs exhibit a negative NLE. The results suggest
that the NLE exists only in some special cases and it is not a generalizable concept for
following brands on Twitter. This analysis was done by considering the first name of the
user. We repeated the analysis using the Twitter handle (i.e., screen name) of the users.
For 61% of the users the initial of the actual name matches the initial of their Twitter
handle. Due to this high overlap, testing the NLE by using the handles yields very sim-
ilar results to using their declared names: in only two cases the results are statistically
significant, for the game consoles and the actors, and in these cases the effect is much
smaller than the NLE with actual names (3.5% and 1% respectively). In Google+, none
of the three pairs of brands/celebrities had statistically significant results, with two of
the pairs exhibiting low positive and one negative NLE.

3.3 NLE and Social Link Preference

In this section, we test the NLE in the context of friend link preference. This means
that we check if users prefer to establish links to other users with the same initial.
To have two sets of users with the same initials for testing the NLE on link prefer-
ence, we first picked the four most popular names on Twitter that have pairs of same
initials: “Michael”, “Matthew”, “Jason”, and “James”. Since these names are used in
many countries, considering all users might falsely show the NLE: say “Michael” and
“Matthew” are popular in a particular country, but not in others, in this case there will
be lots of links from “Matthew” to “Michael”, but not to “Jason”. This could create an

Table 1. Illustration of testing the NLE. If link formation is independent of the initials of the
brands, the observed value would be close to the expected value for A, namely, (?4161;’)-7-(;:5 )
Larger than expected observed values for A and D indicate the existence of the NLE.

Brand 1 Brand 2 Total
Brand 1 initial A B A+ B
Brand 2 initial (' D C+D
Total A+C B+ D
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Table 2. The Twitter and Google+ accounts considered for the brand NLE and the average per-
centage of preference for the brands with the same initial. There is no significant NLE for most
of the brands.

Twitter
Account 1 Account 2 NLE p-value
Sega Nintendo 9% < 0.001

Google+
Account 1 Account 2 NLE p-value
Sergey Brin Larry Page 1%  —

Jim Carrey  Tom Cruise 4% < 0.001
Firefox Internet Explorer 5% < 0.1

C Nik 5% —

anon 1'0n ’ Nokia Samsung -16% —
Puma Adidas 09% — Pepsi Coca-Cola 1%

CNN  New York Times 0.4%  — epst oca-tola 170 T
Nokia Samsung -1.3% —

Pepsi Coca-Cola  -1.7% —

Table 3. Results of the NLE on link preference. Effect sizes are shown in the parentheses. In
Twitter, users with same initials have negative effect size, contradicting the NLE (p — values <
0.001). Google+ results were not statistically significant.

Twitter Google+
Michael Jason Total Mark James Total
Matthew 6,455 (-2%) 4,285 (+4%) 10,740 Michael 3,605 (0%) 1,829 5,434
James 12,016 (+1%) 7,236 (-2%) 19,252 John 3,213 1,598 (-1%) 4,811
Total 18,471 11,521 Total 6,818 3,427

apparent NLE in the results, that might not actually exist, or at least not due to implicit
egotism. To overcome this issue, we limited ourselves to users in the US.

Table 3 shows the results of the number of times “Matthews” and “Jameses” follow
“Michaels” and “Jasons” for Twitter. Surprisingly, the results show a slight, statistically
significant! negative NLE (x?(1) = 15.58). This analyses was repeated with a pair of
female names (“Melissa” and “Jennifer”’) following a pair of male names (“Michael”
and “Jason”) and vice versa. Again in both cases a negative NLE existed, but this time
not statistically significant. The results clearly show that the NLE does not exist for
general social link preference. The same analyses were done for the Google+ dataset,
using the two most popular pairs of same initials: “Michael”, “John”, “Marks” and
“James”. Again, there was a negative NLE, but not a statistically significant one.

3.4 NLE and Location, Job, and Hobbies

Earlier studies have shown people prefer to live in the cities with the same initials
and also choose occupations that have the same initial as their name [21]. We tried to
replicate these findings using our data. For Twitter we gathered the profile information
of more than 4 million random users and used their location field to see the effect of
NLE in the city that people choose to live. For Google+ we retrieved the city from the

"In this work, we consider p — value < 0.001 as statistically significant, unless explicitly
specified.
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“Places lived” field. We tested the NLE for the top ten largest city in the US?. The
ten largest cities in the US have seven unique initial letters, which leads to 21 (seven
choose two), pairs of letters for checking NLE. In Twitter, out of the 21 pairs, 8 pairs
show statistically significant results, with 6 of them showing positive NLE. In Google+,
7 pairs were statistically significant, with 6 of them showing positive NLE.

Similarly for the occupations, we consider the following jobs: engineer, cashier,
waiter(ess), teacher, and nurse. In Twitter we search the users’ bios for the correspond-
ing strings. The “bio” is the field in the profile that users introduce themselves in and
they often include their occupation. In Google+, we examine the “Occupation” field,
and looked for the same set of strings. Both in Twitter and Google+ we find only one
statistically significant result out of the ten (five choose two) possible pairs of letters,
and this single statistically significant pair has negative NLE.

We also test the NLE for the hobbies of the users. More specifically, we look for
popular sports in the bio of the users in Twitter and in the “Introduction” field of
Google+. We consider football, basketball, baseball, lacrosse, soccer, volleyball, ten-
nis, and hockey. We test the NLE again for the all 21 possible pairs of initials of the
sports and the names. Only four of the pairs show a statistically significant result, with
only one positive NLE in Twitter and two positive NLE in Google+.

Overall, our findings therefore question the existence or at least the general scope
and strength of the NLE as we failed to replicate earlier claims in this new setting.

4 The Same-Name Effect on OSNs

In this section, we test another effect in link creation preference in a more restricted
case where both users have the exact same first name, rather than just the same initial.
Since all letters of the users’ names are involved, this effect should be stronger than
the NLE. We call this effect same-name effect (SNE). In other words, are Michaels
disproportionately more likely to follow other Michaels compared to other users? A
similar idea was tested in an earlier study, where it was shown that people are more
likely to marry others with the same /ast name [11]. Here, we analyze linking between
users with the same name and show that there is a strong SNE that is robust to many
variations.

First, we test the SNE by considering the gender of users as the first name typically
identifies the gender. Since men (women) might be more likely to follow other men
(women) [16], considering both groups together might cause a false indication of a
SNE. So, we perform the SNE test within each gender. Also, as mentioned earlier,
having users from different countries might introduce a bias in the results, so again we
are considering only users in the US.

We pick the five most popular male names on Twitter among users from the US:
“Michael”, “John”, “David”, “Chris”, and “Brian”. Then, we count the number of times
each of the users with these names follows other users with these names. Table 4 (ap-
pendix) shows the resulting 5 x 5 table and the effect sizes of 4-13% on Twitter. We
calculate the effect size of each name as the average of pairwise preference of that

2 http://en.wikipedia.org/wiki/List of United States cities by
population
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name over other names in the table. This same analysis is repeated in Google+, and the
results are the same: male users significantly preferred to follow other users with the
same name 7-30% more than expected. We also tested the SNE with the five most pop-
ular female names in the US on Twitter and Google+: “Jennifer”, “Jessica”, “Ashley”,
“Sarah”, and “Amanda”. The results were similar to the previous case and even stronger:
female users significantly preferred to follow others with the same name 30-45% more
than expected in Twitter, and 10-29% in Google+.

An alternative explanation for the observed preference could be the fact that different
first names are popular in different ethnicities and races. To address this concern, we
repeated the analysis for all male first names in the US with more than 10,000 users (56
names in Twitter, 58 names in Google+). We tested the SNE pairwise for these names
and the SNE existed for all 1,540 pairs of names with an average effect size of 19% in
Twitter, and for all 1,653 pairs of names with an average effect size of 28% in Google+.
The fact that the SNE exists for all of the pairs suggests that the preference is not just
because of homophily because for at least some cases the names would be associated
with the same particular race or ethnicity.

Moreover, we used last names as a proxy of the ethnicity. We used 1990 census data
to gather last names that are prominent for only one race in the US.? We gathered the top
1,000 last names in each of the five races of white, African-American, Asian, Hispanic,
and native American natives.* For each race we considered only the last names that are
in the top 500 of a particular race and do not occur among the top 1,000 names for
any of the other race’s lists. Then we tested the SNE within each race for the pairwise
combination of the top 50 popular first names, 1,225 pairs, though not all of these 50
first names were found for all of the five races. Table 5 shows that for all five races a
strong and consistent SNE exists in Twitter. In Google+, most of the results were not
statistically significant, although implying positive SNE.

To account for age, we use offline data from social security statistics®. We focus
on the common ages of 20-30 years old on Twitter at the time the data was collected
(2009), which corresponds to users born between 1979-1989. We use the records of
social security to gather the most popular boy baby names during the mentioned years.
Then, we pick all the names that were in the top five at least once: “Michael”, “Ja-
son”, “Christopher”, “Matthew”, “David”, “James”, and “Daniel”. We conduct a similar
analysis to the previous section on these names. A statistically significant SNE again ex-
isted with 12-17% preference in Twitter, and 5-23% statistically significant preference
in Google+. We also try the same experiment with the most popular girl baby names
during 1979-1989. Again, a significant SNE is observable with a 16-24% preference in
Twitter and 10-106% preference in Google+.

Finally, to see if the SNE exists in different languages and cultures, we picked three
countries with different languages: Brazil, Germany, and Egypt. Then, we picked the
most popular names in each of those countries and tested the SNE. We found that a
statistically significant SNE exists in all three countries, both for Twitter and Google+.

3 http://names.mongabay.com/

* Note that in later census the race/ethnicity has been treated differently and that “Hispanic” can
now be of any race according to the census terminology.

5 http://www.ssa.gov/oact/babynames/top5names.html
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The effect sizes for Brazilian users range from 13-22% in Twitter and from 16-22% in
Google+. Similarly, in Germany and Egypt users significantly preferred to follow other
users with the same name (6 - 101%).

5 Discussion

We have focused on testing and observing the NLE and the SNE rather than on ex-
plaining them. When using implicit egotism as an explanation the crucial assumption
is that users are free to choose the brands they like or the members of their social net-
work. This basic assumption is arguably flawed as people can only connect to people (or
brands) they know. But as the distribution of names is not homogeneous across all parts
of society this creates implicit selection biases. For example the name Emma was very
popular for girls born during 2002-2012° but less popular earlier which, in turn, means
that an Emma would be more likely to go to school with another Emma and hence have
a chance to connect. Similarly, the name DeShawn is popular among African Ameri-
cans [6] which means a DeShawn growing up in a predominantly black neighborhood
would again have a higher than expected chance of connecting to another DeShawn.
In fact, previous research has shown that mere familiarity with a name correlates with
likeability [4,7].

We tried to avoid obvious pitfalls, such as selecting names associated with a partic-
ular demographic groups, and we looked at names that were popular during a certain
period. Additionally, the fact that for testing the NLE and the SNE on link preference we
only used the network of early adopters of Twitter (up to September 2009) and Google+
(less than a year after the launch) helps to further homogenize the user set across age
and income. Also, we have used users’ last names to test the SNE within one race. Still,
naming conventions within a family, where family members are given the same first
name, could explain part of the observed the SNE.

It is also not clear what fraction of users use their real name in online social networks.
We believe this is the case for the majority of the users, especially for Google+, since
Google explicitly asked users to use their real name and banned the accounts of users
with fake names’. There might be much less use of real names on Twitter, but the fact
that our findings for Twitter and Google+ are very consistent suggests that there is no
dramatic difference between Twitter and Google+ in the way people chose their name.
And even if the majority of the names are not real, we still found the SNE, which
might have a different explanation than the implicit egotism. Also, note that for testing
SNE, we tested the effect on common English names, so we are not analyzing users
completely fake names like “cowboy”.

6 Conclusions

The Name-Letter Effect (NLE) states that people prefer the letters in their own names
over other letters. We investigated the existence of the NLE in the context of Twitter

6 http://www.ssa.gov/oact/babynames/top5names.html
7 http://gawker.com/5824622 /names-banned-by-google-plus
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and Google+. Our findings question at least the generality of the NLE. Going beyond
the NLE, we analyzed users’ linking behavior for a same-name effect (SNE), where
instead of comparing the initials we compared the whole name. In this stronger version,
we observe a robust effect, even when accounting for gender, age, race, and location.

Besides the psychological aspects of NLE, there are some real-world implications.
E.g., one study has showed that using NLE can increase the chance of donation made
by people [1]. In recent years, the Coca-Cola share a coke® campaign has proven to be
very successful by increasing sales’.
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Appendix

Table 4. Results for the SNE on popular names in the US on Twitter and Google+. The effect
sizes are positive for all five names showing the SNE (p — values < 0.001).

Twitter
Michael John David Chris Brian Total
Michael 28,587 (+5%) 36,590 29,051 25,928 15,093 135,249
John 28,393 42,417 (+4%) 31,540 27,823 16,906 147,079
David 24,303 33,713 29,388 (+5%) 24,441 14,255 126,100
Chris 22,632 31,383 25,107 25,999 (+6%) 14,089 119,210
Brian 15,394 20,974 16,676 15,636 11,383 (+13%) 80,063
Total 119,309 165,077 131,762 119,827 71,726
Google+
Michael David John Chris James Total
Michael 5,949 (+7 %) 4,492 4,659 5,349 1,829 22,278
David 4,739 5,375 (+10%) 4,526 4,858 1,657 21,155
John 4,590 3,979 5,154 (+9%) 4,687 1,598 20,008
Chris 3,971 3,431 3,659 4,791 (+9%) 1,410 17,262
James 2,349 1,980 2,329 2,556 1,287 (+30%) 10,501

Total 21,598 19,257 20,327 22,241 7,781
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Table 5. The SNE test for users with a race-specific last name. The “# of last names” indicates
the number of race-specific last names found. “Could be tested” is the number of first name
pairs where each first name had a non-zero count for the race-specific last name. There is a
large number of statistically significant positive effects, and only a single first name pair with a
significant negative effect.

Twitter
Race #of  Could be Median Sig. Sig. Non-sig. Non-sig.
last names tested SNE positive negative positive negative
White 35 1225 45% 986 0 237 2
Asian 394 1193 59% 433 1 645 114
Hispanic 341 1073 86% 350 0 541 146
Native American 72 345 100% 78 0 221 46
African-American 64 263 100% 56 0 241 66
Google+
Race #of  Could be Median Sig. Sig. Non-sig. Non-sig.
last names tested SNE positive negative positive negative
White 35 80 43% 0 0 79 1
Asian 394 608 47% 61 0 494 53
Hispanic 341 95 60% 0 0 95 0
Native American 72 1 -17% 0 0 0 1
African-American 64 16 18% 0 0 16 0

A.1 SNE and Social Tie Strength

We also investigated the correlation of the SNE and the strength of the tie between
users. Concretely, are users’ strong ties more affected by the SNE than their weak ties?
Again, we limited this analysis to users from the US and the mentioned popular names
of American users on Twitter.

We eliminated all the super-users to better capture the strong and weak ties among
normal users. For all normal users, for the link from user A to B, we looked at the
Jaccard similarity of the friends of A and B as a measure of the strength of the tie. Then,
we considered half of the links with the lower strength as weak links and the other half
as strong ties (threshold = 0.008). First, we tested the SNE by only considering weak
ties, and then by only considering strong ties. In both cases, the SNE was statistically
significant. For weak links the preference ranged from 13% to 17% and for strong ties
from 10% to 13%, and for all the five names the SNE was slightly stronger for the
weak ties. Our results suggest that people are more affected by SNE when they are
establishing a weak link. This is in contrast with an earlier study that has found the
NLE only affects people’s important decisions, such as choosing a job or place to live,
and not the more trivial decisions like favorite animals or foods [8]. This observation
was explained by an earlier finding that the NLE is a type of implicit egotism and
implicit egotism is boosted under stress [10]. However, we do not find evidence to
support this finding in Twitter. Though, the results on Google+ are not consistent with
these findings and the preference for weak ties ranged from 7-33% and for strong ties
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12-45%. Further investigation of differences between Twitter and Google+ is needed to
figure out the root of the mentioned inconsistency.

A.2 SNE and Number of Friends

Finally, we examined the correlation between the SNE and the number of friends (fol-
lowees) of users. The aim is to see if the SNE differs for users with more compared to
users with less friends. Similar to before, we considered only users from the US and the
mentioned popular names on Twitter. Then, we grouped users based on their number
of friends logarithmically, up to 64 friends and a group for users with more than 64
friends. The resulting groups are fairly balanced, with the smallest group (one friend)
containing 8% of considered users and the largest group (between 16 and 32 friends)
20% of them. We also use the same group sizes for Google+.

We tested the SNE in each of the groups by only considering the links going out
from users of that group and then taking the average of the SNE for the five considered
names. Figure 1 shows that there is a noticeable reverse correlation between the number
of friends and the SNE. Users with fewer friends are more likely to follow other users
with the same name compared to the users with a higher number of friends.
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Fig. 1. The average SNE of users grouped by the number of friends
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Abstract. During sudden onset crisis events, the presence of spam, ru-
mors and fake content on Twitter reduces the value of information con-
tained on its messages (or “tweets”). A possible solution to this problem
is to use machine learning to automatically evaluate the credibility of a
tweet, i.e. whether a person would deem the tweet believable or trustwor-
thy. This has been often framed and studied as a supervised classification
problem in an off-line (post-hoc) setting.

In this paper, we present a semi-supervised ranking model for scoring
tweets according to their credibility. This model is used in TweetCred,
a real-time system that assigns a credibility score to tweets in a user’s
timeline. TweetCred, available as a browser plug-in, was installed and
used by 1,127 Twitter users within a span of three months. During this
period, the credibility score for about 5.4 million tweets was computed,
allowing us to evaluate TweetCred in terms of response time, effectiveness
and usability. To the best of our knowledge, this is the first research work
to develop a real-time system for credibility on Twitter, and to evaluate
it on a user base of this size.

1 Introduction

Twitter is a micro-blogging web service with over 600 million users all across the
globe. Twitter has gained reputation over the years as a prominent news source,
often disseminating information faster than traditional news media. Researchers
have shown how Twitter plays a role during crises, providing valuable informa-
tion to emergency responders and the public, helping reaching out to people in
need, and assisting in the coordination of relief efforts (e.g. [9, 12, 18]).

On the other hand, Twitter’s role in spreading rumors and fake news has
been a major source of concern. Misinformation and disinformation in social
media, and particularly in Twitter, has been observed during major events that
include the 2010 earthquake in Chile [12], the Hurricane Sandy in 2012 [10] and
the Boston Marathon blasts in 2013 [9]. Fake news or rumors spread quickly
on Twitter and this can adversely affect thousands of people [16]. Detecting
credible or trustworthy information on Twitter is often a necessity, especially
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installed

during crisis events. However, deciding whether a tweet is credible or not can be
difficult, particularly during a rapidly evolving situation.

Both the academic literature, which we survey on Section 2, and the pop-

ular press,! have suggested that a possible solution is to automatically as-
sign a score or rating to tweets, to indicate its trustworthiness. In this pa-
per, we introduce TweetCred (available at http://twitdigest.iiitd.edu.in/
TweetCred/),
a novel, practical solution based on ranking techniques to assess credibility of
content posted on Twitter in real-time. We understand credibility as “the quality
of being trusted and believed in,” following the definition in the Oxford English
Dictionary. A tweet is said to be credible, if a user would trust or believe that
the information contained on it is true.

In contrast with previous work based on off-line classification of content in a
post-hoc setting (e.g. [8, 12] and many others), TweetCred uses only the data
available on each message, without assuming extensive historical or complete
data for a user or an event. Also in contrast with previous work, we evaluate
TweetCred with more than a thousand users who downloaded a browser exten-
sion that enhanced their Twitter timeline, as shown in Figure 1.

The main contributions of this work are:

— We present a semi-supervised ranking model using SVM-rank for assessing
credibility based, on training data obtained from 6 high impact crisis events
of 2013. An extensive set of 45 features is used to determine the credibility
score for each of the tweets.

— We develop and deploy a real time system, TweetCred, in the form of a
browser extension, web application, and REST API. The TweetCred extension

! http://www.huffingtonpost.com/dean-jayson/twitter-breaking-news b
2592078 .html
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was installed and used by 1,127 Twitter users within a span of three months,
computing the credibility score for about 5.4 million tweets.

— We evaluate the performance of TweetCred in terms of response time, ef-
fectiveness and usability. We observe that 80% of the credibility scores are
computed and displayed within 6 seconds, and that 63% of users either
agreed with our automatically-generated scores or disagreed by 1 or 2 points
(on a scale from 1 to 7).

This paper is organized as follows: Section 2 briefly reviews work done around
this domain. Section 3 describes how we collect labeled data to train our system,
and Section 4 how we apply a learning-to-rank framework to learn to automat-
ically rank tweets by credibility. Section 5 presents the implementation details
and a performance evaluation, and Section 6 the evaluation from users and their
feedback. Finally, in the last section we discuss the results and future work.

2 Survey

In this section, we briefly outline some of the research work done to assess,
characterize, analyze, and compute trust and credibility of content in online
social media.

Credibility Assessment. Castillo et al. [4] showed that automated classifica-
tion techniques can be used to detect news topics from conversational topics
and assess their credibility based on various Twitter features. They achieved a
precision and recall of 70-80% using a decision-tree based algorithm. Gupta and
Kumaraguru [7] in their work on analyzing tweets posted during the terrorist
bomb blasts in Mumbai (India, 2011), showed that the majority of sources of
information are unknown and have low Twitter reputation (small number of fol-
lowers). The authors in a follow up study applied machine learning algorithms
(SVM-rank) and information retrieval techniques (relevance feedback) to assess
credibility of content on Twitter [8], finding that only 17% of the total tweets
posted about the event contained situational awareness information that was
credible. Another, similar work was done by Xia et al. [19] on tweets generated
during the England riots of 2011. They used a supervised method based on a
Bayesian Network to predict the credibility of tweets in emergency situations.
O’Donovan et al. [15] focused their work on finding indicators of credibility dur-
ing different situations (8 separate event tweets were considered). Their results
showed that the best indicators of credibility were URLs, mentions, retweets and
tweet length.

Credibility Perceptions. Morris et al. [14] conducted a survey to understand
users’ perceptions regarding credibility of content on Twitter. They found that
the prominent features based on which users judge credibility are features visible
at a glance, for example, the username and picture of a user. Yang et al. [21]
analyzed credibility perceptions of users on two micro-blogging websites: Twitter
in the USA and Weibo in China. They found that location and network overlap
features had the most influence in determining the credibility perceptions of
users.
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Credibility of Users. Canini et al. [3] analyzed the usage of automated ranking
strategies to measure credibility of sources of information on Twitter for any
given topic. The authors define a credible information source as one which has
trust and domain expertise associated with it. Ghosh et al. [6] identified topic-
based experts on Twitter using features obtained from user-created list, relying
on the wisdom of Twitter’s crowds.

System. Ratkiewicz et al. [17] introduced Truthy,? a system to study infor-
mation diffusion on Twitter and compute a trustworthiness score for a public
stream of micro-blogging updates related to an event. Their focus is to detect
political smears, astroturfing, and other forms of politically-motivated disinfor-
mation campaigns.

To the best our knowledge, the work presented in this paper is the first re-
search work that describes the creation and deployment of a practical system for
credibility on Twitter, including the evaluation of such system with real users.

3 Training Data Collection

TweetCred is based on semi-supervised learning. As such, it requires as input a
training set of tweets for which a credibility label is known.

To create this training set, we collect data from Twitter using Twitter’s
streaming API3 filtering it using keywords representing six prominent events in
2013: (i) the Boston Marathon blasts in the US, (ii) Typhoon Haiyan/Yolanda
in the Philippines, (iii) Cyclone Phailin in India, (iv) the shootings in the Wash-
ington Navy Yard in the US, (v) a polar vortex cold wave in North America,
and (vi) the tornado season in Oklahoma, US. These events affected a large pop-
ulation and generated a high volume of content in Twitter. Table 1 describes
the characteristics of the data collected around the events we used to build a
training set.

In order to create ground truth for building our model for credibility assess-
ment, we obtained labels for around 500 tweets selected uniformly at random
from each event. The annotations were obtained through crowdsourcing provider
CrowdFlower.* We selected only annotators living in the United States. For each
tweet, we collected labels from three different annotators, keeping the majority
among the options chosen by them.

The annotation proceeded in two steps. In the first step, we asked users if the
tweet contained information about the event to which it corresponded, with the
following options:

—R1. The tweet contains information about the event.

—R2. The tweet is related to the event, but contains no information.
—R3. The tweet is not related to the event.

—TR4. None of the above (skip tweet).

2 http://truthy. indiana.edu/
3 https://dev.twitter.com/docs/api/streaming
4 http://www.crowdflower.com/
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Table 1. Number of tweets and distinct Twitter users from which data was collected
for the purposes of creating a training set. From each event, 500 tweets were labeled.

Event Tweets Users
Boston Marathon Blasts 7,888,374 3,677,531
Typhoon Haiyan / Yolanda 671,918 368,269
Cyclone Phailin 76,136 34,776
Washington Navy yard shootings 484,609 257,682
Polar vortex cold wave 143,959 116,141
Oklahoma Tornadoes 809,154 542,049
Total 10,074,150 4,996,448

Along with the tweets for each event, we provided a brief description of the event
and links from where users could read more about it. In this first step, 45% of
the tweets were considered informative (class R1), while 40% were found to be
related to the event for which they were extracted, but not informative (class
R2), and 15% were considered as unrelated to it (class R3).

In the second step, we selected the 45% of tweets that were marked as infor-
mative, and annotated them with respect to the credibility of the information
conveyed by it. We provided a definition of credibility (“the quality of being
trusted and believed in”), and example tweets for each option in the annota-
tion. We asked workers to score each tweet according to its credibility with the
following options:

—C1. Definitely credible.

—C2. Seems credible.

—C3. Definitely incredible.

—C4. None of the above (skip tweet).

Among the informative tweets, 52% of tweets were labeled as definitively credible,
35% as seems credible, and 13% as definitively incredible.

4 Credibility Modeling

Our aim is to develop a model for ranking tweets by credibility. We adopt a
semi-supervised learning-to-rank approach. First, we perform feature extraction
from the tweets. Second, we compare the speed and accuracy of different machine
learning schemes, using the training labels obtained in the previous section.

4.1 Feature Extraction

Generating feature vectors from the tweets is a key step that impacts the accu-
racy of any statistical model built from this data. We use a collection of features
from previous work [1, 4, 8, 22], restricting ourselves to those that can be derived
from single tweets in real-time.
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Table 2. Features used by the credibility model

Feature set Features

Tweet meta-data ~ Number of seconds since the tweet; Source of tweet (mobile / web/ etc); Tweet
contains geo-coordinates

Tweet content Number of characters; Number of words; Number of URLs; Number of hash-

(simple) tags; Number of unique characters; Presence of stock symbol; Presence of
happy smiley; Presence of sad smiley; Tweet contains ‘via’; Presence of colon
symbol

Tweet content Presence of swear words; Presence of negative emotion words; Presence of

(linguistic) positive emotion words; Presence of pronouns; Mention of self words in tweet
(I; my; mine)

Tweet author Number of followers; friends; time since the user if on Twitter; etc.

Tweet network Number of retweets; Number of mentions; Tweet is a reply; Tweet is a retweet

Tweet links WOT score for the URL; Ratio of likes / dislikes for a YouTube video

A tweet as downloaded from Twitter’s API contains a series of fields in ad-
dition to the text of the message.® For instance, it includes meta-data such
as posting date, and information about its author at the time of posting (e.g.
his/her number of followers). For tweets containing URLSs, we enriched this data
with information from the Web of Trust (WOT) reputation score.’ The features
we used can be divided into several groups, as shown in Table 2. In total, we
used 45 features.

4.2 Learning Scheme

We tested and evaluated multiple learning-to-rank algorithms to rank tweets by
credibility. We experimented with various methods that are typically used for
information retrieval tasks: Coordinate Ascent [13], AdaRank [20], RankBoost [5]
and SVM-rank [11]. We used two popular toolkits for ranking, RankLib” and
SVM-rank.®

Coordinate Ascent is a standard technique for multi-variate optimization,
which considers one dimension at a time. SVM-rank is a pair-wise ranking tech-
nique that uses SVM (Support Vector Machines). It changes the input data,
provided as a ranked list, into a set of ordered pairs, the (binary) class label
for every pair is the order in which the elements of the pair should be ranked.
AdaRank trains the model by minimizing a loss function directly defined on
the performance measures. It applies a boosting technique in ranking methods.
RankBoost is a boosting algorithm based on the AdaRank algorithm; it also
runs for many iterations or rounds and uses boosting techniques to combine
weak rankings.

Evaluation metrics. The two most important factors for a real-time system
are correctness and response time, hence, we compared the methods based on

® https://dev.twitter.com/docs/api/1.1/get/search/tweets

5 The WOT reputation system computes website reputations using ratings received
from users and information from third-party sources. https://www.mywot.com/

" http://sourceforge.net/p/lemur/wiki/RankLib/

8 http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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two evaluation metrics, NDCG (Normalized Discounted Cumulative Gain) and
running time. NDCG is useful to evaluate data having multiple grades, as is the
case in our setting. Given a query ¢ and its rank-ordered vector V of results
(v1,...,Um), let label(v;) be the judgment of v;. The discounted cumulative gain
of V at document cut-off value n is:

n 1
=loga(1 +1)

The normalized DCG of V is the DCG of V divided by the DCG of the “ideal”
(DCG-maximizing) permutation of V (or 1 if the ideal DCG is 0). The NDCG
of the test set is the mean of the NDCGs of the queries in the test set.

To map the training labels from Section 3 to numeric values, we used the
following transformation: 5=Informative and definitively credible (class R1.C1),
4=Informative and seems credible (R1.C2), 3=Informative and definitively in-
credible (R1.C3), 2=Not informative (R2), 1=Not related (R3). From the per-
spective of quality of content in a tweet, a tweet that is not credible, but has
some information about the event, is considered better than a non-informative
tweet.

DCGan = (2lebettvs) — 1) |

Evaluation. We evaluated the different ranking schemes using 4-fold cross vali-
dation on the training data. Table 3 shows the results. We observe that AdaRank
and Coordinate Ascent perform best in terms of NDCG@Qn among all the al-
gorithms; SVM-rank is a close second. The gap is less as we go deeper into the
result list, which is relevant given that Twitter’s user interface allow users to do
“infinite scrolling” on their timeline, looking at potentially hundreds of tweets.

The table also presents the learning (training) and ranking (testing) times for
each of the methods. The ranking time of all methods was less than one second,
but the learning time for SVM-rank was, as expected, much shorter than for
any of the other methods. Given that in future versions of TweetCred we intend
to re-train the system using feedback from users, and hence need short training
times, we implemented our system using SVM-rank.

Table 3. Evaluating ranking algorithms in terms of Normalized Discounted Cumulative
Gain (NDCG) and execution times. Boldface values in each row indicate best results.

AdaRank Coord. Ascent RankBoost SVM-rank

NDCG@25 0.6773 0.5358 0.6736 0.3951
NDCG@50 0.6861 0.5194 0.6825 0.4919
NDCG@75 0.6949 0.7521 0.6890 0.6188
NDCG@100 0.6669 0.7607 0.6826 0.7219
Time (training) 35-40 secs 1 min 35-40 secs 9-10 secs
Time (testing) <1 sec <1 sec <1 sec <1 sec

The top 10 features for the model of credibility ranking built using SVM-
Rank are: (1) tweet contains via, (2) number of characters, (3) number of unique
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characters, (4) number of words, (5) user has location in profile, (6) number
of retweets, (7) age of tweet, (8) tweet contains a URL, (9) ratio number of
statuses/followers of the author, and (10) ratio friends/followers of the author.
We observe that majority of the top features for assessing credibility of content
were tweet based features rather user attributes.

5 Implementation and Performance Evaluation

In order to encourage many users to interact with TweetCred, we provided it in
a way that was easy to use, as a browser extension. We also provided access to
TweetCred as a web-based application and as an API, but the browser extension
was much more commonly used.

5.1 Implementation

The implementation includes a back-end and a front-end which interact over
RESTful HTTP APIs.
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Fig. 2. Data flow steps of the TweetCred extension and API

Back-end. Figure 2 shows the basic architecture of the system.

The flow of information in TweetCred is as follows: A user logs on to his/her
Twitter account on http://twitter.com/, once the tweets starts loading on the
webpage, the browser extension passes the IDs of tweets displayed on the page
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to our server on which the credibility score computation module is done. We do
not scrape the tweet or user information from the raw HTML of web page and
merely pass the tweet IDs to web server. The reason is that what the server needs
to compute credibility is more than what is shown through Twitter’s interface.

From the server a request is made to Twitter’s API to fetch the data about an
individual tweet. Once the complete data for the tweet is obtained, the feature
vectors are generated for the tweet, and then the credibility score is computed
using the prediction model of SVM-rank. This score is re-scaled to a value in
the range from 1 to 7 using the distribution of values in our training data. Next,
this score is sent back to the user’s browser. Credibility scores are cached for 15
minutes, meaning that if a user requests the score of a tweet whose score was
requested less than 15 minutes ago, the previously-computed score is re-used.
After this period of time, cached credibility scores are discarded and computed
again if needed, to account for changes in tweet or user features such as the
number of followers, retweets, favorites and replies.

All feature extraction and credibility computation scripts were written in
Python with MySQL as a database back-end. The RESTful APIs were imple-
mented using PHP. The hardware for the backend was a mid-range server (Intel
Xeon E5-2640 2.50GHz, 8GB RDIMM).

Front-end. The Chrome browser currently enjoys the largest user base by far
among various web browsers,” and hence was our target for the first version
of the browser extension. In order to minimize computation load on the web
browser, heavy computations were offloaded to the web server, hence the browser
extension had a minimalistic memory and CPU footprint. This design ensures
that the system would not result in any performance bottleneck on client’s web
browser.

In an initial pilot study conducted for TweetCred with 10 computer science
students that are avid Twitter users, we used the Likert Scale of score 1-5 for
showing credibility for a tweet.'9 We collected their feedback on the credibility
score displayed to them via personal interviews. The users found it difficult to
differentiate between a high credibility score of 4 and a low credibility score of 2,
as the difference in values seemed too small. Eight out of the ten participants felt
that the scale of rankings should be slightly larger. They were more comfortable
with a scale of 1-7 ranking, which we adopted.

TweetCred displays this score next to a tweet in a user’s timeline, as shown in
Figure 1. Additionally, the user interface includes a feedback mechanism. When
end users are shown the credibility score for a tweet, they are given the option
to provide feedback to the system, indicating if they agree or disagree with the
credibility score for each tweet. Figures 3(a) shows the two options given to the
user upon hovering over the displayed credibility score. In case the user disagrees

9 As of August 2014, Chrome has 59% of market share, more than doubling the 25%
of the second place, Firefox
http://www.w3schools.com/browsers/browsers_stats.asp

10 nttp://www.clemson.edu/centers-institutes/tourism/documents/sample-
scales.pdf
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Fig. 3. Users can provide feedback to the system. Figure (a) shows how users can
push the agree (“thumbs up”) button to agree with a rating, the case for the disagree
(“thumbs down”) button is analogous. Figure (b) shows how users can provide their
own credibility rating for a tweet.

with the credibility rating, s/he is asked to provide what s/he considers should
be the credibility rating, as shown in Figure 3(b). The feedback provided by the
user is sent over a separate REST API endpoint and recorded in our database.

5.2 Response Time

We analyzed the response time of the browser extension, measured as the elapsed
time from the moment in which a request is sent to our system to the moment in
which the resulting credibility score is returned by the server to the extension.
Figure 4 shows the CDF of response times for 5.4 million API requests received.
From the figure we can observe that for 82% of the users the response time was
less than 6 seconds, while for 99% of the users the response time was under 10
seconds. The response time is dominated by the requests done to Twitter’s API
to obtain the details for a tweet.

6 User Testing

We uploaded TweetCred to the Chrome Web Store,'! and advertised its presence
via social media and blogs. We analyzed the deployment and usage activity of
TweetCred on the three-months period from April 27th, 2014 to July 31st, 2014.
A total of 1,127 unique T'witter users used TweetCred. They constitute a diverse
sample of Twitter users, from users having very few followers to one user having
1.4 million followers. Their usage of TweetCred was also diverse, with two users
computing the credibility scores of more than 50,000 tweets in his/her timeline,
while the majority of users computed credibility scores for less than 1,000 tweets.

Table 4 presents a summary of usage statistics for TweetCred. In total 5,451,961
API requests for the credibility score of a tweet were made.

" nttp://bit.1ly/tweetcredchrome
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Fig. 4. CDF of response time of TweetCred. For 82% of the users, response time was
less than 6 seconds and for 99% of the users, the response time was under 10 seconds.

Table 4. Summary statistics for the usage of TweetCred

Date of launch of TweetCred 27 Apr, 2014
Credibility score seen by users (total) 5,438,115
Credibility score seen by users (unique) 4,540,618
Credibility score requests for tweets (Chrome extension) 5,429,257
Credibility score requests for tweets (Browser version) 8,858
Unique Twitter users 1,127
Feedback was given for tweets 1,273
Unique users who gave feedback 263
Unique tweets which received feedback 1,263

We received feedback from users of our system in two ways. First, the users
could give their feedback on each tweet for which a credibility score was com-
puted. Secondly, we asked users to fill a usability survey on our website.

6.1 User Feedback

Out of the 5.4 million credibility score requests served by TweetCred, we received
feedback for 1,273 of them. When providing feedback, users had the option of
either agreeing or disagreeing with our score. In case they disagreed, they were
asked to mark the correct score according to them. Table 5 shows the break-
down of the received feedback. We observed that for 40% of tweets for which
user’s provided feedback agreed with the credibility score given by TweetCred,
while 60% disagreed—this can be partially explained by self-selection bias due
to cognitive dissonance: users are moved to react when they see something that
does not match their expectations.

Credibility Rating Bias. For the approximately 60% tweets for which users
disagreed with our score, for 49% of the tweets the users felt that credibility score
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Table 5. Feedback given by users of TweetCred on specific tweets (n = 1,273)

95% Conf.

Observed interval

Agreed with score 40.14 (36.73, 43.77)
Disagreed with score 59.85 (55.68, 64.26)
Disagreed: score should be higher 48.62 (44.86, 52.61)
Disagreed: score should be lower 11.23 (9.82, 13.65)
Disagreed by 1 point 8.71 (7.17, 10.50)
Disagreed by 2 points 14.29 (12.29, 16.53)
Disagreed by 3 points 12.80 (10.91, 14.92)
Disagreed by 4 points 10.91 (9.17, 12.89)
Disagreed by 5 points 6.52 (5.19, 8.08)
Disagreed by 6 points 6.59 (5.26, 8.16)

should have been higher than the one given by TweetCred, while for approxi-
mately 11% thought it should have been lower. This means TweetCred tends to
produce credibility scores that are lower than what users expect. This may be in
part due to the mapping from training data labels to numeric values, in which
tweets that were labeled as “not relevant” or “not related” to a crisis situation
were assigned lower scores. To test this hypothesis, we use keyword matches to
sub-sample, from the tweets for which a credibility score was requested by users,
three datasets corresponding to crisis events that occurred during the deploy-
ment of TweetCred: the crisis in Ukraine (3, 637 tweets), the Oklahoma/Arkansas
tornadoes (1,362 tweets), and an earthquake in Mexico (1,476 tweets).

Figure 5 compares the distribution of scores computed in real-time by Tweet-
Cred for the tweets on these three crisis events against a random sample of all
tweets for which credibility scores were computed during the same time period.
We observe that in all crisis events the credibility scores are higher than in
the background distribution. This confirms the hypothesis that TweetCred gives
higher credibility scores to tweets that are related to a crisis over general tweets.

6.2 Usability Survey

To assess the overall utility and usability of the TweetCred browser extension, we
conducted an online survey among its users. An unobtrusive link to the survey
appeared on the right corner of Chrome’s address bar when users visited Twit-
ter.!? The survey link was accessible only to those users who had installed the
extension, this was done to ensure that only actual users of the system gave their
feedback. A total of 67 users participated. The survey contained the standard 10
questions of the System Usability Scale (SUS) [2]. In addition to SUS questions,
we also added questions about users’ demographics such as gender, age, etc. We
obtained an overall SUS score of 70 for TweetCred, which is considered above

12 nttp://twitdigest.iiitd.edu.in/TweetCred/feedback.html
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Credibility Score by TweetCred
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Fig. 5. Distribution of credibility scores. We observe that during crisis events larger
percentage of tweets have higher credibility than during non-crisis.

average from a system’s usability perspective.!® In the survey, 74% of the users
found TweetCred easy to use (agree/strongly agree); 23% of the users thought
there were inconsistencies in the system (agree/strongly agree); and 81% said
that they may like to use TweetCred in their daily life.

User Comments. TweetCred system was appreciated by majority of users for
its novelty and ease of use. Users also expressed their desire to know more about
the system and its backend functionality. One recurring concern of users was
related to the negative bias of the credibility scores. Users expressed that the
credibility score given by TweetCred were low, even for tweets from close contacts
in which they fully trust. For instance, one of the user of TweetCred said: “People
who 1 follow, who I know are credible, get a low rating on their tweets”. Such
local friendships and trust relationships are not captured by a generalized model
built on the entire Twitter space. Other comments we received about TweetCred
in the survey and from tweets about TweetCred were:

— “I plan on using this to monitor public safety situations on behalf of the
City of [withheld]’s Office of Emergency Management.”

— “Very clever idea but Twitter’s strength is simplicity - I found this a dis-
traction for daily use.”

— “It’s been good using #TweetCred & will stick around with it, thanks!”

— “It’s unclear what the 3, 4 or 5 point rating mean on opinions / jokes,
versus factual statements.”

7 Conclusions and Future Work

We have described TweetCred, a real-time web-based system to automatically
evaluate the credibility of content on T'witter. The system provides a credibility

13 http://www.measuringusability. com/sus.php
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rating from 1 (low credibility) to 7 (high credibility) for each tweet on a user’s
Twitter timeline. The score is computed using a semi-supervised automated
ranking algorithm, trained on human labels obtained using crowdsourcing, that
determines credibility of a tweet based on more than 45 features. All features
can be computed for a single tweet, and they include the tweets content, char-
acteristics of its author, and information about external URLs.

Future Work. Our evaluation shows that both in terms of performance, accu-
racy, and usability, it is possible to bring automatic credibility ratings to users
on a large scale. At the same time, we can see that there are many challenges
around issues including personalization and context. With respect to personal-
ization, users would like to incorporate into the credibility ratings the fact that
their trust some of their contacts more than others. Regarding context, it is clear
from the user feedback and our own observations, that there are many cases in
which it may not be valid to issue a credibility rating, such as tweets that do
not try to convey factual information. In future, we would also like to study the
intersection between the psychology literature about information credibility and
the credibility of content in Twitter.

TweetCred’s deployment stirred a wide debate on Twitter regarding the prob-
lem and solutions for the credibility assessment problem on Twitter. The browser
extension featured in many news websites and blogs including the Washington
Post,™ the New Yorker!® and the Daily Dot'® among others, generating debates
in these platforms. We can say that social media users expect technologies that
help them evaluate the credibility of the content they read. TweetCred is a first
step towards fulfiling this expectation.
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Abstract. In this paper, we propose methods to estimate the credibil-
ity of reviewers as an individual and as a group, where the credibility is
defined as the ability of precisely estimating the quality of items. Our
proposed methods are built on two simple assumptions: 1) a reviewer
who has reviewed many and diverse items has high credibility, and 2) a
group of reviewers is credible if the group consists of many and diverse re-
viewers. To verify the two assumptions, we conducted experiments with
a movie review dataset. The experimental results showed that the di-
versity of reviewed items and reviewers was effective to estimate the
credibility of reviewers and reviewer groups, respectively. Therefore, yes,
the diversity does improve the credibility of user review data.

1 Introduction

The rapid growth of the World Wide Web and Internet shopping services has
enabled users to select from a huge number of commercial products on the In-
ternet. Thus, the importance of user review data has increased, as it provides
opinions and impressions that help users choose a quality item. There are many
reviews for a variety of items on the Web, some of which are authored by pro-
fessionals and others that are authored by non-professionals. Since professional
reviews are available only for a limited number of items, even non-professional
reviews are also useful for users to help making a decision.

However, there is a problem of credibility in utilizing reviews of general users.
Since user reviews can be posted by any kinds of users including experts, novices,
and even spammers, each review and aggregation of reviews can be biased and
different from what the general public feels. Even users familiar with a particular
domain cannot always produce a widely acceptable review, as they can be highly
accustomed and accordingly biased to the domain. For example, users who have
watched many Science Fiction(SF) movies might be likely to give a lower score
to a SF movie than ordinary users, since they know more high-quality SF movies
and use them as the basis for evaluating the other SF movies.

In this paper, we focus particularly on the credibility of reviewers, where the
credibility of reviewers is defined as the ability of precisely estimating the item
quality. This ability is defined for a single reviewer, as well as a group of reviewers
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where the quality of items is estimated by aggregated reviews (e.g. the mean of
their review scores). Thus, two problems regarding credibility are addressed in
this paper: 1) estimating the credibility of a single reviewer, and 2) estimating
the credibility of a group of reviewer.

We tackle the first problem to discover ezperts based on their review expe-
rience approximated by the number of reviews, as well as diversity of reviewed
items. Although the credibility of a reviewer possibly correlates to the number of
reviews that he has posted, many reviews do not always guarantee high credibil-
ity of a reviewer. As we discussed earlier, users who have reviewed only a specific
category of items might post highly biased reviews. Therefore, we also consider
the diversity of reviewed items to accurately estimate the reviewer credibility,
assuming that a reviewer who has reviewed in diverse categories has higher cred-
ibility. For example, we expect that users who reviewed a wide variety of movies
have a higher ability to evaluate the quality of movies than those who reviewed
only SF movies.

We tackle the second problem to precisely estimate the quality of items by
aggregating reviews of a reviewer group. Even if the credibility of individuals is
low, it is possible to achieve high credibility when their reviews are aggregated.
This phenomenon is known as the wisdom of crowds [12], in which one of the
key criteria to obtain quality results is diversity of opinions. Thus, our proposed
method to estimate the credibility of a reviewer group stands on diversity of
reviewers, with an assumption that a group of more diverse reviewers has higher
credibility.

To verify the two assumptions mentioned above, we conducted experiments
with a movie review dataset. The credibility of reviewers was measured by the
similarity between their review score and a true score, which was approximated
by the score given by a well-known professional reviewer. Our experimental results
showed that the diversity of reviewed items and reviewers in a group was effective
to estimate the credibility of a reviewer and a group of reviewers, respectively.
Therefore, yes, the diversity does improve the credibility of user review data. The
rest of this paper is organized as follows. Section 2 describes the related work. In
Section 3, we introduce methods of estimating the credibility of reviewers based on
diversity. Section 4 describes our experiments, and Section 5 evaluates our method
in light of the experimental results. We conclude this paper in Section 6.

2 Related Work

This section introduces research on finding experts and its application to recom-
mendation in Section 2.1, and research on diversity in Section 2.2.

2.1 Expert Detection and Its Application to Recommendation

Finding experts has a long history and has been recently conducted in consumer
generated media(CGM) sites. One of the representative examples is expert find-
ing in community-based question and answering (CQA) sites. Liu and Koll [5]
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proposed a method to find experts from CQA sites by focusing on the past an-
swers given by users. In this work, experts are defined as users who can answer
a certain kind of questions. The basic assumption used in their method is that
users are able to answer a question if they have answered similar questions in
the past.

There is some previous work on discovering experts to improve the accuracy
of recommendations. One of the assumptions in this line of work is that an item
evaluated as high-quality by experts is likely to be high-quality for many other
users. Amatriain et al. [2] proposed a recommendation method that utilizes only
the nearest experts, which are defined as users who posted a sufficient number
of reviews, and are the most similar to a user who receives a recommendation.
The performance of the proposed method was comparable to traditional collab-
orative filtering algorithms, even when a small expert set was used. Their expert
detection method was based solely on the number of reviews, and the method
did not take into account reviewed items. In our work, we utilize the diversity
of reviewed items to find experts, and propose a method to aggregate reviews to
precisely estimate the quality of items.

Sha et al. [9] proposed a method of seeking two different kinds of experts
from an online photo sharing community: trend makers and trend spotters, and
recommending trends in the community esitimated by these experts.

McAuley and Leskovec proposed [7] a method to find domain experts by
using their review experience. Users are expected to become more professional
in a domain if they work on the domain for a longer time. This work pointed
out two important perspectives of expertise: 1) a user becomes an expert if s/he
has been engaged in a domain for a long time, and 2) the evaluations done by
novices tends to be diverse, while those by experts tends to be focused.

2.2 Measuring Diversity

Our proposed method incorporates a diversity-based measure to find experts
and evaluate the credibility of a group of reviewers. There have been various
studies on diversity specialized for different problems.

Collective intelligence has been actively discussed, as the collaboration on
Web sites became a popular activity. Surowiecki [12] presented in his book some
conditions of data under which the wisdom of crowds work correctly: diversity
of opinion, independence, and decentralization. Once the three requirements are
satisfied, useful knowledge can be built from the data by means of aggregation.

Diversity has been extensively used in the field of information retrieval. One
of the most active research topics is diversification of Web search results [1,13,3].
For example, maximal marginal relevance [4] was used to diversify search results
by decreasing the score of the pages similar to ones ranked in higher positions.

The research areas that focus on diversity are not limited to computer sci-
ences, but include sociology, ecology, life science, economics, etc. Many diversity
measures have been proposed especially in the biology area. Stirling [11]
summarized three key factors regarding categorical diversity: variety, balance,
and disparity. Biodiversity has recently received attention, and is measured by
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Shannon-Wiener index [8], which was developed based on Shannon entropy. The
index highly correlates to the number of breeds and balance across different
breeds. Another diversity index, Simpson’s diversity index [6], is defined as the
probability of breed coincidence of two randomly-selected individuals. An alter-
native to these diversity measures was proposed in our previous work [10].

Since the diversity is a multi-faceted concept as can be seen in the earlier discus-
sion, the optimal design of a diversity measure highly depends on its application
domain. In this paper, we use two different kinds of diversity measures for reviewer
groups, namely, entropy-based and variance-based diversity measures. The for-
mer measures the variety and balance, while the latter measures the disparity of
reviewers. These two measures were compared in our experiments.

3 Method

This section introduces methods to estimate the credibility of a reviewer and
a reviewer group based on diversity measures. Our methods are designed to be
applicable to a wide variety of user review data such as movies, hotels, books,
restaurants, etc.

3.1 TUser Review Data

User review data can be modeled by a tripartite graph with a category hierarchy.
The tripartite graph consists of reviewers, items, categories, as well as reviewer-
item and item-category edges. The category hierarchy is a set of category-category
edges. More specifically, user review data D is defined as follows:

D:(U7RaIaBaCaH)a (1)

where U is a set of reviewers, I is a set of items, C is a set of categories. A set
of edges R C U x I represents reviews of reviewers for items, e.g. (u,7) € R
indicates that reviewer u reviewed item i. A set of edges B C I x C represents
categories of items, e.g. (i,¢) € B indicates that item i belongs to category c. A
set of edges H C C' x C' represents is-a relationships between pairs of categories,
e.g. (¢;,cr) € H indicates that category ¢; is a sub-category of category cy.

Category tree T = (C, H) is a rooted tree whose root is ¢;oot € C. Children
of Croot, 1. M = {c| c € CA(c,croot) € H}, are called main categories and
distinguished from the other categories.

Some variables used in our proposed methods are defined below. The number
of reviews given by user u is defined as follows:

ny, =|{i|i€IA(u,i) € R}. (2)
The number of items that belong to category c is defined as follows:
ne=1{i|ie€IA(,c)e€ B} (3)

Finally, we define the number of items that belong to category ¢ and have been
reviewed by user u as follows:

Nae=|{i|i€IA(ui)eRA(ic) e B} (4)
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3.2 Estimating the Credibility of a Reviewer

The first problem we tackle is to estimate the credibility of each reviewer. Recall
that the credibility is the ability of precisely estimating the quality of items.
Our method is based on the assumption that a reviewer who reviewed many and
diverse items has high credibility. The reason why we came up with this assump-
tion is explained as follows. Suppose that there are two reviewers: one reviewed
10 movies, while another reviewed 100 movies. According to the assumption, the
latter reviewer is more credible, as his expertise is expected to be higher than
the former reviewer. Then suppose that there are another pair of reviewers: one
reviewed 100 SF movies, while another reviewed 100 a wide variety of movies.
We assume that the latter is more credible since his review is expected to be
unbiased compared to the former reviewer.

The following formula is derived if we follow the assumption on the credibility
of individual reviewer:

Credibility (u) = an,Div(u), (5)

where « is a parameter, n, is the number of items reviewed by user u, and
Div(u) is the diversity of items reviewed by user u. We then model the diversity
of reviewed items based on the idea of Shannon-Wiener index [8], which measures
the diversity by the entropy over species. Regarding main categories as species
in our case, Shannon-Wiener index is defined as follows:

— " pule)log pu(c), (6)

ceM

where p,(c) is the probability that user u reviews an item that belongs to cat-
egory c. This probability can be estimated by the number of items of cate-
gory c reviewed by user u divided by the number of items reviewed by user wu:
pu(c) = nu,c/nu-

One of the problems of Shannon-Wiener index is that it is agnostic about the
prior category distribution. Suppose that there are 10 horror and 100 SF movies.
Although the maximum entropy is achieved by reviewing 10 horror and 10 SF
movies, this reviewer is considered as biased to horror movies, as he reviewed
all the horror movies despite the small number of horror ones. Therefore, we
slightly modify Shannon-Wiener index by taking into account the prior category
distribution. More specifically, we measure the diversity by the difference of
the category distribution of a reviewer from the prior category distribution, i.e.
Kullback-Leibler divergence of the two distributions. Letting p(c) be the prior
category probability, Kullback-Leibler divergence is defined as follows:

— > pule logp“ ) (7)
ceM C)

where p(c) is the number of items of category ¢ divided by the number of items:
p(c) = ne/|I].
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Finally, we define the diversity of a reviewer as follows:
Div(u) = exp(—KL(u)). (8)

Note that the exponential function is not essential, but is applied to make the
diversity function Div(u) positively correlate to the diversity. This diversity func-
tion becomes larger when the category distribution of a reviewer and prior cat-
egory distribution are closer. Thus, a reviewer who has evenly reviewed items is
considered as credible, as he is considered as unbiased to any category.

3.3 Estimating the Credibility of a Group of Reviewers

The second problem we address is to estimate the credibility of a group of review-
ers. Even if the credibility of individual reviewers is not so high, the credibility
of a group of reviewers can be high when their reviews are aggregated. For ex-
ample, the average review score of a group can be close to true quality of items,
even if no individual reviewer can precisely estimate the quality.

According to the previous studies on collective intelligence [12], the diversity
of members in a group is an important factor to obtain a high-quality result
from the group by means of aggregation. For example, there are two groups: one
includes ten SF maniacs, while another includes five SF and five horror maniacs.
Given an item to each group, the average review score given by the former group
might be more biased than the latter, as the aggregated score may reflect only
a specific preference of the homogeneous group.

Therefore, we propose methods to estimate the credibility of a reviewer group
based on the diversity of the reviewers. Our assumption for this problem is that a
group of many and diverse reviewers has high credibility. As the diversity can be
measured by three types of aspects, namely, balance, variety, and disparity [11],
we propose two diversity measures that take into account different aspects, i.e.
entropy-based and variance-based diversity measures.

The entropy-based diversity measure is similar to the one we used in estimat-
ing the credibility of individual reviewers, and takes into account the balance
and variety of reviewers!. A high entropy-based diversity measure indicates that
there are more types of reviewers in a group and the distribution of reviewers
is balanced across the types. On the other hand, the variance-based diversity
measure reflects the disparity aspect of diversity, and becomes high if reviewers
in a group are dissimilar each other.

To compute the two diversity measures briefly explained above, it is necessary
to model the similarity between reviewers in some way. To this end, we opted to
characterize reviewers by using their expertise estimated by their reviews, with
an assumption that a reviewer who has reviewed diverse items in a category has
high expertise in the category. For instance, a reviewer who have watched and
reviewed all of space opera, cyberpunk, and science fantasy movies is expected

! Balance and variety are simultaneously measured since they are not divisible in many
cases.
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to have more knowledge in the SF category than one who have reviewed only
space opera movies.

In a similar way to the diversity computation for a single reviewer, the exper-
tise of user u in main category c is measured by Kullback-Leibler divergence of
the sub-category distribution of a reviewer and prior sub-category distribution:

we) = sle) Log Pu519)
KLy (1, ¢) seg;@pu( [)log 1oy 9)

where Sub(c) is a set of sub-categories of main category ¢ (i.e. Sub(c) = {s |
s € CA(s,c) € H}), pu(s|c) is the probability that user u reviews an item of
category s conditioned by category ¢ (pu(s|c) = pu(s)/pu(c)), and p(s|c) is the
prior probability of category ¢ conditioned by category ¢ (p(s|c) = p(s)/p(c)).
As the Kullback-Leibler divergence negatively correlates to the expertise in a
main category, we apply an exponential function in the same way as the diversity
computation for a single reviewer, and define the expertise of user v in main
category c as follows:
ey,c = exp(—KLgyp(u, ¢)). (10)

Below, we explain the two diversity measures in the details.

Entropy-Based Diversity Measure

The entropy-based diversity measure is the entropy of the expertise distribution
of a group as a whole with consideration of the prior expertise distribution.
We first model the expertise of group G C U in category c¢ by aggregating the
expertise of reviewers in the group:

1
€G,c = Z Cu,c- (11)
‘G‘ ueG

We then model the prior expertise in category c:
1
=1y > eue (12)

The prior expertise can be interpreted as the average expertise in all the review-
ers. Although these expertise scores do not represent a probability, we could
normalize the expertise scores to treat them as probabilities:

. 1
pG(C) - ‘G‘ Z €u,cy (13)

ueG

1
pe = [ 14)
> (

uelU
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Kullback-Leibler divergence of the expertise distribution of a reviewer group
and the prior expertise distribution is defined as follows:

KLY (G Z pé(c)log pf((c))' (15)
ceM

This divergence represents the closeness between the expertise of a group and
prior expertise, and becomes smaller if the group expertise is more evenly dis-
tributed against the prior expertise.

Entropy-based diversity measure EDiv is then defined as follows:

EDiv(G) = exp(—KL(Q)). (16)

Note that the exponential function is not essential again.

The entropy-based diversity measure increases as the expertise of a group as
a whole is evenly distributed in each category. Note that this measure does not
take into account the diversity of each reviewer in a group, and becomes high
in both of the following cases: 1) all the reviewers in the group have balanced
expertise in each category, and 2) the expertise distribution of the group is close
to the prior expertise distribution, even though the expertise distribution of each
reviewer is far from the prior expertise distribution.

Variance-Based Diversity Measure

As computing the variance-based diversity measure requires the dissimilarity
between reviewers, we first map reviewers on a |M|-dimensional space, where
each dimension represent the expertise in a main category. A vector of reviewer
u is denoted by v, and defined as follows:

Vo = (eu,clveu,cw ceey eu,c‘c|)a (17)

where e, . is the expertise of reviewer u in category c.

Variance-based diversity measure VDiv, which is the average dissimilarity
between individual reviewers and the mean of the reviewers in the group, is
defined as follows:

VDiv(G Z Ve — Vel (18)
ueG

where V¢ is the mean of reviewer vectors of group G, i.e. vg = ‘é‘ > uea Vu

In summary, we proposed diversity measures to estimate the credibility of re-
viewers as an individual and as a group. A variant of Shannon-Wiener index was
proposed to measure the diversity for both of the cases, and a variance-based
diversity measure was used only for a reviewer group. Note that the entropy-
based and variance-based diversity measures correlate to some extent, but be-
have differently in some cases. For example, the entropy-based diversity measure
becomes high if reviewers in a group have similar expertise in a wide variety of
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categories, whereas the variance-based diversity measure does not. In the next
section, we demonstrate the correlation between the credibility and diversity
measured by the proposed methods.

4 Experiment

To clarify the effectiveness of our diversity measures for estimating the credibil-
ity of reviewers, we conducted experiments by using movie review data taken
from Yahoo! Movies. Through the experiments, we tested the validity of the two
assumptions: 1) a reviewer who has reviewed many and diverse items has high
credibility, and 2) a group of reviewers is credible if the group consists of many
and diverse reviewers.

4.1 Dataset

The movie review data was taken from Yahoo! Movies?, which is one of the
biggest movie communities in Japan. We collected 27,516 movies and 158,385
reviewers. There are 1,124,555 reviews and 38 categories in this dataset.

Since some real review data including ours do not contain explicit hierarchy
information in categories, we applied a heuristic method to construct a hierar-
chy. Our method first extracted existing categories as main categories (e.g. 38
categories in our data), and then generated sub-categories by combining any
pair of co-occurring main categories. More precisely, letting M be a set of main
categories, we define a set of sub-categories as S = {¢; @ cr | 1 € I A (i,¢5) €
B A (i,c,) € B}, where @ is an operator to concatenate two category names.
We let the resultant set of sub-categories belong to main categories from which
the sub-categories were generated, e.g. edges (c,¢;) and (¢, ¢;) were added to H
for ¢ = ¢; ® cy. For example, “Star Wars” belongs to two main categories SF
and adventure. We created a sub-category SF' - adventure and let it belong to
SF and adventure. Finally, a set of categories is defined as C' = M U S.

Note that we created a special sub-category indicating that a movie belongs
to only a main category and does not belong to any sub-category. Given a movie
belonging only to main category ¢, we added subcategory ¢’ = ¢ @ ¢ to the
entire category set, and edge (¢, ¢) to H. This special type of sub-categories was
added because movies without any sub-category are not taken into account in
the expertise estimation. For instance, the movie “Blade Runner” belongs only
to SF category. This movie was assigned to a SF - SF sub-category.

Tables 1 and 2 show the detailed statistics of reviewers and movies in our
dataset, from which we can find many reviewers who posted a review only once,
and movies with a few reviews.

4.2 Evaluating the Credibility of a Reviewer

The first assumption is that a reviewer who has reviewed many and diverse
items has high credibility. To test this assumption, we compared the correlation

2 http://movies.yahoo.co.jp/
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Table 1. Statistics of reviewers Table 2. Statistics of movies
# of reviewers # of movies
Reviewed only 1 movie 140,180 Reviewed by only 1 Reviewer 6,326
Reviewed less than 10 movies 204,178 Reviewed by 10+ Reviewers 8,877
Reviewed 1,000+ movies 39 Reviewed by 1000+ Reviewers 158
Reviewed 2,000+ movies 7 Reviewed by 2000+ Reviewers 29
Total 158,385 Total 27,514
# of reviews per reviewer # of reviewers per movie

Arithmetic mean 6.35 Arithmetic mean 40.82
Mode 1 Mode 1
Median 1 Median 4
Max 5,301 Max 6,304

of rating (Entropy) -

Variance of rating ( Entropy ) —

Variance of rating ( Entropy ) =

Variance of rating ( Entropy ) =
il !l“. lm

Variance

Credibility sreview - Diversity(Div(w)— Diversity - #review -

Predicted ideal Quantity Diversity Diversity * quantity

Fig. 1. Quantity, diversity, and their combination vs. review score entropy

between the credibility and following measures: quantity (n,, in Equation 2), di-
versity (Div(u) in Equation 10), and both diversity and quantity (Credibility (u)
in Equation 5 (a = 1)).

Before testing the first assumption, we start with illustrating the character-
istics of these three measures. Figure 1 shows how well the three measure dis-
tinguish expert reviewers from the others, where the horizontal axis represents
the value of each measure, and the vertical axis represents the entropy of re-
view scores. Each point in the figures represents the value of a measure and
review score entropy of a reviewer. According to McAuley and Leskovec’s work,
experienced reviewers have a higher review score entropy, while novice review-
ers cannot take full advantage of the range of scores, and are likely to evaluate
items in a narrow and biased manner. For example, novice reviewers may use
only three or four even if they are asked to evaluate movies at a five-point scale.
Thus, the review score entropy can be a good indicator of experts.

In the ideal case, points in the figures should converge towards the upper right
corner: some novice reviewers gave a wide or a narrow range of scores, while the
most expert reviewers gave a wide range of scores. It can be seen from Figure 1 that
both of the quantity and diversity can distinguish experts (reviewers with high
review entropy) from the others. The diversity measure shows a slightly better
discriminative power as reviewers broadly spread along the horizontal axis.
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Fig. 2. Quantity, diversity, and their combination vs. RSS to professional scores

To test the first assumption, it is necessary to obtain true quality of each item.
Since it is hard to get exact true quality score, we approximated it by the score
given by a well-known professional reviewer. We extensively compared reviewers
who rated many and diverse movies, and carefully selected one who gives a widely
acceptable score. Finally, we decided to use reviews authored by Yuichi Maeda,
and manually collected his reviews from his Web site®. He is a Japanese profes-
sional critic and movie journalist who has written 1,832 reviews since 2003 to 2014
on his site. We found 1,689 movies included in both of his and our review data.
As the range of his review scores was different from ours, we converted them to a
five-point scale and used the scores as true quality of items.

The credibility of a reviewer was estimated by the residual sum of squares
(RSS) between his score and a score of reviewer wu:

1

RSS(u) = AP

Z (score(u, ) — scorepro(i))?, (19)

i€l, NP

where P is a set of movies reviewed by the professional, I, is a set of movies
reviewed by user u (I, = {i | i € I A (u,i) € R}), score(u,4) is a review score of
u for movie 4, and scorep,, (i) is a review score of the professional for movie 1.
Figure 2 demonstrates that a reviewer becomes more similar in rating to the
professional reviewer if the reviewer has reviewed more and more diverse movies.

4.3 Evaluating the Credibility of a Group of Reviewers

To test the second assumption regarding the credibility of a group of reviewers,
we compared following measures: quantity (|[{u | u € U A (u,4) € R}| for item 17),
entropy-based diversity measure (EDiv(G) in Equation 16), and variance-based
diversity measure (VDiv(G) in Equation 18). The absolute error between the
score of the professional and the average score of group G for item i is defined
as follows:

1
E(G,i) = G Z score(u, i) — SCOrepyo ()| - (20)
ueG
If our second assumption is probable, the absolute error from large and diverse
groups is smaller than that of smaller and/or more homogeneous groups.

3 http://movie.maeda-y.com/
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Fig. 3. Quantity, entropy-based, and variance-based diversity measure vs. RSS to pro-
fessional scores (for all the groups)

Figure 3 shows the average absolute error of groups in each bin. We sorted all
the groups based on one of the three measures, and categorized them into five
bins based on the order of groups. For example, the leftmost bin of each figure
includes groups ranked within top 20% when they are sorted in descending order
of each measure. Thus, the left bins of each graph contain reviewer groups that
are estimated as more credible, whereas the right bins contain reviewer groups
that are estimated as less credible.

In the ideal case, the bars would slant upward to the right: the absolute error to
the professional should become bigger for smaller or more homogeneous groups,
while the error should be smaller for bigger or more diverse groups. of a group
whose members are many or diverse is close to it. The bars of the quantity
and entropy-based diversity measure show slightly similar trends to the ideal
case, though they are not conclusive. The graph of the variance-based diversity
measure does not show a trend similar to the ideal case. When we compare
the leftmost bins, which contains the most diverse groups (top 20%), it can be
seen that the entropy-based diversity measure outperforms the quantity-based
measure in finding the most credible reviewers.

Quantity Entropy-based diversity Variance-based diversity
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01 01
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Top20% 2040% 4060% 60.80% Bottom Top20%  2040% 4060  6080%  Bottom Topa% 2040% 0% G0S0%  Bottom
20 0% 0%
Number of Reviewers Entropy-based diversity Variance-based diversity

Difference from the Professional —

Difference from the Professional —
Difference from the Professional —

Fig. 4. Quantity, entropy-based, and variance-based diversity measure vs. RSS to pro-
fessional scores (for groups with less than 100 reviewers)
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As we have observed from Figure 3, there is much absolute error difference
between groups with different diversity. We hypothesized that the absolute error
to the professional can be small enough if plenty of reviews are available for each
movie, and investigated a case where a limited number of reviews are available.
Figure 4 shows the average absolute error of groups with less than 100 reviews.
In this case, the entropy-based diversity measure and number of reviewers can
more accurately estimate the credibility of reviewer groups.

5 Discussion

Our first experiment was successful in evaluating the credibility of a reviewer,
supporting our hypothesis that reviewers who see diverse movies and reviewers
who see many movies are reliable. We learned that these reviewers are character-
ized by a more even spread among their review scores and a amaller difference
in rating with professional reviewers.

The reason why the difference of opinion of amatures and of professional does
not converge to 0 is the difference of average; the professional’s average rating
is 3.3, and amature’s is 3.6. Professionals are sometimes forced to see and to
rate unfavorite movies at the job. Amateur can choose their favorite movies to
review.

From the second experiment, we established that the entropy-based diversity
and reviewer group size are good barometers to measure the credibility of a
group. In contrast, Variance-based diversity does not work well.

The entropy-based diversity can measure the credibility of a group especially
in case the number of reviewer is lower than 100. It’s interesting to note that,
when the number of members is small, the diversity of members is important,
but when it is large, this is not the case. Generally, when the size of the a group
is large enough, the most group is reliable when it is likely that the credibility
of the group is saturated, we don’t need to consider the size and diversity of the
group. Figure 5 shows the relationship between the effect of the entropy-based
diversity and the size of a group. The horizontal axis lists the groups binned
by size. Each bin contains same number of groups. Groups were classified into
high-diversity groups and low-diversity groups by their median entropy-based
diversity. The vertical axis shows the average distance between the rating of
the professional and that of the group. When the number of reviewers is less or
equal to 440, a high diversity of reviewers minimized the score difference with
the professional review. This fact supports our proposition. Contraly, in cases
where the number of reviewers exceeds 440, the diversity of reviewers did not
affect the score difference. Naturally, a larger group will be more credible be-
cause of the law of large numbers. The accuracy of the average score, however,
trended down for the cluster of movies that assumed 119 to 182 reviews. This
can be attributed to two possible causes. The movie reviewed by many review-
ers is a popular movie, who tend to attract an audience of persons unfamiliar
with movies. Their opinions are not very credible as evidenced by professional
reviewers often shooting down popular movies. It refrects a characteristic of the
review dataset; online user review are not implicit data, but intentional data.
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Fig. 5. Effectiveness of the Entropy-based Diversity

The variance-based diversity does not work well, regardless of the group size.
One reason could be a biased group (i.e. a community of specialists) providing
a correct opinion. Another cause could be generalists. They are simillar to each
other. A group that consists of non-diverse generalists can rate movies accurately.

6 Conclusion

In this paper, we proposed a method to estimate credibility of individuals and
reviewer groups. We proposed two simple assumptions: a reviewer who has re-
viewed many and diverse items has a high credibility, and a group of reviewers
is credible if the group consists of many and diverse reviewers. We modeled a
general user review structure with a category tree and proposed diversity-based
measurement calculations. Through experiments using a real dataset of movie
reviews, the effectiveness of the assumption 1 was confirmed; a reviewer, who
reviews many and diverse movies has a high credibility. The effectiveness as-
sumption 2 was partially confirmed; when the number of members is small, the
entropy-based diversity is a good indicator to measure the credibility of a group.
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Abstract. Despite the enthusiastic rhetoric about the so called collec-
tive intelligence, conspiracy theories — e.g. global warming induced by
chemtrails or the link between vaccines and autism — find on the Web
a natural medium for their dissemination. Users preferentially consume
information according to their system of beliefs and the strife within
users of opposite worldviews (e.g., scientific and conspiracist) may result
in heated debates. In this work we provide a genuine example of infor-
mation consumption on a set of 1.2 million of Facebook Italian users.
We show by means of a thorough quantitative analysis that information
supporting different worldviews — i.e. scientific and conspiracist news —
are consumed in a comparable way. Moreover, we measure the effect of
4709 evidently false information (satirical version of conspiracist stories)
and 4502 debunking memes (information aiming at contrasting unsub-
stantiated rumors) on polarized users of conspiracy claims.

Keywords: misinformation, collective narratives, crowd dynamics, in-
formation spreading.

1 Introduction

The large availability of data from online social networks (OSN) allows for the
study of mass social dynamics at an unprecedented level of resolution. Along
this path, recent studies have pointed out several important results in the emerg-
ing field of computational social science [1, 2] ranging from the influence-based
contagion, up to the emotional contagion, passing through the virality of false
claims [3-5]. In particular in [5, 6] it has been shown that massive digital mis-
information permeates online social dynamics creating viral phenomena even
on intentional parodistic false information. Social interaction, healthcare activ-
ity, political engagement and economic decision-making are influenced by digital
hyper-connectivity — i.e. the increasing and exponential rate at which people,
processes and data are connected and interdependent [7—16]. Everyone can pro-
duce and access a variety of information actively participating in the diffusion
and reinforcement of worldviews and narratives. Such a process has been dubbed
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as collective intelligence [17, 18]. However, despite the enthusiastic rhetoric about
the ways in which digital technologies have burst the interest in debating politi-
cal or social relevant issues, their role in enforcing informed debates and shaping
the public opinion still remain unclear. A large body of literature from polit-
ical science focused on the socio-cognitive aspects of citizens participating in
the political discussion. As pointed out by [19] individuals can be uninformed
or misinformed. The role of corrections in the diffusion and formation of biased
beliefs have been addressed in [20]. In this work we address such a challenge
by accounting for the consumption of information belonging to different world-
views on online social media. The World Economic Forum listed massive digital
misinformation as one of the main risks for the modern society [21]. Conspiracy
theories as alternative explanations to complex phenomena (e.g., globalization
or climate change) find on the Web a natural medium for their dissemination
and, not rarely, they are used as argumentation for policy making and foment
collective debates [22]. Conspiracy theses tend to reduce the complexity of reality
by explaining significant social or political aspects as plots conceived by power-
ful individuals or organizations. Since these kinds of arguments can sometimes
involve the rejection of science, alternative explanations are invoked to replace
the scientific evidence. For instance, people who reject the link between HIV
and AIDS generally believe that AIDS was created by the U.S. Government to
control the African American population [23]. The spread of misinformation in
such trusted networks can be particularly difficult to detect and correct because
of the social reinforcement — i.e. people are more likely to trust an information
originating from within their network or someway consistent with their system
of beliefs [24-34, 15, 35]. Since unsubstantiated claims are proliferating over the
Internet, what would happen if they were used as the basis for policy mak-
ing? Such a scenario makes crucial the quantitative understanding of the social
determinants related to content selection, information consumption, and beliefs
formation and revision. Misinformation is pervasive and as a first reaction we no-
ticed the emergence of blogs and pages devoted to debunk false claims, namely
debunkers. Meanwhile, the strong polarization of users with respect to one or
another worldview (fomented by the possibility to ban and to write negative
comments) triggered the proliferation of satirical pages producing demential im-
itation of conspiracy theses (e.g., chemtrails containing sildenafil citratum — i.e.
the active ingredient of Viagra™ or the political action committee to abolish
the thermodynamic laws), namely trolls. In this work we provide a genuine ex-
ample of robust generative patterns about information consumption on the Ital-
ian Facebook on a sample of 1.2 million of individuals. In particular, we show,
through a thorough quantitative analysis, similar consumption patterns of infor-
mation supporting different (and opposite) worldviews. Then, we measure the
social response of polarized users of alternative news to 4709 satirical version of
conspiracy theses and to 4502 debunking memes (information aiming at correct-
ing the diffusion of unsubstantiated claims) for increasing level of user engage-
ment on the preferred category of information (scientific news and conspiracy
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news). We find that polarized users of conspiracy-like claims interacting with
debunking or parody of conspiracy claims are more likely to interact again with
conspiracy rumors.

2 Data Collection

In order to define the space of our investigation, we were helped by Facebook
groups very active in the debunking of conspiracy theses (see acknowledgments
section). The resulting dataset is composed of 73 public Facebook pages divided
in scientific news and conspiracist news for which we downloaded all the posts
(and their respective users interactions) in a timespan of 4 years (2010 to 2014).
In addition, we consider 6 pages very active in debunking conspiracy informa-
tion, namely hoax-busters, and 2 pages satirizing conspiracy theories by diffusing
intentional false information as a satirical imitation of conspiracy theses. These
latter have produced information that went viral despite their evident satirical
taste. Among these, the OGM yellow tomatoes and the violet carrots created
by industries to satisfy aesthetic needs (notice that the first tomatoes arrived
in Europe were yellow) or the wonderful anti-hypnotic effects of lemon (such
a post received more than 45.000 shares). The entire data collection process
is performed exclusively with the Facebook Graph API [36], which is publicly
available and which can be used through one’s personal Facebook user account.
The exact breakdown of the data is presented in Table 1. The first category
includes all pages diffusing conspiracist information — pages which disseminate
controversial information, most often lacking supporting evidence and sometimes
contradictory of the official news. The second category is that of scientific dis-
semination including scientific institutions and scientific press having the main
mission to diffuse scientific knowledge. We focus our analysis on the interaction
of users with the public posts — i.e. likes, shares, and comments. Each of these
actions has a particular meaning. A like stands for a positive feedback to the
post; a share expresses the will to increase the visibility of a given information;
and comment is the way in which online collective debates take form. Comments
may contain negative or positive feedbacks with respect to the post.

Table 1. Breakdown of Facebook dataset. The number of pages, posts, comments
and likes for all category of pages.

Total Science Conspiracy Hoaxbusters Troll

Pages 81 34 39 6 2

Posts 271,296 62,705 208, 591 4,502 4,709
Likes 9,164,781 2,505,399 6,659, 382 67,324 40, 341
Comments 1,017,509 180,918 836, 591 17,883 58, 686
Unique Comments 279,972 53,438 226, 534 5,115 42,910

Unique Likes 1,196,404 332,357 864, 047 12,427 16, 833
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3 Results and Discussion

3.1 Information Consumption

We start our analysis by characterizing information consumption patterns by
focusing on the behavior of usual consumers of conspiracy and scientific news.
Through a thresholding strategy we select the most active users in a specific
category according to their liking activity on the posts of the two categories. As
we assume likes to be positive feedbacks with respect to the information reported
on the post [37], a user is labeled as polarized in one category if the 95% of
his likes is given on posts published on pages of such a category. We are label
255,225 users polarized in science and 790,899 users polarized in conspiracy.
In Figure 1(a) we show the empirical complementary cumulative distribution
function (CCDF) of the users’ persistence rate, namely r, intended as the mean
time interval (in hours) between likes of a user on posts of their preferred category
of information (scientific or conspiracy news). Usual consumers of conspiracy and
scientific news present a very similar information consumption patterns.
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Fig. 1. Panel a) Fruition Patterns: Empirical CCDF of the mean time interval (in
hours) between likes for each user. The two distributions are indicating a similar be-
havior in the rate of persistence of the users. Panel b) User’s lifetime. Empirical
CCDF of user’s lifetime (in hours) — i.e. the time interval between the first and the last
like of each polarized user in the category which he belongs to.

In Figure 1(b) it is shown the CCDF of users’ lifetime, namely [ — i.e., the
time interval (in hours) between the first and the last like of the users on posts
of the category which they are assigned to. These results show that information
belonging to different (and opposite) worldviews are consumed in a similar way
by their respective users.
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3.2 Engagement and Interaction with External Information

We continue our analysis by addressing the relationship between the exposition
to external information and the level of engagement of a user preferred kind of
content. We use information from a) hoarbusters pages aiming at debunking and
correcting the diffusion of false claims (mainly conspiracy theses) such as the link
between vaccines and autism or the astonishing medical powers of soursop and
b) troll pages intentionally posting satirical and imitations of conspiracy theses.
In particular, we analyze how the activity (comments and likes) of polarized users
on troll and debunking posts changes as a function of § — i.e. the engagement
degree, intended as the number of likes of a polarized user in the category which
he/she belongs to. In Figure 2 we show the number of polarized users as function
of the threshold 6.
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Fig. 2. Users Engagement. Number of polarized users as a function of the engage-
ment degree 6.

In Figure 3 we show the activity (number of likes and comments) of polarized
users of scientific and conspiracy news on respectively, 4,502 debunking (panel
a) and 4709 troll (panel b) information as a function of §. On the one hand,
consumers of scientific news are more active in liking and commenting debunking
posts. On the other hand, consumers of conspiracist posts are more prone to like
(and not to comment) satirical imitation of the story they are usually exposed
to. Such a trend of polarized users increases with their level of commitment and
engagement.
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Fig. 3. Users on external contents. Users activity (likes and comments) as a func-
tion of the engagement degree 6 of conspiracy and scientific news on troll (panel a) and
hoaxbusters (panel b) posts.

The results of Figure 3 suggest that conspiracists are interested in diffusing
their stories; their tendency to avoid scrutiny [38-40] allows for the mixing of
conspiracy news and their satirical imitation. On the other hand, also polarized
users of scientific news tend to like and comment information that are consis-
tent with their worldview (debunking of unsubstantiated claims). Such results
are a warning on the effectiveness of online debunking activities since they are
mainly fruited by users of scientific pages and are not considered by consumers
of conspiracy information. Coherently with [5], high levels of commitment in
conspiracy theses decrease the level of interest in official and main stream in-
formation and increases the possibility to interact with unsubstantiated rumors
even if these are statirical.

3.3 Conspiracy News within Online Debunking and Trolls

We want to understand if debunking posts are effective in changing the tendency
of engaged conspiracy users to interact with unsubstantiated claims. Hence, we
measure the survival probability of conspiracy users who commented (active in-
teraction) either posts from debunking pages or false information as a function of
the level of user engagement 6. More precisely, we compute the probability that
a user’s lifetime — i.e. the temporal distance between the first and the last like
of the user in the category which he belongs to — is greater than some specified
temporal distance t. Let define the random variable T" with cumulative distri-
bution function F(t) on the interval [0, 00). Then the probability that a user’s
lifetime is not greater than a specific ¢ is given by the cumulative probability
distribution F'(t) = Pr(T < t). Hence, the survival function is the probability
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that a user will continue to like posts supporting the narrative in which he is
polarized on beyond a given time ¢ given by S(t) = Pr(T >t) =1 — F(¢t). To
compute such a measure we use the Kaplan Meier estimate [41]. Let n; denote
the number of users that are still liking posts supporting the narratives in which
they are polarized on, just before time t; and let d; denote the number of users
that stop liking at time ¢. Then the estimated survival probability after time ¢
is (ny — di)/ne. Assuming that the times ¢ are independent, the Kaplan Meier

estimate of the survival function at time ¢ is defined by S (t) = Ht <"t7;dt

Figure 4 shows in panel (a) the quantile discretization, for different levels of
engagement 6, of the survival probability distribution of usual consumers of
conspiracy news which interacted with troll posts; and in panel (b), as a control,
the quantile discretization, for different levels of engagement 6, of the survival

probability distribution of polarized users not exposed to intentional false claims.
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Fig. 4. Survival probability of conspiracists exposed to troll posts. Heatmap of
the quantile discretization of the survival probability distribution of conspiracy users
against their level of engagement 6 exposed (panel a) and not exposed (panel b) to
satirical and demential imitation of the story they are usually exposed to.

Similar results hold for the reaction to information having the goal to persuade
users of the unsubstantiated nature of conspiracy theses. Figure 5 shows the
quantile discretization of the survival probability distribution for increasing level
of users engagement 6 of usual consumers of conspiracy news exposed (panel a)
and not exposed (panel b) to debunking memes.
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Fig.5. Survival probability of conspiracists exposed to debunking posts.
Quantile discretization of the survival probability distribution of conspiracy users
against their level of engagement 6 exposed (panel a) and not exposed (panel b) to
posts debunking conspiracy theses.

These results suggest that with the increasing of the engagement of a user in
conspiracy stories, the more the exposure to external information reinforce the
user’s consumption pattern. Despite the size effect (this is not a controlled exper-
iment), users exposed and user not exposed with the same level of engagement
present a different behavior.
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Abstract. Nowadays, more and more people are using online news platforms
as their main source of information about daily life events. Users of such plat-
forms discuss around topics providing new insights and sometimes revealing hid-
den aspects about topics. The valuable information provided by users needs to
be exploited to improve the accuracy of news recommendation and thus keep
users always motivated to provide comments. However, exploiting user gener-
ated content is very challenging due its noisy nature. In this paper, we address
this problem by proposing a novel news recommendation system that (1) en-
rich the profile of news article with user generated content, (2) deal with noisy
contents by proposing a ranking model for users’ comments, and (3) propose a
diversification model for comments to remove redundancies and provide a wide
coverage of topic aspects. The results show that our approach outperforms base-
line approaches achieving high accuracy.

Keywords: News recommendation, Opinion mining, Diversification.

1 Introduction

News Media platforms play a crucial role in covering daily life topics ranging from so-
cial to political issues. Such platforms often allow users to publish their reactions to the
published information and freely express their opinions. The editorial content is gener-
ated using a top down approach where the provided information follows the publisher
plan and target specific aspects that are made explicit in the editorial content. By con-
trast, user generated content follows a bottom up approach where users start discussing
some specific issues forming debates around a given topic. Consequently, they reveal
hidden topic aspects which are not confined to any predefined plan and thus extend
information by continuously bringing new insights. This calls for an effective strategy
for news recommendation that would provide users news articles that match with their
interests and on which they are willing to comment. The willingness to comment on a
news article is driven by the kind of aspects discussed by users around the topic. For this
reason, it is important to capture that information when recommending an article to a
user. A straightforward way to achieve this goal is to enrich the content of news articles
with user comments for a more effective recommendation. User generated content is a
free source of information which can be subject to a lot of noise. Thus, it is important
to select only prominent comments using ranking strategy. Moreover, these comments
have to be representative which require the application of diversification techniques to
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© Springer International Publishing Switzerland 2014
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capture a wide set of aspects. Our proposed approach goes beyond existing techniques
[1,20,26,4,26] that employ user generated content for search and recommendation in
several ways. First, Ganesan et al., [4] use product reviews and assume that comments
belong to an already known set of aspects. In our work, we are interested in aspects
about daily life topics reported by news articles. These aspects are not classified but
we extract them automatically using an unsupervised approach. Second, comments on
news sites usually contain a lot of noise, thus unlike the approach by Yee et al. [26], we
do not use all comments to enrich the content of news article but we select only the topk
comments. Additionally, we perform diversification on those comments to have a large
coverage of new aspects. Our work aims at providing an effective news recommenda-
tion to facilitate the access of users to published news stories and more importantly, to
motivate readers to comment on the news articles of interests and get involved in discus-
sions with other users. We first propose an unsupervised technique for aspect extraction
from user generated content and editorial content. Second, we propose a novel recom-
mendation approach that (1) enriches the content of news articles with user generated
content to improve the effectiveness of recommendation, (2) ranks user comments to
select only prominent content and filter noise, and (3) proposes a comment diversifica-
tion model based on authorities, semantic and sentiment diversification. Third, we test
our approach on four datasets.

2 Related Work

The emergence of Web 2.0 has led to a rapid growth of user generated content (UGC),
such as product, movie, and hotel reviews, and comments on news stories. Due to
its richness and insightfulness, user generated content was exploited by several stud-
ies [9,19,11,22,22,14,16,23,15,17] for different purposes including blog summarization
[9], community detection for predicting the popularity of online content [19], spam de-
tection [11], comments volume prediction [22], comments rating prediction [14], com-
ments ranking [23,15], and identification of political orientation of users [17]. A key
point for exploiting user generated content is to extract interesting and useful knowl-
edge from it. Hence, some approaches [25,27] have focused on aspect extraction from
annotated data. For instance, Wang et al., [25] identifies the main aspects of reviews by
starting from few seed keywords which are fed into a bootstrapping-based algorithm.
Most of these approaches are domain-specific, or usually highly dependent on the train-
ing data. In this paper, we employ an unsupervised approach to extract hidden aspects
of news articles from their related users’ comments. Another key point when exploiting
user generated content is how to find the most useful or helpful information. To ad-
dress this issue, several approaches have focused on ranking user reviews [8,12,24,3].
Danescu et al., [3] show, through extensive experiments, that exploiting relationships
between reviews can significantly improve ranking quality. Litva et al., [15], propose to
use PageRank to rank comments in news sites. In our work, we use this last technique
to rank user comments due to its simplicity, domain-independence, and effectiveness.
Directly related approaches to our work employ user generated content for search and
recommendation [1,20,26,4,26,4]. Shmueli et al., [20] analyze the co-commenting pat-
terns of users for recommending news articles to users who will likely comment them.
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The closest works to ours are by Yee et al., [26,4] and Ganesan et al., [26,4] which ex-
ploit users’ comments to enrich the content of documents. Yee et al., [26,4] prove that
the potential of Youtube users’ comments in the search index yields up to a 15% im-
provement in search accuracy compared to user-supplied tags or video titles. Similarly,
Ganesan et al., [4] use the content of customer reviews to represent entities (hotels and
cars) in the context of entity ranking. They measure the score of entities based on how
their reviews match with users’ keyword preferences. Two main points make the dif-
ference between our work and these approaches. First, Ganesan et al., [4] use product
reviews which belong to an already known set of aspects. In our work, we are inter-
ested in aspects about daily life topics reported by news articles. These aspects are not
classified but we extract them automatically using an unsupervised approach. Second,
comments on news sites usually contain a lot of noise, thus unlike the approach by
Yee et al., [26] we do not use all comments to enrich the content of news articles but
we select only the topk comments. Additionally, we perform diversification on those
comments to have a larger coverage of new aspects.

3 Aspects Extraction

We describe here how aspects are extracted from user comments and news article con-
tent. Note that the same extraction method is used for both types of content, with the
sole difference that the computation of aspects scores depends either on the corpus of
comments or on one of the articles.

3.1 Generation of Candidate Aspects

To extract aspects from the comments of user u;, we first identify the sentences! ex-

pressed in all his comments. Then, we rank their contained terms using tf * idf scoring
function. In our work, #f represents the term frequency in the set of sentences of user
u;, and idf represents the inverted document frequency in the set of sentences of all
users in the platform. The idea is to select highly scored unigrams as a base for gen-
erating candidate aspects. Similarly, for a given article a;, we use the same unigram
extraction from its content however this time #f represents the term frequency in the
set of sentences of article a; and idf represents the inverted document frequency in the
set of sentences of all news articles in the platform. From the selected unigrams, we
generate bi-grams, then we take the bi-grams as input and we build a set of n-grams by
concatenating bi-grams that share an overlapping word. At each step we take the topk
n-grams based on the score of their composed unigrams®. We check the redundancy of
the generated candidates using Jaccard similarity [18]. If two n-grams have a similarity
higher than a defined threshold, we would discard one of them. In our work, we have
set the maximum length of the n-grams to 3 since there were no meaningful n-grams of
a higher length.

1 Using OpenNLP http://opennlp.sourceforge.net/
2 In this work we have set k=500.
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3.2 Selection of Promising Aspects

Generating n-grams that have high #f * idf scores is not enough to identify the aspects
discussed in users’ comments and articles content. It is important for the words in the
generated n-grams to be strongly associated within a sentence in the original text to
avoid covering incorrect information. To capture this association, we use pointwise mu-
tual information [21] (PMI) of words in n-grams based on its alignment to the narrow
comments of each user (or article content). Formally, suppose m; = wy...w,, is a gener-
ated n-grams. We define the Score;, as follows:

1 & X
Spmr(wy...wy) = " Y. pmiiocar(wi) (D
i=1

where pmijocq1(w;) is a local pointwise mutual information function defined as:

i+C

./ . .
Y pmi'(wi,wj),i # j (2)
2C 5 c o

pmijpcal(w;) =

where C is a contextual window size. The pmij,cq;(w;) measures the average strength
of association of a word w; with all its C neighboring words (on the left and on the
right). When this is done for each w; € m , this would give a good estimate of how
strongly associated the words are in m. We used a modified PMI scoring [4] referred to
as pmi’ and is defined as:

p(w;, wy) - c(w;, wy)

3
pw;) - p(wj) ®)

pmi' (w;, wj) =log,
where c(w;, w;) is the frequency of two words co-occurring in a sentence from the
original text within the context window of C and p(w;, w;) is the corresponding joint
probability. The co-occurrence frequency, c(w;, w;) is integrated into our PMI scor-
ing to reward frequently occurring words from the original text. By adding c(w;, w;)
into the PMI scoring, we ensure that low frequency words do not dominate and that
moderately associated words with high co-occurrences have relatively high scores.

4 Comments Ranking

We adopt the opinion ranking approach proposed by Litva et. al., [15] because of its
simplicity, domain-independence, and effectiveness. For each article a;, we take all its
related comments and build a graph where each node is a comment. An edge is created
between two comments if their cosine similarity exceeds a given threshold®. Once we
have the comments graph, we apply the PageRank algorithm to compute a score for
each comment. The topk comments are then used to enrich the content of the news
article a;. We recall that the PageRank algorithm models use behavior in a hyperlink
graph, where a random surfer visits a web page with a certain probability based on the
page’s PageRank. The probability that the random surfer clicks on one link is solely

3 In our implementation we set the threshold to 0.5.
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given by the number of links on that page. So, the probability for the random surfer
reaching one page is the sum of probabilities for the random surfer following links to
this page. It is assumed that the surfer does not click on an infinite number of links, but
gets bored sometimes and jumps to another page at random. Besides its interpretation,
the random jump is used to avoid dead-ends and spider traps in the graph. Formally, the
PageRank algorithm is given by:

PR(Ty) PR(Ty)

C(T) — C(Typ
where PR(A) is the PageRank of page A, PR(T;) is the PageRank of pages T; which
links to page A, C(T;) is the number of outgoing links of page T;, and d is a damping
factor which can be set between 0 and 1. By replacing pages by comments, and hyper-
links by similarity edges, we can directly apply PageRank to our comment graph.

PR(A=01-d)+d

5 Comments Diversification

In this section, we introduce the technique used to diversify comments on news sites
which was inspired by the work in [10]. By diversifying comments, we aim to remove
redundancies and thus to provide a wide coverage of topic aspects. We are given a set
of comments C = {ci, ¢2,....,cp} Where n = 2. Our goal is to select a subset Ly < C of
comments that is diverse. We assume three main components that define the diversity
of a set of comments : authority, semantic diversity, and sentiment diversity. Naturally,
before discussing whether a set is diverse or not, it should first contains comments
with high authority scores. Note that the authority of each comment is given by the
PageRank score described in the previous section. To diversify a set of comments,
we need to give more preference to dissimilar comments. We assume that two com-
ments are dissimilar if (1) they discuss different aspects, and/or (2) they exhibit different
sentiments about the news article topic, including positive, negative, and neutral senti-
ments. To satisfy these two requirements, we define two distance functions. The first
one is a semantic distance function d : C x C — R between comments, where smaller
the distance, the more similar the two comments are. The second one is a sentiment
distance function s : C x C — R™ between comments, where the smaller the distance,
the closer in sentiments the two comments are. We formalize a set selection function
f:2¢xhxdxo— R*, where we assign scores to all possible subsets of C, given an au-
thority function h(.), a semantic distance function d(.,.), a sentiment distance function
s(.,.), and a given integer k € Z* (k = 2). The goal is to select a set Ly < D of comments
such as the value of f is maximized. In other words, the goal is to find:

LZ = MaXLng,|Lk|:kf(Lk, h(),d(,.),s(,.))

where all arguments other than Lj are fixed inputs to the function. The goal of this
model is to maximize the sum of the authority, the semantic dissimilarity, and the sen-
timent dissimilarity of the selected set. The function we aim at maximizing can be
formalized as follows:

f)=ak-1) )Y h@+2p > dab)+2y Y s(ab)

ael a,beL a,beL
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where |L| = k, and a, B,y > 0 are parameters specifying the trade-off between relevance,
semantic diversity, and sentiment diversity*. The model allows to put more emphasis
on relevance, on semantic diversity, on sentiment diversity, or on any mixture of these
measures. Note that we need to scale up the three terms of the function. The author-
ity scores are computed based on PageRank and the semantic distance is computed
based on Jaccard similarity function. As for sentiment distance s(a, b), it equals to O
when a and b have the same sentiment, 1 otherwise. The sentiment orientation includes
positive, negative, and neutral sentiments. The problem of diversifying search results is
NP-hard [5,2]. However, there exist a well-known approximation algorithm to solve it
[6], which works well in practice [10]. Gollapaudi et al. [6] show that their Max-sum
diversification objective can be approached to a facility dispersion problem, known as
the MaxSumDispersion problem [7,13]. In our work, we follow the same principle and
model our diversification problem as a MaxSumDispersion problem having the follow-
ing objective function: f'(L) = ¥, ez d'(a, b) where d’(.,.) is a distance metric. We
show in the following that f” is equivalent to our f function. Thus, we define the dis-
tance function d'(a, b) as follows:

d'ab) = 0, if a=b;
S a(r(a)+r(b)+2Bd(a,b)+2ys(a,b) otherwise.

Considering the binary sentiment function, we claim that if d(.,.) is a metric then d’(.,.)
is also a metric (proof skipped). We replace d'(.,.) by its definition in f’(L), disregarding
pairwise distances between identical pairs, thus we obtain:

f=ak-1Y r@+2p ) dab+2y Y s(ab)

ael a,bel a,bel

we can easily see that each r(a) is counted exactly (k—1) times. Hence, the function
f' is equivalent to our function f. Given this mapping, we can use a 2-approximation
algorithm as proposed in [7,13].

6 Experiments

We have crawled four real datasets based on the activities of 645 users on four news
sites, namely CNN, The Telegraph, The Independent and Al-Jazeera.> The choice
of these users was based on two key-properties: the number of users’ comments and
whether they follow the four news sites or not. More precisely, we start, by selecting
the most active users on each news site based on the number of comments posted and
then we choose users that have posted comments on the four news sites. This process
results in the selection of four datasets, the first one contains the activities of 150 users
which are a subset of the most active users on CNN, the second dataset contains the
activities of 180 users which are a subset of the most active users on The Telegraph,

4 In our implementation we have set ¢ = f=y =1.
5 http://www.cnn.com/, http://www.telegraph.co.uk/,
http://www.independent.co.uk/and http://www.aljazeera.com/
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the third dataset contains the activities of 164 users which are a subset of the most ac-
tive users on The Independent and the last dataset contains the activities of 151 users
which are a subset of the most active users on Al-Jazeera. For each of those users,
we have collected the details of his comments in the four news sites mentioned ear-
lier (content, published time, etc.). Additionally, we have collected the details of all the
commented news articles (e.g., news title, content, opinions, published time, etc.) from
May 2010 to December 2013. Statistics about the number of commented articles and
the number of comments for each dataset are shown in Table 1. To evaluate our ap-
proach, we have randomly selected 233 users among the most active users in the four
news platforms described above. For each user we performed recommendation at dif-
ferent time points 1, fz,..t,. The reason behind time dependent evaluation is twofold:
(1) to take into account profile updates since users continuously post comments bring-
ing new information about their interests, and (2) to use data before time point ¢; for
recommendation and data starting from time point ¢; for assessment, as described later.
The time points £, »,..t, are chosen in such a way that between ¢;_; and ¢;, there is at
least m news articles commented by the user. For each user u;, we have chosen m = Il\g
where N; is the total number of commented news articles by the user u;. This setting
resulted in 2330 rounds of recommendation.

Table 1. Dataset statistics

Datasetl (CNN Seed) Dataset2 (Telegraph Seed)
#articles  #comments  #articles #comments
CNN 41, 245 12, 056, 789 665 874, 879
Telegraph 1,908 1,257, 645 56, 527 10, 704, 741
Independent 1,412 987, 437 7,999 1, 608, 665
Al-Jazeera 801 102, 254 451 62, 835
Dataset3 (Independent Seed) Dataset4 (Al-Jazeera Seed)
CNN 528 421, 542 2,233 1, 652, 875
Telegraph 23,272 6,710, 580 1,126 894, 710
Independent 27,012 2,985, 412 394 54, 760
Al-Jazeera 303 48, 058 9,313 531,452

To assess the effectiveness of our approach we have used an automatic evaluation to
avoid the subjectivity of manual assessments. We have considered the action of com-
menting on an article to be an indicator that the article fits the interests of the user.
Based on this assumption, we check the list of recommended articles. The one that user
has commented on are considered relevant. Note that it is probable that we have miss-
ing information. A person might well be interested in an article even though he does
not comment on it. So, the actual results are most probably higher than our findings.
We have used two baseline approaches and tested several variations of our proposed
technique. We have used the following strategies: (1) NoEnrich is the first baseline and
its a simple content filtering approach based solely on the content of news articles. (2)
Yee is the second baseline and its the closest works to ours which exploit all the set
of user comments to enrich the content of documents (news articles in our case). (3)



276 Y. Meguebli et al.

Authority_k where we use our approach to enrich news articles with the topk authori-
tative comments related to it, selected as described in section 5. In our experiments we
have used k =5, k = 10, and k = 20. (4) Diversity_k where we use our approach to
enrich news articles with the most diverse topk comments related to it, as described in
section 6. In our experiments we have used k = 5, and k = 10. To compare the results of
the different methods, we use Precision at k (P@k). The P@k is the fraction of recom-
mended articles that interest the user in question considering only the top-k results. The
results of our experiments are shown in table 2. We can clearly see that our approach
outperforms the baseline approaches by a significant margin. The improvement goes up
to 17% in precision@5 compared to NoEnrich and 21% compared to Yee which is sub-
stantial. Having a closer look at the results, we can see that relying only on the content
of news articles does not provide good performance. Even worse, when trying to enrich
the content by all user comments, the precision decreases. By applying ranking, the
precision improves but the gains are small ranging from 1% to 4%. However, when we
apply diversification to the top 100 comments, the top5 and top10 diversified comments
give the best results. These results meet our expectations since they perfectly reflect the
role and the nature of comments in news platforms. Relying only on the content of ar-
ticles does not perform well because user profiles built from comments focus on some
aspects that might be different from the ones provided by the news article. Taking all
comments into account is not a good idea either since comments are subject to noise
and some of them might even deviate from the topic of interest, and thus this approach
had the worst performance. Selecting the topk comments to be included in the article
content is a good idea but due to redundancies this method loses its effect especially
when k increases, which is the case of Authority_20. Finally, diversifying comments
before enriching the content of articles provides a high gain in precision. This is be-
cause of the wider coverage of aspects. If the aspects discussed in the comments are
explicit in the news article, then their weight is increased, otherwise they are added
which increase the chance of more users getting interested in the article. For example,
the aspects extracted from the CNN news article British couple to be deported from
Australia for living in wrong suburb are too generic with NoEnrich and Yee strategies.
They are mainly about Australian Live. By contrast, the aspects become more focused
with comment ranking and talk for example about Australian Visa and Deportation.
Then, we see that diversification extracts more aspects such as Australia tax and people
contracts.

Table 2. Overall performance of our approach

P@1 P@3 P@5 P@10 P@20

NoEnrich 0.424 0.494 0.481 0.513 0.540
Yee [26]  0.393 0.474 0.445 0.453 0.503
Authority_5 0.439 0.510 0.509 0.534 0.558
Authority_10 0.454 0.535 0.530 0.550 0.565
Authority_20 0.439 0.530 0.521 0.553 0.559
Diversity_5 0.484 0.575 0.587 0.595 0.586
Diversity_10 0.575 0.646 0.654 0.640 0.607
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Conclusions

In this paper, we addressed the problem of recommendation in the context of news sites.
In particular, we employed different ways to leverage user generated content on articles
for refining the list of recommended news stories. Two approaches were proposed: (i)
employing only relevant comments using comments ranking strategy, and (ii) using
diverse comments. Our study on an extensive set of experiments showed that diverse
comments achieve the best results compared to baseline approaches. As future work,
we aim at exploring the impact of co-comments patterns. To this end, we plan to extend
our model to a hybrid recommender model in which we employ collaborative filtering
recommendation techniques.

References

1.

11.

Abbar, S., Amer-Yahia, S., Indyk, P., Mahabadi, S.: Real-time recommendation of diverse
related articles. In: Proceedings of the 22nd International Conference on World Wide Web,
WWW 2013, Republic and Canton of Geneva, Switzerland, pp. 1-12. International World
Wide Web Conferences Steering Committee (2013)

. Agrawal, R., Gollapudi, S., Halverson, A., Ieong, S.: Diversifying search results. In: WSDM,

pp. 5-14 (2009)

. Danescu-Niculescu-Mizil, C., Kossinets, G., Kleinberg, J., Lee, L.: How opinions are re-

ceived by online communities: a case study on amazon.com helpfulness votes. In: Proceed-
ings of the 18th international conference on World Wide Web, WWW 2009, pp. 141-150.
ACM, New York (2009)

. Ganesan, K., Zhai, C.: Opinion-based entity ranking. Inf. Retr. 15(2), 116-150 (2012)
. Gollapudi, S., Sharma, A.: An axiomatic approach for result diversification. In: WWW, pp.

381-390 (2009)

. Gollapudi, S., Sharma, A.: An axiomatic approach for result diversification. In: Proceedings

of the 18th International Conference on World Wide Web, WWW 20009, pp. 381-390. ACM,
New York (2009)

. Hassin, R., Rubinstein, S., Tamir, A.: Approximation algorithms for maximum dispersion.

Operations Research Letters 21, 133-137 (1997)

. Hong, Y., Lu,J., Yao, J., Zhu, Q., Zhou, G.: What reviews are satisfactory: novel features for

automatic helpfulness voting. In: Proceedings of the 35th International ACM SIGIR Confer-
ence on Research and Development in Information Retrieval, pp. 495-504. ACM, New York
(2012)

. Hu, M., Sun, A., Lim, E.-P.: Comments-oriented document summarization: Understanding

documents with readers’ feedback. In: Proceedings of the 31st Annual International ACM
SIGIR Conference on Research and Development in Information Retrieval, pp. 291-298.
ACM, New York (2008)

. Kacimi, M., Gamper, J.: Diversifying search results of controversial queries. In: Proceedings

of the 20th ACM International Conference on Information and Knowledge Management,
CIKM 2011, pp. 93-98. ACM, New York (2011)

Kant, R., Sengamedu, S.H., Kumar, K.S.: Comment spam detection by sequence mining. In:
Proceedings of the Fifth ACM International Conference on Web Search and Data Mining,
WSDM 2012, pp. 183-192. ACM, New York (2012)

. Kim, S., Pantel, P., Chklovski, T., Pennacchiotti, M.: Automatically assessing review help-

fulness. In: Proceedings of the 2006 Conference on Empirical Methods in Natural Language
Processing, pp. 423-430 (2006)



278

13.

14.

15.

16.

17.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Y. Meguebli et al.

Korte, B., Hausmann, D.: An analysis of the greedy heuristic for independence systems.
Annals of Discrete Mathematics 2, 65-74 (1978)

Lin, C., He, Y.: Joint sentiment/topic model for sentiment analysis. In: Proceedings of
the 18th ACM Conference on Information and Knowledge Management, CIKM 2009,
pp- 375-384. ACM, New York (2009)

Litvak, M., Matz, L.: Smartnews: Bringing order into comments chaos. In: Proceedings of
the International Conference on Knowledge Discovery and Information Retrieval, KDIR,
vol. 13 (2013)

Meguebli, Y., Kacimi, M., Doan, B.-L., Popineau, F.: Building rich user profiles for per-
sonalized news recommendation. In: Proceedings of 2nd International Workshop on News
Recommendation and Analytics (2014)

Meguebli, Y., Kacimi, M., Doan, B.-L., Popineau, F.: Unsupervised approach for identifying
users’ political orientations. In: de Rijke, M., Kenter, T., de Vries, A.P., Zhai, C., de Jong,
F., Radinsky, K., Hofmann, K. (eds.) ECIR 2014. LNCS, vol. 8416, pp. 507-512. Springer,
Heidelberg (2014)

. Real, R., Vargas, J.M.: The probabilistic basis of jaccard’s index of similarity. Systematic

Biology 45(3), 380-385 (1996)

Rendle, S., Freudenthaler, C., Gantner, Z., Schmidt-Thieme, L.: Bpr: Bayesian personalized
ranking from implicit feedback. In: Proceedings of the Twenty-Fifth Conference on Uncer-
tainty in Artificial Intelligence, UAI 2009, Arlington, Virginia, United States, pp. 452—461.
AUAI Press (2009)

Shmueli, E., Kagian, A., Koren, Y., Lempel, R.: Care to comment?: Recommendations for
commenting on news stories. In: Proceedings of the 21st International Conference on World
Wide Web, WWW 2012, pp. 429-438. ACM, New York (2012)

Terra, E., Clarke, C.L.A.: Frequency estimates for statistical word similarity measures. In:
Proceedings of the 2003 Conference of the North American Chapter of the Association for
Computational Linguistics on Human Language Technology, NAACL 2003, pp. 165-172.
Association for Computational Linguistics, Stroudsburg (2003)

Tsagkias, M., Weerkamp, W., de Rijke, M.: Predicting the volume of comments on online
news stories. In: Proceedings of the 18th ACM Conference on Information and Knowledge
Management, CIKM 2009, pp. 1765-1768. ACM, New York (2009)

Tsagkias, M., Weerkamp, W., de Rijke, M.: News comments:Exploring, modeling, and on-
line prediction. In: Gurrin, C., He, Y., Kazai, G., Kruschwitz, U., Little, S., Roelleke, T.,
Riiger, S., van Rijsbergen, K. (eds.) ECIR 2010. LNCS, vol. 5993, pp. 191-203. Springer,
Heidelberg (2010)

Tsur, O., Rappoport, A.: Revrank: A fully unsupervised algorithm for selecting the most
helpful book reviews. In: International AAAI Conference on Weblogs and Social Media
(2009)

Wang, H., Lu, Y., Zhai, C.: Latent aspect rating analysis on review text data: A rating re-
gression approach. In: Proceedings of the 16th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, KDD 2010, pp. 783-792. ACM, New York (2010)
Yee, W.G., Yates, A., Liu, S., Frieder, O.: Are web user comments useful for search. In: Proc.
LSDS-IR, pp. 63-70 (2009)

Zhuang, L., Jing, F., Zhu, X.-Y.: Movie review mining and summarization. In: Proceedings
of the 15th ACM International Conference on Information and Knowledge Management,
CIKM 2006, pp. 43-50. ACM, New York (2006)



The Geography of Online News Engagement

Martin Saveski®, Daniele Quercia?, and Amin Mantrach?

! MIT Media Laboratory, Cambridge, MA, USA
msaveski@mit.edu
2 Yahoo Labs, Barcelona, Spain
dquercia@acm.org, amantrac@yahoo-inc.com

Abstract. Geographical processes might well impact online engagement
in big countries like the USA. Upon a random sample of 200K news ar-
ticles and corresponding 41M comments posted on the Yahoo! News in
that country, we show that nearby individuals tend to comment and
engage with similar news articles more than distant individuals do. In-
terestingly, at state level, topics one reads about are associated with
specific socio-economic conditions and personality traits.

1 Introduction

Online actions whose geographic processes have been well-studied include not
only posting status updates on Twitter [34,12,14], but also uploading pictures
on Flickr [7,27], and visiting Foursquare venues [26,24].

Despite their importance, the geographic processes of online engagement on
news platforms have not been widely studied. To partly fix that, we consider a
dataset containing articles and user comments posted on the Yahoo! News site
for more than two years, and we make two main contributions:

— We find that users engage with each other (i.e., they comment on the same
articles) depending on where they live (Sections 4 and 5).

— Since one’s interests have been linked to one’s socio-economic conditions and
personality traits, we test whether this is also the case at geographic level,
and we do so by combing our online data with census data (Section 6).
We find that those in states with high levels of education and well-being
comment articles about research&technology but not those about politics,
gossips, or sport. Instead, those in states with high levels of crime and unem-
ployment comment on articles about sports, but not on those about economy
or research&technology. Also, as for personality traits, users from states that
tend to have residents low in Neuroticism (emotionally stable) comment on
articles about music, those in Open and Extravert states on articles about
sports, and Conscientious states on articles about economics.

2 Related Work

The main goal of this work is to study the influence of geographic processes on
user engagement with online news. Next, we review work related to this topic.

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 279-289, 2014.
© Springer International Publishing Switzerland 2014
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Influence of Time on Our Actions Online. Golder and Macy [11] examined
how the use of emotion words by Twitter users changed over the course of one
day, and they found that it was regularly shifted along time zones. That is similar
to what Mislove et al. [25] independently reported when contrasting the usage
of Twitter in the west coast with that in the east coast.

News in Tweets and Geographic Spread on Twitter. Kwak et al. [23]
found that reciprocal relations on Twitter (75% of them) tend to be between
users who live no more than three time zones away, hinting that the geograph-
ical distance may be related to the interest similarity. Recent studies have also
examined the geographic spread of topics on Twitter by investigating the adop-
tion of hashtags across locations around the world [20]. They found that physical
distance between locations constrained the spreading of hashtags: the adoption
of the same hashtag by two locations was inversely proportional to their geo-
graphical distance.

User Engagement in Online News Platforms. Jones and Altadonna [16]
examined the introduction of badges (i.e., awards for users with frequent post-
ing) to encourage user engagement on the Huffington Post website. They found
that longer threads do not come from badges, but from the desirability of news
articles. Diakopoulos and Naaman [8] studied the relationships between news
comment topicality, temporality, sentiment, and quality. They found that some
topics aroused more deleted comments (by the moderators), and correlation be-
tween the negative sentiment and the fraction of deleted comments. They also
found that the frequency at which users comment is correlated with the nega-
tivity of the comments.

From this brief literature review, one concludes that we hitherto lack a detailed
understanding of how geography impacts the engagement on news platforms. We
thus set out to partly fix that by studying how geographical processes impact
user engagement on news articles (Sect. 4).

3 Initial Analysis

3.1 Data Description

Our dataset consists of a random sample of 200K news articles and corresponding
41M comments, published from August 2010 to February 2013. Yahoo! News
features articles from a variety of news publishers including: Reuters, ABC News,
Associated Press, The Atlantic Wire and other. For each article, we know its
publication time and comments. Each comment comes with a timestamp, the
commenter’s anonymous user identifier and IP address (which we translate into
the corresponding city name using the Yahoo! Places Web service).
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Fig.1. (Left) USA Map of time zones. (Right) US Map of like-minded states that
engage on the same articles (four different clusters of like-minded states emerge).

3.2 State Commenting Graph

To understand whether any geographical process shapes user engagement, we
build a graph whose nodes are US states and whose links are weighted with the
number of times two users in states ¢ and j comment on the same article. To see
the extent to which different states show similar commenting patterns (whether
they are like-minded, in that, they tend to engage with the same articles), we
apply a community detection algorithm on the graph. We use the Louvain com-
munity detection algorithm [5], whose main advantages are both the automatic
detection of the optimal number of communities (no need to set that number
a priori) and its high clustering accuracy [9]. After running the algorithm, four
main clusters of like-minded states are detected and mapped in Figure 1 (right).
Interestingly, we see that the four detected groups are geographically clustered
(i.e., cover contiguous regions). Furthermore, one readily sees a similarity be-
tween this map and the USA Map of time zones (left panel of Figure 1).

4 The Time Zone Effect

To quantify whether time zone affects engagement, we test the hypothesis:

[H1] Users in the same time zone preferentially engage with the same articles,
while users in different time zones engage with different articles.

To this end, we perform an experiment in three steps (which we shall detail):
(1) We measure the observed engagement among users in the same time-zone,
1-time, ..., k time zones apart; (2) By keeping all factors constant except the
time zone that are randomly permuted, we measure again the user engagement
due to chance; and (3) we compare both engagement measures to assess if the
time zone affects engagement.
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(1) Engagement in k-Time Zone Apart. To measure engagement, we as-
sociate users with their time zones' and count the number of times users from
k-time zone apart engage in the same articles. More formally, we measure the
probability p that two users in k time zones apart engage in the same article:

Zz’es Zjes I (i,7) - interaction;;
br = n )
where S is the set of all states; I is an indicator function that equals to 1
if states ¢+ and j are k time zones apart, or 0 otherwise; interaction;; is the
number of times users from states i and j have engaged in the same article; and
n normalizes the numerator for the total number of interactions across all time
zones.

(2) Engagement due to Chance. To test whether what we observe is not due
to chance, we resort to a null (random) model [30]. We reshuffle the assignment of
time zones by associating each user to a random zone, and repeat this procedure
2000 times to obtain accurate estimates. The random model removes the time
zone effect and keeps all other factors constant. Thus, the difference between
the engagement values that are observed and those in the random model depend
only on effects strictly related to time zones. If there is no difference, then what
we observe does not depend on time zone. As one may expect, if the time zones
associated with each user are shuffled, the probability of engagement between
two users is approximately the same (i.e., ~0.27) regardless of the time difference.

(3) Compare the Two Engagements. By comparing the observed engage-
ment with the engagement under the random model (Figure 2), we find that
users in the same time zone and (to a lesser extent) those one time zone away
engage with the same articles (first two dark bars) more than expected by chance
(light bars). By contrast, those in three and four-time zone away engage less than
chance. We perform a t-test to verify whether the differences between observed
values and those in the random model are statistically significant. We find that
all differences are significant at p-value less than 0.001.

5 The Geography of News Engagement

We have just ascertained that users who live in the same time zone interact with
each other more than what people in different time zones do. Since our null model
is oversimplified, we now adopt a geographic notion that is finer grained than
that of time zones. We do so by resorting to a widely-used spatial interaction
model called “the gravity model” [35]. In analogy to the gravitational interaction
between planetary bodies, the model posits that the interaction between two

! States that belong to more than one time zone are assigned to the time zone in which
the majority of the territory belongs to. We considered only the continental states,
Alaska and Hawaii have been excluded from the analysis.
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Fig. 2. The probability that two users who are k time zone (TZ) apart engage on the
same article. Light bars show the expected engagement in a random model (suppressing
the time zone effect), and the dark bars show the observed levels of engagement.

places (e.g., two states) is proportional to their mass (e.g., their population) and
inversely proportional to their distance. Despite some criticisms [31], the model
has been successfully used to describe ‘macro scale’ interactions (e.g., between
cities, and across states), using both road and airline networks [4,18] and its
use has extended to other domains, such as the spreading of infectious diseases
[3,33], cargo ship movements [19], and to model intercity phone calls [22].

Here we posit that a gravity model can be used to estimate user engagement
on the same articles at the inter-state level. The model takes the form:

™m;m;
2]

where Fejt is the estimated engagement, or number of comments users living in
states ¢ and j make on the same articles, g is a scaling constant fitted to the data,
and d; ; is the distance between the two states, for which we use the Euclidean
distance between the two centroids of ¢ and j. Engagement between areas with
large number of users and at short distances are predicted to be large, whereas
engagement at longer distances or between areas with low mass are predicted
to be small. Overall, the correlation between the observed number of comments
and gravity model estimates, measured with the Pearson Correlation Coefficient,
is as high as .70, which suggests that overall the gravity model provides a good
description of user engagement between states, but also that there is still a
significant amount of variation not accounted for by the model. We posit that
this unexplained portion is due to prevailing socioeconomic factors.

6 The Socio-economic Factors of Engagement

To begin with, we assign topics to both articles and comments. Since we need
explicit topic labels (previously we just needed to compute similarity measures),
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Table 1. The big five personality traits

Personality trait High scorers Low scorers
Openness Imaginative Conventional
Conscientiousness Organized Spontaneous
Extraversion Outgoing Solitary
Agreeableness Trusting Competitive
Neuroticism Prone to stress and worry Emotionally stable

we cannot use unsupervised techniques (e.g., topic modeling). Instead, we opt
for studying a subset (13.8%) of the articles that have been editorially labeled
with topical categories from the IPTC news subject taxonomy?. The taxonomy
consists of 1400 topics and is organized into three levels, according to the speci-
ficity of the topics. To have the finest-grained topical view, we use the lowest
level of the taxonomy. The number of labels associated with each article ranges
from 1 to 25, where the average number of labels per article is 5. We aggregate
these topics at state level by considering the number of times users from a given
state commented on articles with a certain tag, and the number of times the tag
appears in the data set (to avoid the bias of dominant topics).

The Big Five Personality Traits. The five-factor model of personality, or
the big five, is the most comprehensive, reliable and useful set of personality
concepts [6,10]. An individual is associated with five scores that correspond to
the five main personality traits and that form the acronym of OCEAN (Table 1
collates a brief explanation). Imaginative, spontaneous, and adventurous individ-
uals are high in Openess. Ambitious, resourceful and persistent individuals are
high in Conscientiousness. Individuals who are sociable and tend to seek excite-
ment are high in Extraversion [2,32]. Those high in Agreeableness are trusting,
altruistic, tender-minded, and are motivated to maintain positive relationships
with others [15]. Finally, emotionally liable and impulsive individuals are high
in Neuroticism [17,21].

These big five traits have been studied not only at individual level but also at
geographic level [28]. Rentfrow et al. [29] have examined the personality scores
of half a million US residents and found clear patterns of regional variation
across the country, and they have also strong relationships between state-level
personality and socioeconomic indicators.

We now correlate state-level personality scores with engagement with articles
about specific topics (Figure 3, right). Economy is popular in states with consci-
entious residents (r = 0.42), and unpopular in states with residents who tend to
be agreeable (r = —0.61) and open (r = —0.42). Sport is popular in states whose
residents tend to be both extroverts (r = 0.49) and open to new experiences
(r = 0.50). As one might expect, agreeable states avoid articles about religion
(r = —0.53) and war&unrest (r = —0.63). The latter category is also avoided

2 http://www.iptc.org/site/NewsCodes/View_NewsCodes/
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Fig. 3. Correlation between state’s topics of interest and: socioeconomic indicators (left
panel) and personality traits (right panel)

by conscientious states (r = —0.49). States with prevalence of neuroticism (emo-
tional instability) tend to avoid article about music&theater (r = 0.44). Finally,
states with low levels of neuroticism (i.e., emotional stability) show interest in
diverse topics (r = —0.44).

Socioeconomic Indicators. We analyze the correlations between a state’s
assigned topics and the five most studied socioeconomic indicators: well-being
index3, crime level?, rate of unemployment®, Gross State Product®, and educa-
tion level” (number of people with higher education).

As illustrated in Fig. 3 (left), states with high levels of well-being (satisfaction
with life) do not engage with articles about economy&business&finance (r =
—0.50), about elections (r = —0.53), or about gossip&celebrities (r = —0.53).
Economy is also not popular in states with unemployment (r = —0.46). Sport,
instead, is popular in states with high levels of crime (r = 0.48), unemployment
(r = 0.39), and low gross state product (r = 0.52); it is, instead, not very
popular in states with high levels of education (r = —0.43) whose residents
prefer to engage with articles about research&technology (r = 0.43) and avoid
those on celebrities (r = —0.40). States with high levels of education also tend
to be interested in diverse topics (i.e., those states have topical vectors with high
Shannon diversity, which are correlated with education with an r = 0.44).

Putting All Together. In the previous section, we have found that the gravity
model explains 70% of the variability of user engagement. We have now shown
that socio-economic variables matter and, as a result, they might well explain

3 http://www.thewellbeingindex.com

4 http://www.ucrdatatool .gov

® http://www.bls.gov/web/laus/lauhsthl.htm
5 http://www.usgovernmentspending.com

" http://www.census.gov


http://www.thewellbeingindex.com
http://www.ucrdatatool.gov
http://www.bls.gov/web/laus/lauhsthl.htm
http://www.usgovernmentspending.com
http://www.census.gov

286 M. Saveski, D. Quercia, and A. Mantrach

0.84 0.82
0.79

0.82

0.8
078
076
074
072

07
0.68
0.66
0.64
0.62

0.75

0.70

Gravitational Model +Time Zone Difference + Socio-economical + Personality Traits
Factors
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Table 2. Linear regression of comments on the same articles from different States.
Significance: *** p < 0.0001, ** p < 0.001, * p < 0.01.

Variable 8 t-value p-value Variable S t-value p-value
Gravitational Model 0.694 43.947  ***  Bachelor 0.057 5.440 HoHk
Time zone difference 0.855 11.893  ***  SAT Scores 0.029 4.574 Hork
Well-being 1.181 9.220 *¥**  Extraversion 0.002 7.383 Hork
Crime -0.031 -1.365 Agreeableness 0.987 0.994
Unemployment 0.000 0.045 Conscientiousness -7.299 -6.038 ~ ***
GSP -0.071 -3.734  ***  Neuroticism 8.247 7.936 Hoxk
High Education 0.000 0.749 Openness 2.226 2.987 HE

part of the remaining variability. To test the extent to which that is true, we
build a linear regression predicting the number of user comments on the same
articles from different states. By having not only the gravity model but also the
socio-economic variables as predictors, the percentage of variability explained
goes indeed up to 82% (Figure 4), which suggests that the linear model effec-
tively predicts the observed user engagement (Figure 5). Table 2 reports the beta
coefficients of the individual predictors in detail.

7 Discussion

Our study suffers from two main limitations. First, we have used the users’
IP addresses to localize them. So users on the move might be associated with
different IP addresses and consequently with different locations. While it might
happen to associate the same user to different cities, we found that it had been
extremely rare to associate them to different states. Second, our study does not
establish any casual relationship. To that end, one would need to apply our
methodology to different snapshots over a long period of time.
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Fig. 5. Observed engagement versus the linear model’s predictions

Based on our results, one might well wonder whether like-minded users com-
ment on the same articles, creating fertile ground for group polarization [13]: as a
by-product of commenting together (i.e., of engaging with each other), those like-
minded users, the theory goes, might develop views that are more extreme than
their initial inclinations [1]. For the future, it might be beneficial to explore how
geo-temporal patterns of news engagement impact a country’s opinion formation.
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Abstract. We perform a study on cold-start news popularity prediction
using a collection of 13,319 news articles obtained from Yahoo News. We
characterise the online popularity of news articles by two different metrics
and try to predict them using machine learning techniques. Contrary to
a prior work on the same topic, our findings indicate that predicting
the news popularity at cold start is a difficult task and the previously
published results may be superficial.

Keywords: News popularity prediction, cold-start prediction.

1 Introduction

So far, some research effort has been made to address the problem of news popu-
larity prediction relying on early-stage measurements and user-generated content
associated with the articles. The cold-start prediction scenario has been investi-
gated, for the most part, in the context of recommender systems. To our knowl-
edge, the only exception is the recent, widely cited work of Bandari et al. [2],
who investigate the problem using exclusively content-based features available at
cold start. The performance results reported by the authors imply that cold-start
popularity prediction may be feasible.

Our work challenges the positive interpretation of high accuracy values re-
ported in [2]. To this end, we first try to reproduce the performance results
reported in [2] by following their experimental setting and methodology. We
then improve their methodology and integrate the right performance metrics
in a step-by-step fashion. Our work introduces a large number of new features
(including those used in [2]) which may further help predicting future article
popularity. As the popularity metric, in addition to tweet counts (the metric
used in [2]), we also use the view counts of article pages.

Although we could mostly reproduce the findings of [2] and obtain similar
results, our final findings, which are obtained after a more rigorous evaluation
and interpretation, indicate that predicting the popularity of news articles at
cold start is not really a viable task with the existing techniques. We point at
the high skewness in the popularity distribution as the source of the problem (i.e.,
large number of unpopular articles and very few popular articles). We show that
the techniques are biased to predict the large class of unpopular articles more

L.M. Aiello and D. McFarland (Eds.): SocInfo 2014, LNCS 8851, pp. 290-299, 2014.
© Springer International Publishing Switzerland 2014
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accurately than the small class of popular articles (a common phenomenon in
machine learning). Therefore, popular articles, which are more important to
detect early, cannot be predicted and surfaced to a large extent.

2 Related Work

Some research efforts have addressed the cold-start prediction problem in the
context of recommender systems. In [6], the authors present an approach to
identify representative users and items using representative-based matrix fac-
torisation. The authors of [5] discuss a hotel recommender system that employs
context-based features. The authors overcome the cold-start problem by mining
contextual information and analysing it for common traits per context group.
In [3], the authors demonstrate how cold-start book recommendations based on
social-tags can be combined with traditional collaborative filtering methods to
improve performance. Finally, the work in [8] addresses the problem of cold-start
social event recommendation, using the home location of the mobile phone users
and the social events they have attended in the past.

To the best of our knowledge, the only work that has tackled the cold-start
popularity prediction problem in the context of online news is the work of Ban-
dari et al. [2]. In their work, the authors use a measure of popularity based on
the number of times a news article is shared on Twitter. They devise a machine
learning framework using some basic features including news source, genre, sub-
jectivity of the language, and entities in the articles. The performance results
reported by the authors suggest that popularity prediction is possible using only
the limited information available before a news article is published. In this work,
we reproduce the experimental results of [2] and demonstrate, using a more uni-
form dataset and a larger set of features, that predicting the news popularity
at cold start is not a viable task with the existing techniques. Contrary to the
findings of Bandari et al., we show that an article’s popularity cannot be accu-
rately estimated, solely on the basis of content features without incorporating
any early-stage popularity information.

3 Data, Setup, and Characterisation of Metrics

Our analysis was conducted on a dataset consisting of 13, 319 news articles taken
from Yahoo News. We opted for a single news portal to be able to extract
features that are consistent across all articles. The dataset was constructed by
crawling news articles over a period of two weeks. During the crawling period,
we connected to the RSS feed API of the news portal every 15 minutes and
fetched newly published articles. Each article was identified by its unique URI
and stored in a database, along with meta-data like genre (e.g., politics, sports,
crime), publication date, and article’s HTML content at the time of publication.

To quantify the online popularity of news articles, we opted for two different
metrics: the number of times an article was posted or shared on Twitter (Tweets)
and the number of times an article page was viewed by the users (Pageviews).
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Fig. 1. Tweet counts of articles Fig. 2. Tweet counts over time

The choice of Tweets was informed by the fact that, nowadays, an increasing
number of users are interacting with social media applications and exchanging
content. Online communities, such as Twitter, serve as conduits for information
flow and can thereby help to assess the virality of online content. We also in-
clude Pageviews as a metric since it is commonly used as a proxy for website
engagement and online content popularity.

In our setup, every request to the RSS feed API was followed by a request to
a public Twitter API to collect sample values for the Tweets metric across time.
For all articles stored in the database, the metric values were sampled every half
an hour, over a period of one week after the articles’ publication. This resulted
in 337 observations per article. In addition, we sampled data about the page
views, again every half an hour, from the access logs of the news site.

Fig. 1 shows the tweet counts of articles in decreasing order of counts. As
expected, the distribution is heavily skewed, i.e., most articles are tweeted a few
times while very few articles are tweeted many times. Consequently, the problem
of identifying soon-to-be-popular news articles becomes a challenging task as we
will see in Section 5. Fig. 2 shows the increase in Tweets over time (the values
are averages over all articles). We report both the original values (inner plot)
and normalized values (outer plot). According to the figure, the increase in the
Tweets metric saturates after two days. About 90% of the tweets happen in the
first 12 hours after an article is published.!

4 Features

We use a larger number of features that we extract from the content of the
news articles as well as external sources. Our features are categorised under ten
main headings, depending on how or where the feature is obtained from. In what
follows, we explain each feature category separately.

! pageviews were omitted in Figs. 1 and 2 due to the confidential nature of this metric.
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Time. We use features related to the time of news publication. Our choice is
motivated by [1,7], where the authors successfully employ date and time infor-
mation as features for their prediction tasks.

News Source. Similar to [2], we use the news source as a feature. In our study,
the articles are obtained from five news distributors. A large portion of the
articles are delivered by two major distributors, Reuters and Associated Press,
while the share of the remaining agencies in the news volume is much smaller.

Genre. In [2], Bandari et al. use meta-data about the article category (i.e.,
genre) as one of the features. The authors observe that news related to certain
genres have a more prominent presence in their dataset and most likely in the
social media as well. Based on their results, we use specific genres as features.

Length. Our length features include the number of characters, words, and sen-
tences in the body of the articles. The first two types of features are also com-
puted for the titles of the articles.

NLP. We also use linguistic features which may have an effect on the online
popularity of news articles. Our approach involves computing the distribution of
nouns, adverbs, and verbs in the title and body of news articles. Our motivation
for applying text analysis, even at this basic level, is that linguistic features can
provide insights into certain aspects of the textual meaning or the impact on the
reading experience.

Sentiment Analysis. For sentiment analysis, we use SentiStrength, a lexicon-
based sentiment analysis tool [9]. We compute a sentimentality score and a po-
larity score for an article by averaging the positive/negative sentiment scores
returned by SentiStrength for the individual sentences in the article (as de-
scribed in [4]). We compute the two scores also for the article’s title, treating it
as a single sentence.

Entity Extraction. Similar to [2], we use an in-house software to extract named
entities from the news articles. Here, in particular, we were interested in observ-
ing if the number of named entities in a news article affects its popularity. In
general, we observed that articles that mention at least one entity are more likely
to become popular than articles that do not mention any entity.

Wikipedia. For each named entity extracted from the article, we retrieve the
popularity of the entity in Wikipedia.? Title- and body-level popularity values
are then computed by summing the popularity values of all entities extracted
from the title and article body, respectively. Other aggregation techniques, like
averaging, yield inferior performance.

2 http://www.mediawiki.org/wiki/API:Main_page
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Twitter. To determine the short-term popularity of articles, we compute the
popularity of named entities in Twitter. For each entity, we track the volume of
tweets referring to the entity starting one hour, one day, and one week before
the article’s publication date.?

‘Web Search. We repeat the same technique on a large sample of queries submit-
ted to the front-end of a popular web search engine and compute the frequency
of entities in the sample. Again, the popularity of an entity is computed at
three different time intervals and the aggregate search popularity for an article
is determined as before.

5 Experiments

We start our experiments by reproducing the classification results presented in [2]
by Bandari et al. for Tweets. To this end, we split two weeks of articles (13,319
articles) into three classes based on their tweet counts: A (low popularity), B
(medium popularity), and ¢ (high popularity). Adopting the choice made in [2],
the tweet count ranges are set to [1,20], (20, 100], and (100, co) for the A, B, and ¢
classes, respectively. Articles that are not tweeted are removed from the data and
not included in set A. We experiment with the same classifiers used in [2]: naive
Bayesian (NB), bagging (Bagging), decision trees (J48), and support vector ma-
chines (SVM). Moreover, for comparison purposes, we include a baseline classifier
Baseline that always predicts the majority class in the training data. We make
predictions for one hour, one day, and one week after an article is published. We
perform log transformation on features exhibiting a skewed distribution.
Despite our efforts to create a similar setup, there are two minor differences
between our setup and the setup in [2]. First, the articles used in [2] (10,000
articles) are obtained from a large number of news sites while our collection is
obtained from a single, relatively major news site. Second, in [2], the popularity of
articles are assumed to saturate after four days. In our case, as the closest value,
we can use the popularity values obtained after one week. Nevertheless, since the
features used in our study form a more powerful superset of the features used
in [2], we expect to attain better or at least similar classification performance.
In Table 1, we report the performance in terms of the accuracy metric, i.e., the
fraction of test articles whose class is correctly predicted by the classifier.* The
reported results are obtained by performing cross-validation with ten folds, again
adopting the choice made in [2]. According to the table, for the (Tweets, Week)
case, the best performing classifier (SVM) achieves an accuracy of 79.7%, which
is a bit lower than the best accuracy value (83.96%) reported in [2] (achieved by
Bagging). However, when we observe the relative improvement with respect to
the baseline (79.7%—170.3%=9.4%), we find it to be slightly higher in our case.
Although it is not directly reported in [2], the relative improvement in their case

3 We use Topsy’s Otter API, available at http://code.google.com/p/otterapi/
* We do not report the classification accuracies for the Pageviews metric as this may
reveal confidential information about the distribution of page views.
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Table 1. Accuracy (ten-fold cross valida- Table 2. Accuracy (training/test

tion, without zero-popularity articles) split, without zero-popularity articles)
Tweets Tweets
Technique Hour Day Week Technique Hour Day Week
Baseline 0.840 0.710 0.703 Baseline 0.839 0.706  0.698
NB 0.693 0.581 0.574 NB 0.735 0.589  0.584
Bagging 0.858 0.749 0.741 Bagging 0.858  0.737 0.74
Jas 0.856  0.781  0.775 J48 0.852 0.779 0.774
SVM 0.859 0.802  0.797 SVM 0.861  0.803  0.798

can be estimated as 83.96%—76% = 7.96% using the data the authors provided in
Tables 5 and 6. In general, the reported results are comparable, and we believe
that we were able to reproduce the results reported in [2] to a certain degree.

Next, we repeat the same experiment using a training/test split in the time
dimension instead of cross-validation. This is because, in the latter approach,
the classifiers are allowed to use future information. In a real-life setting, this is
not meaningful since a model would be trained at a fixed point in time using
features extracted from previously seen articles and then it would be applied to
predict the popularity of new articles. Hence, we repeat the previous experiment
by splitting the data into training and test sets. The training set contains arti-
cles published in the first week and the test set contains articles published in the
following week. The two sets are roughly equal in size. According to Table 2, the
classification performance is somewhat similar to that in the previous experi-
ment, i.e., there was no positive bias in results due to the use of cross-validation.
In the remaining experiments, we use the setup with a training/test split.

Another issue that we observe in the methodology followed in [2] is the artifi-
cial manipulation of the original news collection. Before conducting their exper-
iments, the authors remove from the data every article that is not tweeted at all
after it was published. This manipulation may lead to unfair results because, in
a real-life setting, it is not possible to know whether an article will be tweeted
or not before it is published. Hence, herein, we repeat the previous experiment
after including zero-popularity articles in the A class. The results are reported
in Table 3. We observe that the classification problem is now easier than before
as the accuracy of the best performing classifier has increased in all scenarios.
In particular, the best accuracy increases from 79.8% to 82.5% in case of the
(Tweets, Week) scenario. On the other hand, the performance gap between the
best performing classifier and Baseline gets smaller. As an example, in case of
(Tweets, Week), the improvement drops from 10.0% to 8.5%.

All results reported so far indicate high classification accuracy. But, how
meaningful or useful are these results in practice? Can we really distinguish ar-
ticle popularity through classification? The answer lies in the surprisingly good
performance of the Baseline classifier, which always predicts the label of the ma-
jority class in the training data. This implies that high accuracy values could be
due to the highly skewed nature of the popularity distribution and the resulting
class imbalance. In such scenarios, the classifiers are biased to learn and predict
the majority class, leading to superficial accuracies.
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Table 3. Accuracy (training/test split, Table 4. Fraction of instances in each
with zero-popularity articles) of the three popularity classes
Tweets Tweets
Technique Hour Day Week Class Hour Day Week
Baseline 0.871 0.746  0.740 A 0.871 0.746  0.740
NB 0.772 0.642 0.633 B 0.125 0.227 0.231
Bagging 0.886  0.780  0.769 c 0.004 0.027  0.029
Ja48 0.883 0.805 0.804
SVM 0.890 0.829 0.825
Table 5. The confusion matrix for Table 6. Root mean squared error
(Tweets, Week) (training/test split, with zero-popularity
articles)
Predicted Tweets
Actual A B C Technique Hour Day Week
A 4,698 247 O BaselineR 1.701 1.931 1.950
B 728 812 0 LR 1.132 1.270 1.305
[¢] 98 96 0 kNNR 1.537 1.720 1.753
SVM 1.135 1.278 1.315

But, how skewed is the class distribution at hand? In Table 4, we display
the fraction of articles in the test set for each of the three classes (confirming
Fig. 1). As we can see, the collection is dominated by the unpopular articles
in class A. In all cases, class C (the class of most popular articles) constitutes
less than 4% of the sample. In a real-life setting, it is much more important to
distinguish the articles in class € from the rest. The question is then how good
are we in predicting class C articles. To answer this question, one can look at
the confusion matrices, showing the true and false positive rates per class. In
Table 5, as a representative, we provide the confusion matrix for the (Tweet,
Week) scenario (using the best performing classifier, SVM). According to the table,
the classifier does quite well in correctly identifying class A articles. However, it
fails to distinguish class C articles from class A and B articles. This result indicates
that the accuracy numbers reported in [2] are very likely to be not useful either.

Given that classification does not yield meaningful performance, we turn our
attention to regression and observe the performance in predicting the actual
popularity values rather than the popularity class values. To this end, we evaluate
three regression approaches: linear regression (LR), k-nearest neighbor regression
(xNNR), and support vector machines (SVM). For comparison, we also use a simple
baseline (BaselineR) that always predicts the mean value in the training data.
We perform a logarithmic transformation on the target values before regression.

In Table 6, the regression performance is reported in terms of root mean
squared error. According to the table, LR is the best performing technique. Over-
all, the calculated errors are low and also there is considerable improvement wit