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Abstract. Document preprocessing and Feature selection are the major problem 
in the field of data mining, machine learning and pattern recognition. Feature 
Subset Selection becomes an important preprocessing part in the area of data 
mining.  Hence, to reduce the dimensionality of the feature space, and to 
improve the performance, document preprocessing, feature selection and 
attribute reduction becomes an important parameter. To overcome the problem 
of document preprocessing, feature selection and attribute reduction, a theoretic 
framework based on hybrid Information gain-rough set (IG-RS) model is 
proposed. In this paper, firstly the document preprocessing is prepared; 
secondly an information gain is used to rank the importance of the feature. In 
the third stage a neighborhood rough set model is used to evaluate the lower 
and upper approximation value. In the fourth stage an attribute reduction 
algorithm based on rough set model is proposed. Experimental results show that 
the hybrid IG-RS model based method is more flexible to deal with documents.    

Keywords: Document Preprocessing, Feature Selection, Information Gain, 
Roughset.  

1 Introduction 

Now a day the number of text document on the internet is increasing tremendously. 
To deal the large amount of data, data mining becomes an important technology. Text 
documents are growing rapidly due to the increasing amount of information available 
in electronic and digitized form [1][2], such as electronic publications, various kinds 
of electronic documents, e-mail, and the World Wide Web. Document Preprocessing 
and feature selection is very useful tool in today’s world where large amount of 
documents and information are stored and retrieved electronically. To solve this 
problem of dimensionality different technique such as document preprocessing, 
feature selection and attribute reduction approaches are used. Document 
preprocessing is a process that extracts a set of new terms [3][4] from the original 
document/ terms into some distinct key term set. Feature selection process a subset 
which selects from the original set based some criteria of feature importance. In a 
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wide range of text categorization many feature selection methods are used. [14] 
Proposed information gain is the most effective method compared to other five 
feature selection methods [16] such as IG, term strength, mutual information, X2 
statistic, document frequency.   

Feature Selection, called as attribute reduction is a major problem in the field of 
data mining, pattern recognition and machine learning. Features may be relevant or 
irrelevant; it may have different discriminatory or predictive power. To apply measure 
to calculate uncertainty from fuzzy approximation spaces and [14][15] used it to 
reduce heterogeneous data. However, it becomes time consuming to generate a fuzzy 
equivalent relation. Therefore to be more effective a hybrid method information gain 
and Neighborhood Rough set model has been proposed.     

2 Document Preprocessing 

To Organize and browse thousands of documents smoothly, document preprocessing 
becomes a most important step, which affects on the result [5] where thousands of 
words are present in a document set; the aim of this is to reduce dimensionality for 
having the better accuracy for classification. Document preprocessing is divided into 
following stages:  

1. Each sentences gets divided into terms  
2. Stop words removal  
3. Word Stemming  
4. WordNet Senses  
5. Global Unique words and frequent word set gets generated.  

3 Feature Selection 

Feature selection becomes an important task in machine learning, pattern recognition 
and data mining. It focuses on most important relevant features instead of irrelevant 
features [7] which makes more difficult in knowledge discovery process.  Feature 
subset selection finds an optimal subset feature of a database based on some criteria, 
so that an efficient classifier with a highest accuracy can be generated. For text 
categorization [13][14] compared other five feature selection method which includes 
Information Gain (IG), X2 statistic document frequency, term strength, and mutual 
information. [15[16] Proposed that IG is the most effective method as compared to 
other feature selection method.  

3.1 Feature Ranking with Information Gain 

Information Gain is used as a significance measures based on entropy. For feature 
selection information gain is used which constitutes a filter approach. Information 
gain is an attribute selection measure and is based on entropy. Feature selection  
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depends on the IG value of the feature; it also determines which feature to be selected. 
In machine learning field information gain is the most popular feature selection 
method. The information gain of a given feature ݐ௞with respect to the class ܿ௜ is the 
reduction in uncertainty about the value of ܿ௜ when we know the value of ݐ௞ 
Information gain of a feature tk toward a category ܿ௜ is labeled as follows ܩܫ ሺ ݐ௞ , ܿ௜  ) = ∑ ∑ ܲ ሺ ݐ, ܿሻ௧ఢ ൛௧ೖ,   ௧ೖൟ௖ ఢ ൛௖೔  ,௖೔ൟ log 

௣ሺ௧,௖ሻ௣ሺ௧ሻ௣ሺ௖ሻ   
Where ݌ሺܿሻ is the probability that category c occurs ݌ሺݐ, ܿሻ is the probability that 
documents in the category c contains the word t. ݌ሺݐሻ is the probability that the term t 
occurs. The larger information gain of a feature owns the more important the feature 
is for categorization using WordNet. 

3.2 Rough Set Theory 

In this section we review several basic concepts in rough set theory and attribute 
reduction. Throughout this paper we suppose that the universe data used is denoted by 
information system ሺܵܫሻ ൌ ൏ ܷ, ܣ ൐, where U is a non empty and finite set of 
samples ሼݔଵ, ,ଶݔ ,ଷݔ . . ,  ௡ሽ called an universe. A is a set of attributes to characterizeݔ
the samples. ൏ ܷ, ܣ ൐ is called as decision table. If ܣ ൌ ܥ ׫  where C is an ,ܦ 
condition attribute and D is an decision attribute. For Example given an arbitrary 
variable xi Є U and B C  C, the neighborhood  δB ሺ x ୧ ) of  x୧ in feature space B is 
defined as  
δB ሺ x ୧ )=  ൛x୨หx୨ ,׫ א  ∆B  ൫x୧  ,   x୨൯  ൑  δൟ, where ∆ is a distance function. For ׊୶ଵ,୶ଶ,୶ଷ    א U , it usually satisfies: 
1.  ∆ ሺxଵ, xଶ ሻ ൒ 0 , ∆ ሺxଵ, xଶ ሻ ൌ  0  if and only if x1=x2; 
2.  ∆ሺxଵ, xଶ ሻ ൌ  ∆ ሺxଶ, xଵ ሻ; 
3. ∆ሺ xଵ, xଷ ሻ ൑  ∆ ሺxଵ, xଶ ሻ ൅ ∆ ሺxଶ, xଷ ሻ; The three different metric distance 

functions are most widely used in machine learning and pattern recognition. A general 
metric names minkowsky distance can also be defined.  

If the set of objects and the neighborhood relation N over U is called as 
neighborhood approximation space. For any ك ࢄ  two objects called lower and ,ࢁ
upper approximation of x in ൏ ,ࢁ ࡺ ൐ are defined as ࢄࡺ ൌ ሼ࢞ࢾ | ࢏ ሺ ࢞࢏ ሻ ك  ,ࢄ ࢏࢞ א   ࢄࡺ ,ሽࢁ   ൌ  ሼ࢞ࢾ | ࢏ ሺ ࢞࢏ ሻ ת  ് ࢄ , ׎  ࢏࢞ א   ሽ ࢁ

Obviously  ك ࢄࡺ ك  ࢄ  The boundary region of X in the approximation .ࢄ ࡺ 
space is defined as ࢄࡺ࡮ ൌ ࢄࡺ  െ  The size of the boundary effects on the degree . ࢄࡺ 
of roughness of X in the approximation space൏ ,ࢁ ࡺ ൐. The size of the boundary 
region depends on attribute X to hold U and threshold ࢾ. 
3.3 Decision System Based on Rough Set  

An neighborhood information system also called a neighborhood decision system 
denoted by ܰܶܦ ൌ ൏  ܷ, ,ܦ ܷ ܥ ܰ ൐, if there are two kinds of attribute: condition and 
decision, and there at least exists a condition attribute for the neighborhood relation.  
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Definition 1: Consider the neighborhood  decision system ܰܶܦ ൌ ൏  ܷ, ,ܦ ܷ ܥ ܰ ൐, ݔଵ, ,ଶݔ . . ,  ௡ are the objects with decisions 1 to N, δBሺx୧ሻ is the neighborhoodݔ
information granule generated by attribute B ك C, the lower and upper 
approximations of decision D with respect to attribute B defined as NB D ൌ ڂ  NBX୧N୧ୀଵ  ,  NBD ൌ ڂ  NBX୧N୧ୀଵ  Where NB X ൌ  ሼx୧|δB ሺxiሻ ك  X , xi א Uሽ NB X ൌ ሼx୧|δB ሺx୧ሻ ת X ് , ׎  x୧ א  Uሽ   

The decision boundary region of D with respect to attribute B is defined as  

BN (D) =   NB D െ  NB  D 

Definition 2: Given any subset  X ك U in neighborhood approximation space <U, A, 
N, we define variable precision Lower and upper approximation of X as  N୩  X ൌ  ሼx୧|I ሺδ ሺx୧ሻ, X ሻ  ൒ k, x୧ א  Uሽ, N୩ X ൌ  ሼx୧|Iሺ δ ሺx୧ሻ, X ሻ  ൒   1 െ k, x୧ א  U ሽ,  

Where 1 ≥ K ≥ 0.5. 

Definition 3: Given the ܰܶܦ ൌ൏  ܷ, ׫ ܥ ,ܦ  ܰ ൐, the distance function ∆ and 

neighborhood size δ, the dependency degree of D to B is defined as γBD ൌ  |POSB ሺDሻ||U|  

Where |· | is the cardinality of a set. γBሺDሻ is the ability of B to approximate D. As POSB ሺDሻ ك    U,  we have 0 ൑  γBሺDሻ ൑ 1. we say D completely depends on B and 
the decision system is consistent in terms of ∆ andδ. If γBሺDሻ ൌ  1; otherwise, it can 
be D depends on B in the degree of γ. 

Definition 4: Given a neighborhood decision system ܰܵܦ ൌ ൏  ܷ, ׫ ܥ ,ܦ  ܰ ൐, ,ܥ ك ܤ א ܽ ׊ ,it defines the significance of a in B as Sigଵ ሺa , ܤ  B, Dሻ ൌ  γBሺDሻ െ γBିୟሺDሻ The significance of an attribute is based on three variables: a, B, and D. The 
above definition is for backward feature selection. In this redundancy features are 
eliminated from original feature one by one. The significance measure for forward 
selection is  Sigଶ ሺa, B, Dሻ ൌ  γBUୟሺDሻ െ  γBሺDሻ   ׊ a א A െ B  As 0 ൑ γBሺDሻ ൑ 1 and ׊ a א B ׷  γBሺDሻ ൒  γBିୟሺDሻ, we have 0 ൑  Sigଵሺa, B, Dሻ ൑ 1, 0 ൑  Sigଶሺ a, B, Dሻ ൑1. As attribute a is superfluous in B with respect to D if Sigଵ ሺa, B, Dሻ ൌ  0, otherwise, 
a is indispensible in B. With these proposed measure a forward greedy search 
algorithm for attribute reduction based on rough set theory has been proposed as 
follow 

From the Algorithm 1 it shows that the positive region of decision becomes 
monotonous with the attribute. So to increase the speed a fast forward algorithm has 
been proposed. An algorithm named fast forward algorithm has been proposed and 
explained as follow. 
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Algorithm 1. Forward greedy search algorithm for attribute reduction based on rough set 
theory. 

Input: 1.  <U, C U D, F>   2. Delta   3. Size of the neighborhood 
Output: reduct R 
׎ .1 ՜ R ; //R contains all selected attributes 
2. For each a୧ א  C െ R 

3. Compute  γR ׫ ୟ౟ሺDሻ ൌ  ቚPOSB׫౗౟ ሺDሻቚ|U|  

4. Compute SIG൫a୧,R, D൯ ൌ  γR׫ୟ ሺDሻ െ  γRሺDሻ 
5. End.  Consider the attribute a୩ satisfying SIG ሺ a୩, R, Dሻ ൌ  max୧ ሺSIGሺ a୧, R, Dሻሻ 
6. If  SIG ሺa୩, R,D)> €€ , where €€  is the positive number used for convergence. 
7. R ׫  a୩ ՜ R    Goto step 2  Else  Return R 
8. End if 

 
 

Algorithm 2. Fast forward attribute reduction based on rough set. 

Input: <U,C U D>  Delta, the size of the neighborhood 
Output: reduct R 
׎ .1 ՜  R, U ՜ S; R is the selected attributes and S is the set of samples out of 

positive region. 
2. While S ് ׎    
3.  for each a୧ א  A െ R    Generate an decision table DT୧ ൌ ൏ ܷ, ׫ ܴ  a୧, D ൐ 
׎ 4 ՜  POS୧     for each O୨ א  S     compute delta in NDT 

5.  if delta belongs to Xk       POS୧ U O୨ ՜  POS୧ 
6.  End if  
7. End for 
8. Find a୩  If POS୩ ്    ׎ 
9.    R ׫  a୩ ՜ R      S ՜  POS୩ ՜ S 
10.           Else 
16. Exit While 
17.   End if 
18. End While 
19. return R  
20 End 
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To consider discrete subsets an algorithm is modified as:  

Algorithm 3. Fast forward discrete attribute reduction based on rough set. 

Input: <U,C U D>, Delta, the size of the neighborhood 
Output: reduct R 
׎ .1 ՜  R, U ՜ S; R is the selected attributes and S is the set of samples out of 

positive region. 
2. While S ് ׎  
3. for each a୧ א  A െ R 
4. Generate an decision table DT୧ ൌ ൏ ܵ, ׫ ܴ  a୧, D ൐   ׎ ՜  POS୧   
5. for each O୨ א  S    compute delta in NDT 

6. if delta belongs to Xk    POS୧ U O୨ ՜  POS୧ 
7. End if  
8. End for 
9. Find a୩   If POS୩ ്  ׎ 
10. R ׫  a୩ ՜ R      S ՜  POS୩ ՜ S 
11.   Else 
12. Exit While 
13.   End if 
14. End While 
15. Return R  
16. End 

4 Experimental Analysis 

The data sets used in the experiments is outlined in Table 1. All the experiments have 
been carried out on a personal computer with Windows 7, Inter(R) Core (TM) i7 CPU 
(2.66 GHz) and 4.00 GB memory. The software used is MATLAB R2010b.  .  

Table 1. The general description of Reuters 21578 dataset 

Data set Feature samples Numerical 
attributes 

Class 

Reuters 21578 1328 24818 04 

 
Table 2 shows the number of selected features where the information gain feature 

selection technique has applied.  

Table 2. Feature reduced based on Information Gain 

Data set Feature 
samples 

Numerical 
attributes 

Information 
Gain 

% of features 
reduced 

Reuters 21578 1328 24818 9167 36.93 
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Table 3. shows the num
delta interval from [0.001, 0

Table 3.

Data set Algorithm No
sam

Reuters 
21578 

Algorithm 1 13
Algorithm 2 13
Algorithm 3 13

 
Figure.1 presents the num

 

Fig. 1. N

Table 4 shows the num
interval of [0.001, 0.5].  

Tab

Data set Algorithm N
F

Reuters 
21578 

Algorithm 1 
Algorithm 2 
Algorithm 3 

 
 
 
 

d Attribute Reduction Based on Hybrid IG-RS Approach 

mber of feature selected for Rough set by considering 
0.015,0.01] 

 Number of Features Selected for Rough set 

o. of Feature 
mples  

Numerical 
attributes 

RS 
δ=0.001 δ =0.015 δ=0.01 

28 24818 497 483 477 
28 24818 523 517 509 
28 24818 538 524 518 

mber of features selected for rough set approach. 

 

Number of Features selected for Rough set 

mber of features selected using IG-RS technique for d

ble 4. No. of Features selected for IGRS 

No. of 
Feature 
samples  

Numerical 
attributes 

IGRS 
δ  =0.001 δ =0.015 δ =0.0

1328 24818 115 110 98 
1328 24818 117 114 109 
1328 24818 121 117 111 

549 

the 

delta 

1 
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Figure 2. Shows the num
 

Fig. 2

5 Conclusion 

In this paper, document p
approaches are used to redu
large number of terms. In t
the stop words are removed
with the help of Wordnet
information gain is used 
neighborhood rough set mo
value. Lastly attribute reduc
a hybrid approach IG-RS 
feature selection.  
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