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Abstract. In recent times owing to the magnitude of data present digitally 
across networks over a wide range of databases the need for text summarization 
has never been higher. The following paper deals with summarization of text 
derived from the syntactic and semantic features of the words in the document. 
We apply the technique of calculating a threshold value from both the attribute 
and semantic structure of the individual words. The algorithm helps in 
calculating the threshold value in order to give weightage to a particular word in 
a document. Initially the document undergoes the preprocessing techniques; the 
obtained data will be kept in a data set, then on that data we will apply the 
proposed algorithm in order to get a summarized data. 
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1 Introduction 

In recent times the documents we see and come across are exceeding our capacity and 
time frame to read them. Hence the need for automatic text summarization has never 
been greater. This enables us to understand and comprehend the idea and thought 
behind a document in a compressed form. For this purpose we extract sentences and 
form an effective summary using our proposed algorithm. The summary that is 
obtained remains unchanged in its meaning. The summary should meet the major 
concepts of the original document set, should be redundant-less and ordered. The 
summarization of text is lies on sentences either being extracted or generated. 
Extracting a sentence basically derives upon accessing words that have peculiar 
attributes i.e. italic, bold, and underlined, title word, start word etc.   

Generating sentences has possessed far too many problems owing to its complex 
analytical nature and profound knowledge required for calculating and generating 
words basing on the documents provided. The paper focuses on extracting sentences 
based upon the syntactic and semantic features of the content in the text. It is argued 
that summaries generated automatically are far more inferior to the ones generated by 
humans.  
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1.1 Summarization 

 Text mining is the analysis of data contained in natural language text. Text mining 
works by transposing words and phrases in unstructured data into numerical values 
which can then be linked with structured data in a database and analyzed with 
traditional data mining techniques.Text summarization (TS) is the process of 
identifying the most salient information in a document or set of related documents and 
conveying it in less space (typically by a factor of five to ten) than the original text. 
Identifying the redundancy is a challenge that hasn’t been fully resolved yet. Method 
consists of selecting important sentences, paragraphs etc. from the original document 
and concatenating them into shorter form without changing the original concept or 
meaning of the document.It is very difficult to achieve consistent judgments about 
summary quality from human judges. This fact has made it difficult to evaluate (and 
hence, improve) automatic summarization.  

Summarization task is done in two different methods, i.e. extractive and 
abstractive. An extractive summarization of sentences is decided based on statistical 
and linguistic features of sentences. An Abstractive summarization [9] [10] attempts 
to develop an understanding of the main concepts in a document and then express 
those concepts in clear natural language. It uses linguistic methods to examine and 
interpret the text and then to find the new concepts and expressions to best describe it 
by generating a new shorter text that conveys the most important information from the 
original text document.  

1.2 Summarization Features  

The font based feature i.e. bold, italic, underlined and all the combination of these 
are considered to be more important when calculating the weight for ranking the 
sentences of the document. For this reason the accuracy rate of our system is more 
than that of MS-Word automatic text summarization in most cases. cue-phrase 
feature is based on the hypothesis that the relevance of a sentence is computed by the 
presence or absence of certain cue words in the cue dictionary. Sentences containing 
any cue phrase (e.g. “in conclusion”, “this letter”, “this report”, “summary”, “argue”, 
“purpose”, “develop”, “attempt” etc.) are most likely to be in summaries.Sentence 
location feature is usually first and last sentence of first and last paragraph of a text 
document are more important and are having greater chances to be included in 
summary.Sentence length feature is very large and very short sentences are usually 
not included in summary.Proper noun feature is name of a person, place and 
concept etc. Sentences containing proper nouns are having   greater chances for 
including in summary.Upper-case word feature finds sentences containing acronyms 
or proper names are included.Title method finds the sentence weight is computed as a 
sum of all the content words appearing in the title and (sub-) headings of a text.  you 
have more than one surname, please make sure that the Volume Editor knows how 
you are to be listed in the author index. 

Single document summarization is the process of creating a summary from a single 
text document. Multi- document summarization shortens a collection of related 
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The summarized data will be obtained by using an algorithm which is combination 
of both font based and cue-phrase technique. Initially the document undergoes 
preprocessing techniques then we apply proposed technique on the obtained data after 
preprocessing.  

2.1 Threshold Value Calculation 

A value beyond which there is a change in the manner  is called Threshold value. 
Where T_Value is taken as follows: 

• For F b, F I, F u, F c, T_Value=1 

• For F b – F I , F I – F u , F b – F u , F b –F c , F I -F c ,F u - Fc 
T_Value=2 

• For F b –F u –F c, F b – F I – F c ,  F I - F u – F c T_Value=3 

• For F b – F I - Fu- F c T_Value =4 

2.2 Algorithm 

           Input: A text in .txt or .rtf format. 

           Output: A relevant summarized text which is shorter than the original text 

           Step 1: Read a text in .txt or .rtf format and split it into individual tokens. 

           Step 2: Remove the stop words to filter the text. 

           Step 3: Add a weight  to the sentences  which are  appear in bold, italic,     

              underlined, cue word or any combination of these. The weight value can be  

             calculated as: 

                     

 

       Step 4 : Rank the individual sentences according to their Weights. If the F value is   

          high then  the rank is lower. 

      Step 5: Finally, extract the higher ranked sentences including the first sentence of  

          the first paragraph of the input text in order to find the required summary. 

                   F = ( ∑ ( Frequency of the Special Term * T_Value ) ) / Total No. 
of Special terms in the sentence  
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