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Abstract. The aim of this work to suggest and apply a unify model by 
combining the Computationally Efficient Functional Link Artificial Neural 
Networks (CEFLANN), Hidden Markov Model (HMM), and Genetic 
Algorithms (GA) to predict future trends from a highly uncertainty stock time 
series phenomena. We present a framework of an intelligent stock forecasting 
system using complete features to predict stock trading estimations that may 
consequence in better profits.  Using CEFLANN architecture, the stock prices 
are altered to independent sets of values that become input to HMM. The 
trained and tested HMM output is used to identify the trends in the stock time 
series data.  We apply different methods to generate complete features that 
raise trading decisions from stock price indices. We have used population based 
optimization tool genetic algorithms (GAs) to optimize the initial parameters of 
CEFLANN and HMM. Finally, the results achieved from the unified model are 
compared with CEFLANN and other conventional forecasting methods using 
performance assessment techniques. 
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1 Introduction 

The most important factor for being successful in trading in stock market is the ability 
to predict future market fluctuations appropriately. The goal of every investor is to 
buy stocks when market is low and sell when market trend is high to gain profit. 
Analyst’s and researchers speaks related to the efficient market supposition, it is 
practically impossible to predict accurately based on historical stock market data. 
Professional traders use two major types of analysis to make accurate decisions in 
financial markets: fundamental and technical. Fundamental analysis is to consider 
company’s overall condition of the economy, type of industry and overall financial 
strengths. Whereas technical analysis depends on charts, comparison tables, technical 
indicators and historical prices of stocks.  
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Presently forecasting technique has improved the accuracy by introducing vital 
forecasting methodologies. Though, the technical analysis traditionally started with 
various statistical models as a tool for forecasting future data with the help of historical 
data. Different models introduced like Auto Regressive Integrate Moving Average 
(ARIMA) [1], a flexible autoregressive conditional heteroskedasticity (ARCH) model [2] 
and Multiple Linear Regression (MLR) [3] are used for forecasting the time series 
phenomena. However such models are not good enough to predict efficiently when the 
stock time series data is considered as highly non-linear, high degree of vagueness, and 
volatile. Presently technical analysis is carry out by using advanced machine intelligence 
methods. Artificial Neural Network (ANN) [4], [5], [6] is suggesting one of the efficient 
soft computing methods for stock market prediction. ANN’s are data driven model and are 
not efficient because of the multiple layers between the input and output layers. To 
improve further in accuracy and efficiency in forecasting researcher have also used Fuzzy 
logic, which is based on expert knowledge. Fuzzy logic can be used either autonomously 
[7], [8] or hybridized [9], [10] with other methods for forecasting stock data. These ANN’s 
and hybrid network systems involves more computational complexity during training and 
testing for forecasting stock time series data. HMM [11], [12], [13] is a form of 
probabilistic finite state system used extensively for pattern recognition and classification 
problems. Using HMM for predicting future stock trend based on past data is not simple. 
HMM that is trained on the past dataset of the chosen stocks is used to search for the 
variable of interest data pattern from the historical dataset. In order to accomplish better 
prediction than the other models, the intellectual Functional Link Artificial Neural 
Network (FLANN) [14], [15], [16] is used. These networks are computationally efficient, 
involve less computational complexity and provide superior prediction performance 
compared to other standard models. In this paper we have proposed a unify model 
combining computationally efficient functional link artificial neural network 
(CEFLANN), Hidden Markov Model (HMM) and genetic algorithms (GAs) to achieve 
the better forecasting results. We have explored three different stock data for forecasting to 
exhibit our model. The prediction results obtained from our model is further compared 
with the fusion model of ANN, HMM, and GA discussed in paper [17].  

In this paper, we imply and develop a unify model consisting of computationally 
efficient Functional Link Artificial Neural Network (CEFLANN) structural design 
[18], [19] with HMM and a population based optimization tool genetic algorithms 
(GAs) [20] for better prediction of prices of leading stock market phenomena. The 
structure of CEFLANN model is simple and with proper jumbles of technical and 
fundamental parameters prediction accuracy is improved. A Hidden Markov Model 
(HMM), which is built on the probabilistic structure for modeling time series 
annotations to predict stock prices.  Further by using population based optimization 
tool GAs for initializing the parameters of the CEFLANN and HMM.  

The rest of the paper is planned as follows: section 2, the details of the unify model 
provided; section 3, study of datasets; section 4, experimental setup, performance 
estimation and results; and lastly section 5 tenders a brief conclusion and advance 
researches are given. 
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2 Overview of the Unify Model 

2.1 Computationally Efficient Functional Link Artificial Neural Network 
(CEFLANN) Model 

The architecture of CEFLANN described in the paper [18], [19] is a nonlinear 
adaptive model and can approximate stock time series phenomena through a 
supervised learning. The algorithm used in the CEFLANN is an optimum method for 
computing the gradients of the error by the help of back-propagation learning method. 
This algorithm usually treated as robust with respect to annoyance or unstable data. 
Fig. 1 shows the block diagram representation of CEFLANN architecture. 

This CEFLANN architecture uses a functional expansion block where all the inputs 
are used to enhance the dimension of input space as described below.  
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Where, the associate parameter given in matrix [A] eq. (3) and input matrix X in 

eq. (1) is used in above eq. (2) 
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The weight vector [W] and associated parameters [A] are updated in the direction 

of the negative gradient of the performance function using back-propagation learning 
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algorithm by computing the error between the target output and the expected output is 
written in eq. (5) 

  Oxe m −= +1                              
 (5) 

By taking gradient of the error with respect to the weights, the weight adjustment is 
obtained in eq. (6) 
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2.2 Hidden Markov Model 

A Hidden Markov Model (HMM) is like a finite state machine that represents the 
statistical regularities of sequences. In HMMs, the states are hidden and observations 
are probabilistic function of state. Steps to define HMM more formally: 

 Step-1: N, the number of states in the model. 
              S = {s1, s2 ...sN} 

 Step-2: M, the number of distinct observation sequences. 
             Q = {q1, q2 ...qm} 

 Step-3: The state transition probability distribution matrix, }{ ijtT =  

Where, 
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Where, c’ is the next state, c is the current state, and Sj is the jth state. 

Step-4: Observation Probability distribution matrix, )]([ ts qbB
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Step-5: The initial state distribution vector [π] and  
)(Pr 0 ii sqob ==π  

Where, i ≤ N and q0 is initial state 
    

Step-6: The final HMM model is λ= (T, B, π) 
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In this study, the Baum–Welch algorithm [13] is attempted to re-estimate the 
HMM parameters A, B and π so that the HMM model best fits in the training data set. 
An algorithm Forward- Backward method is used to compute the probability P(Q/λ) 
of observation sequence Q= q1, q2,.....qm for the given model λ, where λ = (A, B, π). 

2.3 Integration of CEFLANN with  HMM 

The proposed unify model consisting of CEFLANN and HMM cascaded as shown in 
given Fig. 1 to forecast stock prices. We have employed CEFLANN as a tool to bring 
out an observed sequence. These observed sequences are further introduced to HMM 
to improve a better accuracy in the prediction result. The GA is used to find out 
optimal initial parameters for both CEFLANN and HMM.  

 

 

Fig. 1. The UNIFY MODEL 

 
To combine CEFLANN and HMM to make our unify model the integration 

method states below: 
a. We have created the structure of the CEFLANN having ‘m’ inputs of real 
historical data and ‘m’ number of enhanced input using FEB. One bias term is also 
introduced for reducing error during training the network. 
b. We have initialized the respective parameters of the network. 
c. The output of the network ‘O’ resulted from CEFLANN is fed into the HMM as 
input to get the final output ‘Y’. 
d. GA method is used to optimize the initial parameters of CEFLANN and HMM 
since performance of these methods depends on the initial values. 

2.4 Using GA to Optimize the Parameters of HMM 

There are three parameters in HMM (T, B, π) which are needed to optimize by using 
GA instead of considering random values. The initial parameters of GA are chosen 
suitably. The initial parameters of GA are as follows: 
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For Observation probability distribution      and
Transition probability matrix

Chromosome size 16
Population type Double
Population size 20
Elite parent selection 2
Crossover fraction 0.8
Migration fraction 0.2
Generation 100
Fitness limit -infinity
Initial Population Random
Fitness scaling Rank Scaling
Selection Stochastic Uniform

For Initial probability distribution

Chromosome size 4
Population type Double
Population size 20
Elite parent selection 2
Crossover fraction 0.8
Migration fraction 0.2
Generations 100
Fitness limit -infinity
Initial Population Random
Fitness scaling Rank Scaling
Selection Stochastic Uniform

 

3 Construction of Stock Data Indices 

3.1 Historical Data Set  

For investigating the efficiency of the proposed model we have used stock data 
collected from different industries share market price. The Reliance Industries 
Limited (RIL), Tata Consultancy Services (TCS), and Oracle Corporation (ORACLE) 
historical prices of stock data used to analyze the results. More than 2000 data 
patterns considered which consists of open price, high price, low price, close price 
and volume of the stocks. The proposed model which is designed to forecast the next 
day closing price by taking input as each day’s close price in the stock index of 
datasets. Following 80:20 ratio, we have used closing price of 200 days for training 
and next 30 days of closing price is used for testing the model. The MATLAB 
implementation has done for forecasting using the proposed unify model. 

3.2 Data Normalization 

To form an input vector for the unify model to learn, the range of values is 0 to 1. The 
historical past data collected from web is used for training and testing the model. The 
normalization formula in the following equation (7) is shaping by stating the data in 
terms of maximum and minimum values of the stock data. 

minmax

min

xx

xx
NV i

−
−=                           (7) 

Where, NV is normalized value and xi is actual value, xmin and xmax represents 
minimum and maximum values of original stock data set. 
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4 Experiments and Results 

4.1 Simulation Results 

The comparison of target vs. predicted stock closing price of RIL stock during testing 
of CEFLANN only and with HMM is given in Figs. 2 & 3. The stock market indices 
for one day in advance for a period of 30 days are showcased. 
 

22-May-14 05-Jun-14 19-Jun-14 03-July-14
950

1000

1050

1100

1150

1200
Target & Predicted Testing usnig FLANN for RIL

Date

Pr
ic

e

 

 

Actual
Predicted

 

Fig. 2. Testing results of RIL using CEFLANN 
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Fig. 3. Testing results of RIL using UNIFY MODEL 

The comparison of target vs. predicted stock closing price of TCS stock during 
testing of CEFLANN only and with HMM is given in Figs. 4 & 5. The stock market 
indices for one day in advance for a period of 30 days are showcased. 
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Fig. 4. Testing results of TCS using CEFLANN 
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Fig. 5. Testing results of TCS using UNIFY MODEL 

The comparison of target vs. predicted stock closing price of ORACLE stock 
during testing of CEFLANN only and with HMM is given in Figs. 6 & 7. The stock 
market indices for one day in advance for a period of 30 days are showcased. 

 

30-May-14 13-Jun-14 27-Jun-14 14-July-14
39

40

41

42

43

Target & Predicted Testing usnig FLANN for ORACLE

Date

Pr
ic

e

 

 

Actual
Predicted

 

Fig. 6. Testing results of ORACLE using CEFLANN 
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Fig. 7. Testing results of ORACLE using UNIFY MODEL 

4.2 Performance Metric 

To evaluate the performance of the proposed model there are various criterions can be 
used. Popularly the accuracy measures like Mean Absolute Percentage Error (MAPE) 
and Average Mean Absolute Percentage Error (AMAPE) is used to study the accuracy 
of the model. The above named error calculation methods are mentioned below in eq. 
(8) and eq. (9). 
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Where yye t −= , ty & y represents the actual and forecast values; y is the 

average value of actual price. 
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4.3 Results 

Table 1. Performance Comparison on daily closed price of various stocks by using simple 
ANN-HMM-GA 

Table 2. performancecomparison on daily closed price of various stocks by using only CEFLANN 

Stock Duration 
(30 Days) 

Performance Assessments 

MAPE AMAPE 

RIL 
22/05/2014 

to 
03/07/2014 

8.7212 8.7324 

TCS 
09/06/2014 

to 
21/07/2014 

7.2600 7.2814 

ORACLE 
30/05/2014 

to 
14/07/2014 

5.8512 5.8669 

Table 3. Performance Comparison on daily closed price of various stocks by using unify model 

Stock Duration 
(30 Days) 

Performance Assessments 

MAPE AMAPE 

RIL 
22/05/2014 

to 
03/07/2014 

6.1854 6.1795 

TCS 
09/06/2014 

to 
21/07/2014 

5.6401 5.662 

ORACLE 
30/05/2014 

to 
14/07/2014 

5.6569 5.6713 

 

Stock Duration 
(30 Days) 

Performance Assessments 

MAPE AMAPE 

RIL 
22/05/2014 

to 
03/07/2014 

9.1720 9.3324 

TCS 
09/06/2014

to 
21/07/2014

10.3611 10.3810 

ORACLE 
30/05/2014 

to 
14/07/2014 

6.9921 7.3630 
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5 Conclusion 

The main idea of this paper was to build a unify model that can be used in predicting 
the stock time series phenomena in the decision making process and that would 
execute similar to an actual investor. We have proposed a high-tech method that can 
forecast one-day ahead market values by using our unify model. Our experimental 
analysis concluded that, by implementing and testing the proposed method on real 
stock data, we could estimate the market trend and make acceptable decisions. Our 
unify model consists an adaptive CEFLANN, a HMM and GAs to forecast stock data 
indices. We find the performance of the unify model is better than that of the basic 
models (Hassan, Baikunth and Michael, 2007) and our adaptive model (D K Bebarta, 
Birendra Biswal and P K Dash, 2012). The adaptive CEFLANN based on back 
propagation learning method used combining with HMM by the help of optimized 
parameter using GAs to forecast three different stocks. The results obtained from all 
models suggested our unify model gives best accuracy over other methods. Further 
this work can be suitably extended to get prediction result with improved MAPE by 
using high end learning methods like case based dynamic window and adaptive 
evolutionary optimized method differential evolution (DE) algorithm. 
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