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Chapter 1

Modeling and Simulation of the Emergency
Diesel Generator Based on MATLAB

Dongfu Zhang and Jianhua Cui

Abstract The loading calculation is one of the key technologies for the emergency
diesel generator which plays an important role in nuclear power. For the purpose of
analyzing the process of loading, this chapter has established a simulation model
of the emergency diesel generator based on MATLAB/Simulink, which may accu-
rately reflect the mechanical and electromagnetic coupling process and the nature
of the strong coupling and nonlinearity. The author simulates the loading process of
the emergency diesel generator with the simulation results showing that the model
is correct and reasonable; in the meanwhile, a theoretical guidance for the capacity
choices of the emergency diesel generator is provided.

Keywords Diesel generators - Simulation * Loading calculation

1.1 Introduction

In the nuclear power plants, it is important to ensure the continuity of power supply.
The emergency power system must be adopted except for the redundant power sup-
ply line. The world widely uses the emergency diesel generator (EDG) to provide
emergency power for the emergency bus in the loss of normal power supply and
thus ensures continuous power supply for the critical equipment.

Under the background of nuclear localization, it is significant to analyze and
simulate the EDG, which has not been localized yet. The simulation analysis of
asynchronous motor loading process is a key technology in EDG that determines
the selection of diesel and generator and the overall design requirements of EDG.

The EDG is a strongly coupled and complex nonlinear system. The author es-
tablishes a detailed mathematical model of the EDG and analyses the process of
loading induction motors.
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Fig. 1.1 Model of an emergency diesel generator

1.2 Mathematical Model of the Emergency Diesel
Generator

The EDG mathematical model, which is established based on the MATLAB/Simu-
link platform under the guidance of modular thinking, is shown in Fig. 1.1. The syn-
chronous generator model, excitation system model, diesel, and its speed controller
model and asynchronous motor model are included in the model.

1.2.1 Mathematical Model of the Synchronous Generator

The generator with uniform air gap can be considered as a special case of nonuni-
form air-gap generator; therefore, it is universal to analyze the salient rotor genera-
tor. The author focuses on the analysis of the salient rotor generator’s mathematical
model.
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The electromechanical transient model is sufficient to characterize the generator
features [1]; thus, the five-order practical generator model is adopted:

{ud = E, +Xi, —Rj,

u,=E -X/i,~Ri

T, pE, =E —(E - X, E +XE)

T, pE =—E +E —(X,-X)ji, . (1.1)
T, pE, =-E +(X - X))

>

Tpo=T,-[Ei +E/i,+(X, - X,)ii]- Do
po=w-1

wherein p is the differential operator, E is the d-axis sub-transient force, E, is the
g-axis sub-transient force, Eq’ is the g-axis transient force, E; is the stator excita-
tion force; 7, is the drag torque of the generator, and D 1is the generator damping

[2].

1.2.2 Mathematical Model of the Excitation System

Most of the EDG excitation systems use the alternating current (AC) exciter. AC
exciter with rotary rectifier, from which carbon brushes and slip rings are removed,
is more reliable and highlights higher performance than the exciter with a static
rectifier.

The author has established a mathematical model of an AC exciter that takes into
account the effect of magnetic saturation, voltage drop caused by changing arc, and
demagnetization caused by armature reaction. The schematic diagram is shown in
Fig. 1.2.

1.2.2.1 Saturation Coefficient of an AC Exciter

Figures 1.3 and 1.4 show the excitation characteristics of the AC exciter:

Epp _ K/(R(I+R/1) (12)
A (1—K/r)+M '

1+R/r ) R

Ve = Epp = Klgp(B/ A), (1.3)
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Fig. 1.2 Schematic diagram of an AC exciter. AVR automatic voltage regulator

wherein Epp is the exciter output voltage, Vy is the excitation voltage of the exciter,
and the meaning of the other parameters above is shown in Figs. 1.3 and 1.4 [3].

Combining Egs. (1.2) and (1.3), we can get the following relationship, which
takes the magnetic saturation into account:

Epp K/(RQA+R/r)) _K/(RA+R/r))

= = , 1.4
Ve  Kpg+({(A-B)/B)/(A+R/r)+Tgs  Kp+Sg+1gs (14
Fig. 1.3 Exciter saturation A
characteristics “FD
C
/
. tangp——K
,<__’/$ I FF

Fig. 1.4 Exciter structure.
AC alternating current
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wherein S; =((4—-B)/B)/(1+ R/ r), which is the exciter saturation factor, and K
is the self-excited coefficient of the AC exciter. If we excite the exciter separated, r
equals oo, and Sy equals (4—B)/B.

1.2.2.2 Armature Reaction of the AC Exciter

The biggest difference between the AC and the direct current (DC) exciter on the
characteristics is that the armature reaction of the AC exciter is strong and must be
taken into consideration. The load current of the AC exciter can be considered as a
vector on the vertical axis; and it uses K, to represent the armature reaction coef-
ficient.

1.2.2.3 Voltage Drop Caused by Changing Arc

When the arc is changed, the voltage drop will be produced. If the voltage drop of
rectifiers is ignored, the DC output voltage equals to no-load voltage minus the volt-
age drop caused by changing arc. According to the current operating characteristics
of the three-phase rectifier bridge, we can derive the corresponding formula [4]:

Egp = Vi (105771 ), when I < 0.433

Epp =V (,/0.75—1N2 ),when 0433<1y <075 . (1.5)

Eepy =V (V3(1- 1)), when 0.75 < Iy <1
1.2.2.4 Mathematical Model of the Automatic Voltage Regulator (AVR)

The voltage regulator mainly consists of the voltage detecting part, the comparing
part, and the correction part. The voltage detection part can be generally expressed
by the first-order inertial link with its transfer function as:

Ky

Wol$) =1y
T

(1.6)

where K is the ratio coefficient of the RC filter and 77 is the time constant.

In order to improve the static and dynamic characteristics of the excitation sys-
tem, it is necessary to correct the excitation system. The transfer function of cor-
rection link is:

Kgs
1+Ts’

(1.7)

We(s) =
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where Ky and T} are the ratio coefficient and time constant of the feedback, respec-
tively.

1.2.3 Mathematical Model of the Diesel Engine and Its Governor

The diesel engine and its governor are a complex, nonlinear, and dynamic system,
whose structure diagram is shown in Fig. 1.5.

1.2.3.1 Mathematical Model of the Controller

The controller is mainly used to adjust the speed of the diesel engine, while the
proportional integral derivative (PID) controller is widely adopted in engineering.
The author tunes the parameters of the controller with the critical ratio method
and obtains satisfactory control performance. The speed measurement is generally
expressed by the first-order inertia link. If its dynamic impact on the governor is
ignored, its transfer function can be set to 1.

1.2.3.2 Mathematical Model of the Actuator

The actuator’s role is to convert the controller output to the axial displacement,
which is positively correlated with the controller output. The actuator transfer func-
tion is:
a(s) _ K,
u,(s) Iis+1 ’

(1.8)

wherein K is the actuator gain and 7, is the time constant of the actuator.

1.2.3.3 Mathematical Model of Torque Lags

As to certain diesel engine, the time delay caused by actuator, combustion process,
and thermodynamic process can be expressed by the following formula:
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My(s) 1
a(s) tds+1’

(1.9)

where ; is the time constant, which can be calculated according to the formula:
(A5/n,) <ty <(1A5/n, +120/ (n,i)) , where n, represents the rated speed of diesel
engine and i represents the number of strokes of diesel engine.

1.2.3.4 Mathematical Models of Diesel

The diesel engine normally can be expressed by first-order transfer function:

a(s) _ 1
My()=M(s) Tps+Cy’

(1.10)

wherein Cy and 7, refer to the damping coefficient and the time constant of the die-
sel engine, respectively.

1.2.4 Mathematical Model of the Induction Motor

In general, the stator winding transient process of asynchronous motors is much
faster than the electromagnetic transient process of rotor winding, and even faster
than the power system transient process [5]; therefore, the stator transient process
of induction motor can be ignored. The Park equation of induction motor is listed
as below:

u, 0 —aH"m 0 0 0ffz,
u, 0 ¥, 0 r 0 0fi
ol ” ¥, " ~(w-w)¥ | [0 0 r ofi
| 0 ¥, (0-w)¥, | L0 0 0 r][i
(¥, Lo L olli]

Y, 0 L 0 L i, (1.11)
¥, - L 0 L 0
|, o L o0 L |i /]

:—JLm(iqgid' ii)

; )

e P(r 1)
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where L, L., L, L., L, Dj» and J refer to the stator leakage inductance, the ro-
tor leakage inductance, the stator inductance, rotor inductance, the mutual induc-
tance between stator and rotor, the number of pole pairs, and the moment of inertia,
respectively. T,,T;,®, refer to the motor electromagnetic torque, the motor load
torque, and the instantaneous angular velocity of the motor rotor, respectively.

1.3 Simulation Results

Choose one synchronous generator which is rated at SMVA with the rated line volt-
age of 6 kV and rated frequency of 50 Hz.

Main parameters of the diesel engine: ¢4 is 0.042, 7, is 2.247, C, takes 0.03. PID
controller parameters: K is 20, 7} is 0.1, Tj, takes 0.05.

Model 6kV_asyn_group and model 380V _asyn_group, in the simulation model,
used to simulate the EDG loading process, shown in Fig. 1.1, and are used to simu-
late the plant pump, the safety injection pump, the spray pump, the feed pump, the
chiller, the blower, etc.

The EDG automatically starts, accelerates, and establishes voltage when the se-
curity segment loses power supply. If the entire load is loaded at the same time, the
voltage and frequency will fluctuate drastically, and the requirement for the capac-
ity of EDG is relatively high; therefore, the EDG loads the asynchronous motor step
by step that would reduce the capacity of the EDG, reduce costs, and enable the
loading in a fast and efficient manner. The simulation results are shown in Figs. 1.6,
1.7, 1.8, and 1.9.

Fig. 1.7 Terminal current
curve
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The diesel engine starts first to drag the synchronous motor to synchronous
speed, the exciter starts at 2 s, the first asynchronous motor is loaded at 5 s, and the
other induction motors are loaded sequentially at 7, 9, 11, 13, 15, 17, 18, and 20 s.

The synchronous motor terminal voltage has the rise time 0f 0.93 s, the peak time
of 1.11 s, the overshoot of 9%, the adjusting time of 1.37 s (deviation of 2%). The
generator rotor speed has the overshoot of 24 %, the rise time of 0.14 s, the peak
time of 0.24 s, and the adjustment time of 1.02 s (deviation of 2 %). The excitation
system starts to work at 2 s, and V; reaches its maximum after 0.1 s.

The figures show that the inrush current is large when the induction motor is
loaded. As soon as the EDG loads the asynchronous motor, the stator current rapidly
rises to the maximum amplitude, 68 times of its rated value; in addition, the effect
generated by the loading process on the synchronous generator rotor speed is not
significant.

We can know that the power factor of the diesel generator system becomes small-
er and smaller with the loading induction motor step by step because the asynchro-
nous motor is inductive. During the process of loading, the amplitude of voltage is
stable, the adjustment of the exciter is timely and accurate, and the speed fluctuation
is relatively small. At the end of the loading process, the load rate is 32 % with the
maximum load rate of 51 %; thus, the simulation system has a two-fold margin to
meet the actual demand.

1.4 Conclusion

As the EDG is an important facility to ensure the safety of nuclear power plants, it
is significant to simulate and analyze the EDG. The author has established a simula-
tion model of the EDG based on the MATLAB/Simulink platform and simulated the
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loading process of the induction motor with the simulation results showing that the
model is reasonable and correct; besides, the results provide a method and basis for
the capacity choice of diesel engines and generators.
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Chapter 2

The Metal Oxide Arresters Online Monitoring
System Based on WIA-PA

Dan Li, Jie Tong, Mingyue Zhai and Yanhong Zhao

Abstract Metal oxide arresters (MOA) are widely used to protect the power facili-
ties” overvoltage in substation, but it is very hard to find the fault point due to its
large amount of usage and wide distribution. Thus, a kind of wireless networks for
industrial automation-process automation (WIA-PA) online monitoring system for
MOA is developed. First, the monitoring device contacts the gateway via wireless;
then, the software is designed to realize the real-time monitoring of MOA situation,
and finally, the test and analysis are carried out.

Keywords MOA - Online monitoring + WIA-PA

2.1 Introduction

The Metal oxide arrester’s (MOA) operating quality will directly influence the se-
curity of the power system. In the operating voltage, the leakage current will flow
through the arrester. In this case, the heat generated will increase the temperature
of the resistor and the long-term work will make the resistors aging [1]. Once the
overvoltage is produced, the arrester will be subject to the heat collapse or even an
explosion, followed by the loss of the protective effect; therefore, we need uninter-
rupted online monitoring to ensure the safe operation of the arrester.

Back to the regular maintenance phase, generally through the nonperiodic pre-
ventive test, charging test, etc., there are big shortages represented from the follow-
ing two aspects: The voltage applied to the sides of the arrester and the withstand
voltage in the normal working state are different, and then, the measured data cannot
accurately reflect the operating condition of the arrester; there is heavy workload
and big security risk for staff. If the economic considerations and basic equipment
are not enough, it will easily cause excess or lack of maintenance.
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Thus, the traditional nonperiodic preventive test and charging test are unable to
detect a fault timely; it is more difficult to detect the possible failures [2].

If the arrester monitoring system uses the traditional wired network as the com-
munication mode, the staff should wire the on-site power lines and communication
lines before establishment of the station by clearing the cable channel and distri-
bution. In the course, the cabling and wiring work is more complicated, even it is
heavy workload with high costs. As the long-distance transmission of analogy will
introduce a lot of interferences, it is difficult to ensure the validity of the results.

The use of wireless communication is an effective solution to these problems.
In this system, the industrial application of wireless networks for industrial auto-
mation-process automation (WIA-PA) technology enables wireless transmission
substation in the local area with signal-synchronized capture and data-centralized
transmission. We can easily achieve the system’s requirements on availability; be-
sides, it can fully comply with the unmanned substation and the demanding of state
maintenance.

2.2 WIA-PA Technical Overview

WIA-PA is oriented to the information interaction among the equipments, is applied
to bad industrial field environment [3]. It was put forward by Shenyang Automation
Research Institution of Chinese Academy of Sciences and other 10 units; currently,
it has become the official IEC standard by unanimous vote on October 14, 2011,
as one of the important standards in the fields of international industrial wireless
technology.

WIA-PA network of self-organization and self-healing smart mesh networks
with ad hoc network routing mechanisms are very similar. As to the mesh networks
in a number of communications [4], the key factor affecting network reliability is
the routing. It features the property of real-time communication, high reliability,
low power consumption, etc. WIA-PA network uses a double mesh and star network
architecture, as shown in Fig. 2.1. It combines the centralized and the distributed
management as the network resources managing methods. In this manner, the WIA-
PA network has good performance and will become a focus of study in the industrial
applications.

Accordingly, as demanded by the arrester online monitoring, WIA-PA can solve
such problems of monitoring as the leakage current of the arrester. As a wireless
communication network, each of the voltage sensor, the current sensor, and the
gateway all contacts via wireless, which will not give rise to any additional risk and
has a high degree of system reliability; meanwhile, according to the superiority of
WIA-PA, the new online monitoring of industrial wireless communication systems
can be designed so as to promote the upgrading of traditional monitoring network

[5].
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Fig. 2.1 Wireless networks for industrial automation-process automation (WIA-PA) network
topology architecture

2.3 Monitoring System

This MOA online monitoring system conducts a comprehensive hardware and soft-
ware design and gives the system’s architecture designed principles and main mod-
ule software flow diagram.

2.3.1 Structure of the Monitoring System

The online monitoring system’s overall structure refers to [IEC61850 protocol. It is
divided into three parts: the station control layer, the spacer layer, and the process
layer. And the distribution of this work is as shown below: The arrester monitor-
ing device is mounted on each arrester’s discharged valve plate and located in the
process layer, which is transmitted to the wireless gateway via WIA-PA. The wire-
less gateway, mounted on the spacer layer, is responsible for data acquisition of the
corresponding area through the short-distance WIA-PA while interacting the infor-
mation with the software in PC. The software, installed on a PC which is mounted
on the station control layer, can display the operational status of the arrester visu-
ally. The architecture is shown in Fig. 2.2:
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Fig. 2.2 Online monitoring system architecture

2.3.2 Arrester Monitoring Device

The arrester monitoring device is composed of several units [6]: current sensor,
signal conditioning circuit, A/D sampling circuit, rectifier, limiting optical isola-
tion circuit, lightning counter circuit, processor, WIA-PA communication module,
display module, and solar-powered component.

The small active zero flux current sensor is connected to the ground line, extract-
ing the current signal from the bottom of the arrester, as shown in Fig. 2.3:

The signal conditioning circuits consist of the current to voltage converter cir-
cuit, the analog filter circuit, and the enlargement circuit, as shown in Fig. 2.4.

The WIA-PA communication module operates in 250 kbps and 2.4 GHz (the free
band). Its receiving sensitivity can reach —90 dBm with the signal transmitted to the
WIA-PA gateway. And the solar-powered component is shown in Fig. 2.5

Fig. 2.3 Current signal o
extracting circuit I,

N,

JIN0II0
Suruonipuo))
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2.3.3 WIA-PA Gateway

The furthest communication distance of intelligent WIA-PA gateway and monitor-
ing device can reach 200 m. Each intelligent WIA-PA gateway can manage the mul-
tiple monitoring devices. Usually, at the network level of spot WIA-PA monitoring
device, we use advanced and standard-based encryption, identification, authentica-
tion, key management, anti-jamming technology, etc, including the normal opera-
tion of the main wireless gateway and a redundant gateway device (to real-time
backup the network information of the main gateway so that it can timely replace
the original gateway and continue the network maintenance when an exception
occurs).

Intelligent WIA-PA wireless gateway adopts the wired cable communication to
(namely station level) PC to support Ethernet or RS485 interface way for the ap-
plication of station level; then, the update cycle of data can also be configured to
support the update cycle of less than 1 s. In the engineering design, compared to a
wired network, the institution of the entire communication network is more concise
and the construction of the network is convenient and much fast [7].

Intelligent WIA-PA wireless gateway mainly has three functions:

1. Being responsible for the management of network resources, namely, to manage
the access and leave of the whole field device nodes in wireless sensor network;
form and configure the WIA-PA network for the device nodes.

2. Security management of the network performance, namely, to monitor the secu-
rity of the whole network.

3. Maintenance of network database, namely, to process the data in the network

2.3.4 Host Computer Software

The host computer software will firstly regard the physical addresses of the WIA-
PA module or the WIA-PA gateway as the index to save the received data to the
corresponding database table. According to the type of data, the software will do
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the corresponding analysis and statistics and display the exceptions and warnings
on the visual interface [8].

It has multiple features such as data acceptance, data storage, data display, date
query, data printing, etc.

The software has the following features:

4. Data acceptance: mainly to program based on socket, be responsible for receiv-
ing packets sent by WIA-PA wireless gateway, and send control command from
the monitoring center.

5. Data storage: mainly to be responsible for storing the data such as acquisition
time and acquisition value in the corresponding form.

6. Data display: to curve the collected lightning arrester online monitoring param-
eters and show network topology and so on.

7. Date query: to generate any format of the statistics, summary tables, such as
histogram by calling the database files; data query and statistics can choose any
period of time; data query and statistics can define the equipment item number
range by themselves.

8. Data printing: These arched data and forms can be previewed and printed, etc.

The remote request primitive is as below:

NLME-INFO_GET. request(
DstAddr,
AttributelD,
AttributeMemID,
FirstValueStorIndex,
Count

)

The test results are as below:

2.4 Conclusion

It can be seen from the test results (Table 2.1) that the WIA-PA communication
module can work best in the 2.4 GHz band and the communication interval is less
than 1 s to ensure the good communication performance; under the power of solar
battery, the system can work at least 2—-3 years and the communication distance can
be up to 800 m in the outdoor and 200 m indoor.

The WIA-PA standard is introduced in this system. With the modular design
method to design an industrial wireless network system based on WIA-PA standard,
the system includes most of features of WIA-PA standard. The experiment indi-
cates that the system runs stably and further development of WIA-PA network is
possible; at the same time, it verifies the design of WIA-PA standard is reasonable
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Table 2.1 Test results

Communication RSSI Packet loss rate (%) Communication
distance (m) interval (s)

50 ec-f6 0.0 0.1

100 00-ff 0.0 0.2

200 00-ft 0.02 0.5

and realizable, and it could be widely used in various domains under WIA-PA situ-
ations, such as industrial control flow and process monitoring of industrial safety.

Acknowledgements This work was financially supported by: (1) National Development and
Reform Commission ([2012]2766); and (2) Innovation Research Program of State Grid Cor-
poration ([2012]114) and Science & Technology Program of Electric Power Research Institute

(XX83-14-001).

References

1. Liang C Lina D Jianlin H Qin H Jian-guo H Yunfeng X. Development of on-line monitoring

device for 10 kV MOA used in substation[J]. Insul Surge Arresters. 2012;(4):85-90 (In Chi-
nese).

. Hongying G Qiang G Fang S et al. The application of on-line inspection system on arrester[J].
J Electr Power. 2004;19(1):72—73 (In Chinese).

. GB/T 26790.1-2011 Industrial wireless networks WIA specification—part 1:WIA system ar-
chitecture and communication specification for process automation (WIA-PA) (In Chinese).

. Yang L Zhijun S Peng Z, Hualiang Z. The pipeline leak monitoring system based on Industrial
wireless network WIA technology. Instr Stand Metrol. 2009;(6):31-33 (In Chinese).

. Zhijun S Qiushi W Shijie C Peng Z. Chapter 37: on-line monitor of inteligent substation in
winless communication system. Instr Stand Metrol. 2013;(1):33-34 (In Chinese).

. Tao P, Jihong Z, Lei X. Development and application of intelligent metal oxide arrester on-line
monitoring device. Manuf Autom. 2013;(10):37-39 (In Chinese).

. Miao Y, Wei L, Weijie X. Gateway device in industrial wireless network based on WIA-PA.
Comput Eng. 2010;36(23):258-261 (In Chinese).

. Hanxin Z, Raghuveer MR. Influence of representation model and voltage harmonics on metal
oxide surge arrester diagnostics. IEEE Trans Power Deliv. 2001;16(04):599—603.



Chapter 3

Two-Stage Optimal Scheduling Model of
Hydrothermal Electricity Based on Generation
Performance

Jiayu Li, Ruochen Li, Chao Qin, Minfang Huang, Guan Wang
and Zhongfu Tan

Abstract Electric power industry is energy-intensive industry. The energy
efficiency improvement, change of energy utilization mode, and reduction of
carbon-based energy use of electric power industry play important roles in alle-
viating the contradiction between supply and demand of energy and improving
the ecological environment. Theory and practice indicated that the priority use of
clean and renewable energy and making cleaning power and thermal power com-
bined operation are effective ways to make the power system economic operation,
improve energy utilization efficiency, and save nonrenewable energy. At present,
hydroelectric energy is in dominant among clean and renewable energies in China.
Hydrothermal power system combined operation is an effective way to enhance
the energy utilization efficiency of power systems and promote the adjustment of
energy utilization mode. The rational coordination of hydrothermal power system
operation mode which can make the best use of the complementary advantages of
power systems can promote power system energy-saving operation. Tightly focus-
ing on combined optimization dispatch problems for hydrothermal power system,
this chapter has made deep research on power supply and demand as well as power
output and replacements of hydrothermal units for the purpose of water resources
reasonable utilization and coal and non-renewable energy conservation.
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3.1 Introduction

In the current electricity market environment, the power generation scheduling still
gives priority to the contract power mode, although some provinces promote ener-
gy-saving generation scheduling, and due to the constrained resource conditions,
the applicability of energy-saving generation scheduling has been greatly restricted.
So during hydrothermal generation scheduling, the optimal replacement mode still
needs to be considered under the contract hydrothermal electricity generation [1].
Therefore, in this section, we construct two-phase optimized scheduling model of
fire and water turbines based on generation performance. In the first stage, we dis-
cuss the relationship between company’s purchases of electricity and state electric-
ity distribution and set different power supply and demand situations and make
power arrangements. In the second stage, in order to improve the overall system
performance, the power trading center leads to make power replacement among
turbines and then comes to the conclusion of actual electricity distribution.

Hydrothermal joint optimization scheduling in power system is under certain
constraints, by optimizing certain criteria reasonably allocable share of hydropower
and thermal power output, in order to achieve a certain predetermined goal [2].

Power industry implement market-oriented which adds some economic con-
straints in power system operation integration of new constraints, it impacts the
size of the unit output, the power grid operation mode, power flow distribution,
and ultimately affects the way the use of energy, efficiency, and economics of grid
operation.

General hydrothermal optimization objectives are minimizing system power
consumption, minimizing the cost of consumption in the entire system, the maxi-
mum profit from the sales generation side, the minimum purchase cost, the mini-
mizing equivalent purchase cost in power plant, and other targets.

Hydrothermal power system optimization scheduling model has properties of
massive, strong nonlinear. For solving them effectively, there are two types of effec-
tive optimization method [3, 4]. One is the traditional optimization algorithms, in-
cluding heuristic methods, such as a slight increase rate method, Lagrange multiplier
method, network flow programming, linear programming, dynamic programming,
triangle cycle algorithm, triangle gyration algorithm, and coordination algorithm.
The other one is to simulate the biological characteristics of some intelligent algo-
rithms, including genetic algorithms, artificial immune algorithm, artificial neural
networks, simulated annealing method, chaos algorithm, particle swarm optimiza-
tion, fuzzy optimization, ant colony algorithm, differential evolution algorithm and
soon [5, 6].

In this chapter, the main contents are to consider the connection in the purchase
of electricity by electric company, contractual generating capacity of generation
units, and the maximum generating capacity [7]. After subdividing, in the compre-
hensive integration of the methodology, aiming at maximizing the performance of
generating units, we establish an ideal element extension model of turbine power
output and displacement to analyze and calculate. According to the data of a domes-
tic regional hydrothermal generators’ operation, verify the feasibility of the model.
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3.2 To Set the Situations of Electricity Supply and
Demand

To set the situations of electricity supply and demand, you need to discuss the con-
nection in electricity demand, the company's actual intended power purchase, and
maximum power output, which mainly are in the following three situations.

3.2.1 Purchase of Electricity is Over than the Maximum
Generating Capacity

Situation 1: In the region, the purchase of electricity by Electric Power Company
outstrips the sum of maximum generating capacity of each unit. This time, in or-
der to meet the electricity demand, we need the purchase of electricity outside the
region. The regional units just need to generate in accordance with the maximum
generating capacity. We do not need to consider the power generation performance
in inter-unit power output. The main task is to meet the demand for electricity.

3.2.2 Purchase of Electricity is Between the Contractual
Generating Capacity and the Maximum Generating
Capacity

Situation 2: As the purchase of electricity by Electric Power Company below the
sum of maximum generating capacity of each unit, we could divide it into two
situations. One is that the purchase of electricity is over the contractual generating
capacity, and the other is lower than it. In the first situation, all the units need to gen-
erate in accordance with the contractual generating capacity. The surplus is allot-
ted in different units according to the power performance. We should organize the
power output in each unit that aims at maximizing the surplus power performance.

3.3 Optimization Model of Power Output in Unit

For ease of calculation, in this section, we take a year as a scheduling circle and
suppose the purchase of electricity is Oy, the generating capacity of all the units is
O,. While purchasing, we should consider the transmission power loss 6, and the
relation of electricity supply and demand is as follows:

0,=0,/(1-6) G.D
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Furthermore, we suppose that there are / generators in the system. Among them, /; is
thermal power units, /, is hydropower sets, [, ﬂ I, =1, the ith thermal power unit’s
maximum generating capacity is ™, annual generation hours is 7., maximum
hours is 7;"*, feed-in tariff is Pei, aux111ary power ratio is ¢, and the performance
value is /1 the jth hydropower set’s maximum generating capacity is V ¥, annual
generation hours is TJ maximum hours is T;mlx feed-in tariffis py;, aux111ary power
ratio is g, and the performance value is ¢. National electricity distribution and
maximum generation capacity of units is calculated as follows:

O'=V"*1’(1- ;) 3.2)

0} =V T (1-)) 33)

Annual maximum quantity of electricity is:

0=V ™ (1-a) (3.4)
0} =V T (1= B)) (3:5)
3.3.1 Situation 1
1 P
In this situation, Oy 2 EQimax + EQ;n ax, each unit needs to generate in accordance
i=1 =1

with the maximum generating capacity. The actual quantity of on-grid electricity in
each unit is:

0 =0™ (36)

Qj = 3.7

3.3.2 Situation 2

In this situation, ), < ZQmax + ZQmax and O, 2 ZQ + ZQ ', all the units need

i=1 i=1 j=1
to generate in accordance with the contractual generating capacity, and the surplus

is allotted in different units according to the maximum power performance. The
surplus quantity of electricity is:

L I
AQ=0,-3.0"->.0 (3.8)

i=1 =1
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This time, the target is to maximize the performance value. The special model is:

Iy )
max [ =Y 40+ Y. 0,0; (3.9)
i=1 j=1
The specific constraint conditions are as follows:
/) L))
Y 0+>0,=A0 (3.10)
i=1 Jj=1
0<Q,<AQ, (.11
0<0;<AQ; (3.12)

In the formula,

AQ; represents the i th thermal power unit’s remaining power capacity which is
over than the contractual capacity;

AQ); represents the j th hydropower unit’s remaining power capacity which is over
than the contractual capacity.

Solving the above model, you can obtain the result of the other power output of each
unit in this situation, and the actual on-grid electricity of each unit is:

0, =0 +AQ, (3.13)

0, =0]+AQ; (3.14)

3.4 The Optimized Generation Replacement Model of
Units

In order to maximize the performance of the electric system, on the basis of the first
stage, we should make further effects on power performance replacement. Suppose
that granter is S and recipient is B, the performance value is Wgand W, among
which W = (wsl,wsz,...,ws,)T and Wy = (wbl,wbz,...,wa)T; the sold quantity of
electricity of granter is Qg=(¢,,9,5,---,q); the prices are Ps =(py1, Pyrse--> Pyr)
; the sold quantity of electricity of recipient is Qg =(q41,9425----9p,) ; the prices are
Py = (P15 Ps2s>-> Py );
Then, the objective function of the model is:

S B
max Y Y (W, —w,; )0, (3.15)

i=1 j=1
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Via the power performance replacement, we can get the result of the quantity of
electricity of replacement in involved units Q,;; furthermore, we can obtain the final
generating capacity.

For the granter, the surplus is:

o ZQU (3.16)

In the formula,

1 . o
Qgi) represents the granter’s generating capacity in the first stage;
Q,; represents the granter’s actual generating capacity after replacement;
. represents the quantity of electricity of replacemen e ith granted unit an
Q; rep ts the quantity of electricity of repl t by the ith granted unit and

recipient unit.

For the recipient, the generating capacity of jth unit after replacement is:
o)+ ZQ,, (3.17)

In the formula,
(11) represents the recipient’s generating capacity in the first stage;

QZj represents the recipient’s actual generating capacity after replacement.

3.5 Example Analysis

In order to make emulation on two-stage optimized scheduling model of hydrother-
mal units, in this section, we collected some relevant data of hydrothermal genera-
tors running in a region and discuss the different results of output scheduling in
three situations. There is a sufficient storage capacity as well as relatively more
hours in generating of hydropower units in this region. In order to enhance the grid
connection on hydropower, we should decrease generating hours in thermal power
units. In this section, we employ the ideal element extension model which is based
on comprehensive integration model. Combined with the relative data (because that
there are the large quantity of relative data, and our research is not focused on them.
In this section, we only make out the results, not the relative data), we are going to
evaluate the performance of power plants and apply the obtained data to the two
stage optimized scheduling. In the second stage, we make the trade of generating
replacement for the purpose of maximizing the performance. The specific generat-
ing performance and relative operating data are as follows in Table 3.1:

Furthermore, we take the regional actual on-grid quantity of electricity as the
demanded one and then use the contractual distribution model and output arrange-
ment. The statistics in on-grid energy of hydropower, the on-grid energy of thermal
power, and electricity purchasing cost based on the results of the two optimizing
scheduling models are in Table 3.2.
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Table 3.1 Unit output arrangement in the three scenarios

T-Ul T-U2 T-U3 H-U1 H-U2 H-U3
Stl 125000 240000 300000 164000 776000 24000
St2 116750 222361 222200 64000 116850 457840
St3 125000 227400 295120 164000 776000 12480

Table 3.2 the comparative results of two kinds of electricity distribution model

Thermal Hydro Cost
Contractual model 630350 616290 44640.665
Our model 461130 785510 41250.58

The proposed model can be effectively applied to reduce overall system power
purchase costs. In terms of these units, due to the relatively higher performance
of hydropower generating units, the allocated quantity of electricity based on the
mentioned model is higher than the one based on the contractual model, which also
verified the rationality of the model mentioned in this article.

3.6 Conclusion

In this article, it is divided into three kinds of power supply and demand situations,
namely a maximum purchase of generating capacity, and all the units just need to
generate in accordance with the maximum generating capacity. In the second situ-
ation, the purchase of electricity is below the contractual generating capacity, this
time; the units reduce electricity generating capacity in accordance with the value of
the power performance. We should give priority to the hydropower grid-connected
power generation, when the hydro ones do not fulfill the surplus purchase of elec-
tricity; the thermal power units take the responsibility. In situation 3, purchase of
electricity is between the contractual generating capacity and the maximum gener-
ating capacity. At this time, all the units generate in accordance with the contractual
one; in addition, we should distribute the power output in each unit that aims at
maximizing the surplus power performance. Furthermore, we analyze the generat-
ing replacement model, which is based on the above three situations. We employ the
ideal element extension model which is based on comprehensive integration model
to analyze and calculate. The model has been verified reasonably by the actual data
in this region.

Acknowledgements This chapter is supported by the Project of Beijing municipal philosophy
and social science planning (12JGC080).
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Chapter 4

Fault Features Study of Doubly Fed Induction
Generators on the Stator Windings
Turn-to-Turn Short Circuit

Junqing Li, Dong Wang, Ximei Wang and Lipeng Zhang

Abstract Doubly fed induction generators (DFIG) are gradually used in wind
power generation, and its capacity is becoming bigger and bigger. Turn-to-turn
short circuit of winding is common fault in DFIG, and in order to study the steady
electromagnetic characteristic of DFIG with the stator windings turn-to-turn short
circuit, a simulation model is built based on the finite element method. In order
to improve the accuracy, the excitation current in finite element is calculated by
multicircuit equation. The proposed model is employed to simulate the magnetic
field and current of stator and rotor windings when turn-to-turn short circuits occur
on stator windings of DFIG. From the simulated result, we obtained the frequency
spectrum of magnetic flux density of air gap, analyzed the difference of magnetic
field and line current of stator and rotor windings between faulty and healthy gen-
erators, and concluded the feature of stator inter-turn fault in DFIG.

Keywords DFIG - Fault feature - Finite element method (FEM) - Multi-circuit
equation - Stator turn-to-turn short circuit
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4.1 Introduction

Wind power generation has been gradually increasing in the world; doubly fed in-
duction generators (DFIG) are used in wind power generation and with capacity
being also bigger and bigger, so security and reliability of DFIG become more im-
portant. Turn-to-turn short circuit of winding is one of the common faults in electric
machines, so the detection of stator inter-turn short fault has drawn a lot of attention
[1-4]. It summarized and compared the stator inter-turn fault detection approaches
[2]. Nonintrusive condition-monitoring methods, which monitor the motor’s condi-
tion using only the currents and voltages of the motor, are preferred due to their low
cost and nonintrusiveness [2]. Different methods were used to study the variation of
physical quantities for inter-turn fault machine [5—11]. Inter-turn short circuit of sta-
tor winding in permanent magnet motors was studied by the finite element method
[5]. Finite element model was used to study inter-turn short circuits in induction
motors. The wave of stator current, magnetic flux density in air gap, and torque was
gave, analyzing frequency spectrum of stator current [6, 7]. Multicircuit model was
employed to study stator inter-turn short circuits in DFIG with star connection stator
winding, which indicated that stator inter-turn short circuit causes triplex harmonic
component occurring in stator line current [8]. Multicircuit model of DFIG was
presented with delta connection stator winding and analyzed current with inter-turn
fault [9]. Harmonic component of rotor current was analyzed when inter-turn short
circuits occur at stator winding in DFIG and used search-coil voltage signature to
detect stator inter-turn fault in DFIG [10]. Time-stepping finite element method
(FEM) of PM motor presented with inter-turn fault and studied magnetic field and
identification of the machine parameters [11].

In the field of studying monitor, diagnosis, and protection approach when inter-
turn short-circuit fault occurs in electrical machines, it is the basis to obtain the
feature of the electric and magnetic quantities in machines with turn-to-turn short
circuit. This chapter presents an accurate model of DFIG with delta connection sta-
tor winding, simulates steady process of magnetic field and current of stator and
rotor windings, and summarizes the electromagnetic characteristic of DFIG with
stator inter-turn fault.

4.1.1 Mathematical Model

To accurately have the model of the complex geometry structure and magnetic
circuit saturation of DFIG, two-dimensional (2D) finite element method was em-
ployed [5-6], and the governing equation is given by (4.1)

g;i(vaﬁ)+i N IR @1
ox\' dx ) dy\ oy dt

T:4,=4,,
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where 4, and J, are the axial components of the magnetic vector potential and
the source current density, respectively; ,, is the material reluctivity; o is the mate-
rial conductivity; and A4, is the magnetic vector potential in the first boundary.
For efficient and precise determinations of the magnetic field of DFIG on the

stator windings turn-to-turn short circuit, source current density of stator and rotor
windings in (1) is needed, and the current of stator and rotor windings is computed
by multicircuit model of DFIG. The multicircuit equations of DFIG are given by
(4.2) and (4.3) [9].

A+ (4.2)

dt

I=H"T 4.3)

In(4.2), A=(-HLH") '[p(HLH" )+ HRH" ]| and B=(HLH")'HU,

where H is the conversion matrix from branch to loop, I and I are, respectively,
loop and branch currents’ matrix, L and R are, respectively, inductance and resis-
tance matrices, and U is the branch voltage matrix in stator and rotor windings.

The proposed model is utilized to study electromagnetic field and current of sta-
tor and rotor windings in DFIG, the simulated machine is 5.5 kW and three-phase
generator, there are 37 turns in a single stator coil, and other parameters of generator
are listed in Table 4.1. The study concentrates on the turn-to-turn short circuit occur-
ring in a single coil because it is the incipient stage of severe fault, which is the basis
for studying other severe inter-turn faults. When inter-turn fault occurs at a branch
of stator phase winding (e.g., C phase), the number of loop and branch in multicir-
cuit model increases one than that of healthy generator, which is shown in Fig. 4.1.

Table 4.1 Parameters of the simulated generator

Parameter Value Unit
Rated power 5.5 kW
Rated frequency 50 Hz
Rated voltage 380 \%
Number of pole pairs 2

Stator slots 36

Stator winding A connection

Stator parallel branchs 2

Rotor slots 24

Rotor winding Y connection

Rotor parallel branchs 1
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stator rotor

b

Fig. 4.1 Choice about branch and loop of generator with inter-turn fault

4.2 Simulation Results and Analysis

We studied the turn-to-turn short-circuit fault occurring in a single stator coil of
stator C phase winding. The generator is modeled supposing that the rotor speed is
constant when stator inter-turn short circuit occurs, a three-phase symmetrical slip
frequency source is used for energizing the rotor winding, and stator winding is
connected to a balanced grid. To make a clearly show of the features of the electric
and magnetic under different operating conditions, the following different cases are
considered in this chapter.

1. Case A: Healthy DFIG with symmetrical stator and rotor windings, rotor runs at
1560 and 1800 rpm, respectively;

2. Case B: Faulty DFIG with symmetrical rotor winding, inter-turn short circuit
occurs in a single stator C phase coil, subjected to 1-turn fault, 5-turns fault, and
10-turns fault, respectively, at 1560 rpm rotor speed;

3. Case C: Faulty DFIG with symmetrical rotor winding, inter-turn short circuit
occurs in a single stator C phase coil, subjected to 1-turn fault and 5-turns fault,
respectively, at 1800 rpm rotor speed.

Figures 4.2 and 4.3 describe the magnetic field and magnetic flux density in the air
gap for healthy machine. As shown in the graph, magnetic field and magnetic flux
density in air gap are symmetrical.

As shown in Fig. 4.4, the air gap magnetic field contains 250 and 350 Hz har-
monic, and very few 150 and 450 Hz harmonic. In addition to this, it also includes
550 and 650 Hz of rotor tooth harmonic, and 850 and 950 Hz of stator tooth har-
monic because the developed model is 2D and rotor slot skew is neglected causing
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Fig. 4.3 Magnetic flux density in air gap for healthy generator

a stronger variation in the reluctance path. For healthy generator, the magnetic flux
density of air gap only contains odd harmonic, not even and fractional one. Stator
and rotor line currents are also symmetrical, respectively, in case A. In case B, the
magnetic field, magnetic flux density in the air gap, and current of stator are asym-
metrical. Due to space limitations, Figs. 4.5-4.7 give only magnetic field, magnetic
flux density in the air gap, and its frequency spectrum under 5-turns shorted in a
single stator C phase coil at 1560 rpm rotor velocity.

In Figs. 4.3 and 4.6, the horizontal ordinate represents space distance of air gap
in unit millimeter and the vertical ordinate represents magnetic flux density in unit
Tesla. From Fig. 4.2 and Fig. 4.5, comparing with the healthy generator, magnetic
field is asymmetrical for the fault one, and the saturation degree in position of inter-
turn fault increases.
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Fig. 4.4 Frequency spectrum of magnetic flux density in air gap for healthy generator
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Fig. 4.5 Magnetic field for faulty generator on 5 turns shorted, in case B

From Fig. 4.7, harmonic component in faulty generator is obviously richer than
healthy machine. For inter-turn fault machine, the magnetic field contains all odd,
even, and fractional harmonic. In the fault machine, comparing with healthy ma-
chine, 550 and 650 Hz of rotor tooth harmonic slightly decreases, 50 Hz fundamen-
tal component, 850 and 950 Hz of stator tooth harmonic slightly increases, 150 Hz
harmonic obviously increases. In addition to that, all fractional harmonics occur on
magnetic, in which 75, 175, 275 Hz harmonics and so on obviously increase. Hun-
dred hertz even harmonic and so on occur on magnetic field too.

Figures 4.8 and 4.9 describe stator and rotor line currents, stator line currents are
asymmetrical and rotor line currents are symmetrical.
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Fig. 4.6 Magnetic flux density in air gap for faulty generator on 5-turns shorted, in case B

=
[ee]
T

=
=2
T

=
e
T

=
8]
T

Magnetic flux density/T

0 100 200 300 400 500 600 700 800 900 1000 1100
Frenquence/Hz
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Fig.4.9 Line current of rotor windings on 5-turns shorted, in case B

Tables 4.2 and 4.3 demonstrate the difference of amplitude and phase angle of
the stator line currents between healthy and faulty generators in case B. [, rep-

resents the line current amplitude of healthy generator, and —™ expresses the rate

. . . L
of change of line current amplitude in faulty generator relative 1o the healthy one.
As deduced from Table 4.2, it is clear that stator line current increases with grow-
ing number of inter-turn shorted and stator C line current /., is more greater than

other line currents 7, and/, when inter-turn short circuit occurs in a branch of

C phase winding. From Table 4.3, phase angle difference 6 ,, between stator line
currents i, and j, decreases and less than 120°, and the other phase angle differ-
ence @y and 6., increases and greater than 120° with growing number of inter-
turn shorted, when inter-turn shorted occurs in a branch of stator C phase winding.
We simulate the current when inter-turn shorted occurs at a different phase coil, and
the result indicates that the phase angle difference between the fault phase and the
leading phase is greater than the others.

In case C, magnetic field, magnetic flux density in the air gap, and the current
of stator and rotor windings follow the same principles with case B. Tables 4.4 and
4.5 demonstrate the difference of amplitude and phase angle of stator line currents
between healthy and faulty generators in case C. The rate of change of stator line
current /., in case C is larger than in case B. The phase angle difference between
the faulty phase and the leading phase is greater than that in case B on the same
fault degree.

Table 4.2 Amplitude value and rate of change of stator line currents in case B

Condition | 7, (A) | Ip, (&) | I, (A) | Alyy Al My,
IHm (%) IHm (%) IHm (%)

Healthy 14.1 14.1 14.1 0 0 0

1-turn 14.4 14.4 14.6 2 2 3

shorted

5-turns 14.8 15.0 16.5 5 6 17

shorted

10-turns 14.8 15.7 17.3 5 11 22

shorted
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Table 4.3 Angle difference between stator line currents in case B
Condition 0, Oy 0,
Healthy 120 120 120
1-turn shorted 118.8 121.1 120.1
S-turns shorted 112.4 124.2 123.4
10-turns shorted 110.5 128.3 121.2
Table 4.4 Amplitude value and rate of change of stator line currents in case C
Condition IAm (A) ]Bm (A) ICm (A) A[Am AIBm AICm
Iy () | Iy ) | Iy, (0
Healthy 16.5 16.5 16.5 0 0 0
1-turn 16.8 16.8 17.4 1.7 1.7 5.1
shorted
S-turns 16.8 18.1 19.0 1.7 9.4 14.5
shorted
Table 4.5 Angle difference between stator line currents in case C
Condition 0, 04 0
Healthy 120 120 120
1-turn shorted 119.6 123.4 116.6
S-turns shorted 114.7 126.6 118.7

In Tables 4.3 and 4.5, the difference of phase angle of stator line currents is
defined by comparing zero-crossing point of every current wave. From the simu-
lated result, it is deduced that the inter-turn short circuit can cause asymmetry of
current in stator winding. An asymmetrical fundamental current generates reversal
magnetic field, which results in harmonic occurring in magnetic field of air gap and
stator and rotor currents. Amplitude of current and phase angle difference increases
with growing rotor slip.

4.3 Conclusion

The proposed model was used to simulate the electromagnetic characteristic when
inter-turn fault occurs in a single stator coil. This chapter analyzed the magnetic
field distribution and saturation degree, magnetic flux density of air gap, and am-
plitude and phase angle difference of stator and rotor currents and gave the differ-
ence of these quantities between healthy and faulty generators. The simulated result
indicated that:
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. Inter-turn fault of stator winding causes faulty branch current to substantially

increase.

The phase angle difference between the fault phase and the leading phase is
greater than the others, over 120°, which increases with growing number of
inter-turn short circuits.

. Stator inter-turn fault results in the variation of harmonic component in air

gap magnetic field. This chapter summarized characteristic of all harmonic
components.
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Chapter 5
Estimation of the State of Charge of the Battery
Based on Driving Cycles Discriminant

Niaona Zhang and Zhe Zhang

Abstract It is the key technical parameter for the battery management system in
electric vehicles to estimate the state of charge (SOC) of batteries. It is difficult to
establish an accurate mathematical model due to the influence of characteristic of
monomer battery, consistency of batteries, and balance control technology. First,
the driving cycles of the vehicle are classified by the Bayes classification method;
secondly, the SOC prediction model of multi-scale support vector machine based on
the driving cycle discrimination is constructed. According to the statistical charac-
teristics of different driving cycles, the model parameters are optimized by Leven-
berg—Marquardt algorithm to improve the prediction accuracy of SOC. Finally, the
rationality and practicability of the proposed method are verified through simula-
tion and analysis.

Keywords Driving cycles + SOC estimation - Support vector machines
Levenberg—Marquardt

5.1 Introduction

The storage battery is one of the key technologies for electric vehicles. How to
improve the accuracy of state of charge (SOC) estimation is the key technique for
the battery management system and it is related to many factors: the functions of
SOC including the density of the battery electrolyte, the open-circuit voltage, the
resistance, and other parameters. In order to improve the accuracy of SOC estima-
tion, many kinds of methods have been proposed such as the discharge test method
[1], Ah metrology, the open-circuit voltage [2], the load voltage method [3], the
electrochemical impedance spectroscopy [4], the resistance method, the linear mod-
el approach, the neural network and so on [5]. The traditional method of battery
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estimated performance is based on precise mathematical models, but the establish-
ment of it is based on the physical and chemical regulations reacted in the battery
internal. It applies a large number of the assumptions and empirical parameters to
the process of modeling, and the model precision is limited. And the expression of
the model is a multi-parameter set of partial differential equations, and the solving
process is so complicated to solve some simpler problems. As to the battery under
the actual working state, the internal reaction is very complex and it is very difficult
to meet the actual needs.

Support vector machines (SVM), as developed in the statistical learning theory,
have been widely used in terms of nonlinear classification, function approximation,
and pattern recognition [6, 7]. Compared with the neural network, the SVM method
has more solid theoretical foundation of mathematics, and it can effectively solve
the problem of high-dimensional data model constructed under limited conditions;
besides, SVM also features the advantage of generalization ability, convergence to
the global optimum, and the dimension of insensitivity.

Levenberg—Marquardt (LM) algorithm, as a kind of iterative technique to locate
the minimum variable function, is one of the basic technologies of solving nonlinear
least squares problems. It can deal with redundant parameters effectively, and it has
been widely used in the optimization algorithm.

In this paper, in combination with characteristics of the storage battery remaining
energy in HEV which is used as bus in one city, the prediction mode is established
based on the least squares support vector machine. According to different driving
cycles, the established prediction model is decomposed under multi-scale. As to
different battery discharge modes, a different-scale kernel function is adopted to
implement the prediction of the battery remaining capacity with its structure as
shown in Fig. 5.1.

Vehicle speed sensor - .
operative

mode > LM —

judgment

Motor speed sensor

‘ > LSVM1 [*

voltage sensor -

Y

—— LSVM2

SOC
current sensor >  »
—p [SVM3

Y

temperature sensor >

» LSVM4 [~

Fig.5.1 Based on least squares support vector machine of the battery remaining capacity estimated
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5.2 Prediction Model of Battery Remaining Capacity
Based on Least Squares Support Vector Machine

The idea of SVM for multivariate nonlinear estimation is to introduce the hyper-
plane thought to map all of the nonlinear estimation problems into a hyperplane lin-
ear estimation. The input of the system is the ambient temperature, battery voltage,
and current x = [x,, x,, x;], while the output of the system is the battery remaining
capacity y = [y]. Based on the least squares SVM, the steps of the prediction of bat-
tery remaining capacity are shown as below:

The kernel function is selected as the quadratic polynomial:
k(x,)=(1+x"x,)* (5.1)

where the category of data that are acquired by the input sensor is 3, x, = [x,;, x,,, x;;],
and # is the number of data samples, i=1, 2,..., n.
The Lagrange function is defined as:

G=%wrw+%26i2—ZOQ[y,»—COTk(Xi)—b—@,'] (5.2)
i=1 =1

where w is the weight vector, b is the bias, and w and b are the undetermined param-
eters. e, is the accuracy of the training data, and e is the least squares loss function.
C is the capacity factor. a; is the Lagrange multiplier, and x, and y, are the known
input-output data samples, where y,=[y,]. In order to reach the maximum of G,

G
used a—G =0, 8_G =0, 8_ =0, a—G:O to simultaneous equation:

do;  0b de; EP)

oG 2 oG d
—=0=>w= o k(x: — =0 a. =0 5.3
- Dakn) 0= (5.3)
9G 3G ,
s a=Ce L =0= o k(x)+b+e -y, =0
ae[ & € da (xz) € =)

i

where i = [,...,n. Remove the parameters @ and e, and the equation becomes

b

where L=[1..1]", Y=[y1", a=[q...q], K=k (x)k(x;) is a matrix.
j=1,2,...,n. According to the Formula (5.4), we will obtain the parameters o and b
with the method of the squares method.

According to requirements of a and b, it gets the forecast output of SOC:
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y(x) =Y K (x,x;)+b (5.5)

i=1

5.3 Based on the Levenberg—Marquardt Algorithm of the
Multi-Resolution Support Vector Machines

A multi-scale compact expression is given through the multi-scaling decomposition
of the kernel function in the objective function. It ensures the overall trend of target
curve without distortion and possesses good local approximation ability as well
as small generalization error. In this chapter, according to different driving cycles,
optimize the best decomposition scale by the Levenberg—Marquardt algorithm to
obtain the optimal scale.

The scaling kernel function is defined as:

K(x,x,)=Y27k27 x- k(27 x, - ) (5.6)
)

where J is the shift coefficient and 2/ is the scale.

Define g = [k,27], ¢"" is the parameter after optimization, and ¢ is the param-
eter before optimization. e = ¢""-¢° is an error. The e can be expanded into a first-
order Taylor series when the ¢"*"-g° is very small.

e(qg"") = e(q" )+ g™ — ) (5.7)
where
ode?
= 5.8
(1) ” (5.8)

where p is the pth samples and e is a vector for ¢” element.
The sum of the squared error is as below:

ew _ _old

q" q‘z

E= e+ g g™ + 4 (5.9)

new old
where A=10°€"¢@)=¢4™) “and it chooses the optional initial values. In order to
obtain the smallest £, we take the derivative of g"*".

new

q"" =g — (" A " e(g") (5.10)

Take Formula (5.10) into Formula (5.1-5.7) ~(5.1-5.9) and repeat it like this until £
meets the requirement; the calculated data ¢"¢” is the best decomposition scale &, 2/
of Formula (5.6) by using Levenberg—Marquardt algorithm at the moment.
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5.4 Prediction of the Driving Cycle

The Bayes discriminant method often describes this knowledge by the prior prob-
ability distribution and draws a sample. Revise the existing knowledge by using
sample to get a posterior probability distribution. Finally, the driving cycles are clas-
sified and discriminated by the posterior probability method to make the effect to be
more ideal and the application more extensive. In this paper, we select the maximum
speed, average velocity, minimum acceleration, average acceleration, uniform time
proportion, idle time proportion, average acceleration of acceleration section and
average deceleration of retardation section, the average opening of the pedal, and
the time of pedal to zero to be characteristic values. The urban driving cycles are di-
vided into the crowded and the unimpeded. The characteristic parameter in different
driving cycles is acquired. Then, the driving cycles are analyzed by the Bayes classi-
fication method. First, the driving process is divided into several pieces according to
certain period, and the characteristic parameters that have a greater influence on the
condition prediction of each driving segment are extracted. Several typical cycles
that can represent the bus driving process are divided. Then, the real-time measured
data are forecasted based on the Bayes discriminant method [8].

Assume that there is the overall G(i =1,2,---,k) and it has the probability den-
sity function f(x). According to the analysis of mathematical statistics, we know
that the frequency of occurrence of G, is ¢, That is to say, when the sample x,
occurs, calculate x, belonging to what kind of probability. Calculate the posterior
probability based on Bayes formula:

_ g,/ (x)
P(G, |x0)_—2quj(x0) (5.11)

Discrimination rules are shown as below:

ahto) _ afi(x)
Zq_,-f,- (x0)  1<i<k qufj (%)

P(G, | xy) = (5.12)

If we consider the misjudgment loss, use the Bayes discriminant analysis of the
misjudgment loss. If there is the overall G, (i=1,2,...,k), the prior probability is
{q, i=1,2,....k}, and the G, has the probability density function f;(x); when the loss
is /C(j/i)}, the solution of the divided Bayesian is as follows:

D, ={x|hi(x)=lrg}ghj(x)}, i=1,2,3,,k (5.13)

where hj(x) = Z:;l 49; C(/i) f(x), and x is the sample extraction value of the un-
known population. Firstly, calculate K, the wrong judgment average values accord-
ing to the prior probability weighting, and then compare the size of them. Finally,
select the smallest to determine whether this sample is general.
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5.5 Simulation Analysis

Firstly, the driving cycle is divided into urban, suburban, and high speed. According
to the Bayes discriminant method, we use the data sample to build a sample library
about the kinematic characteristic values. Assume that the current temperature is
25°C and the initial value of SOC is 0.4. With NEDC driving cycle, the output volt-
age, the current, and predicted curves of soc are shown in Figs. 5.2, 5.3, 5.4, 5.5.

From the simulation diagrams, under the NEDC condition, when the driving
speed reaches the maximum, the storage battery is in the state of discharge; at the
same time, the value of SOC reaches the minimum. Compared with the traditional
method, the predictive efficiency is improved and the predictive result is more rea-
sonable and practical.
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5.6 Conclusion

The prediction method of the battery remaining capacity based on the multi-scale
least squares support vector machine features a higher accuracy rate. It is applicable
to the classification problem in the small sample and may improve the calculation
speed effectively. The data in different cycles are optimized by the improved LM
algorithm. The prediction of the residual capacity in any state of nickel-metal hy-
dride battery’s charging and discharging process can be realized and it makes the
forecasting result more accurate, reasonable, and practical.
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Chapter 6

Rotor Fault Slot Positioning of Doubly Fed
Induction Generators Based on Wavelet
Decomposition

Junqing Li, Lipeng Zhang and Haibo Yu

Abstract Doubly fed induction generator (DFIG) is widely used in the field of
wind power, and the rotor windings inter-turn short-circuit fault of DFIG is one of
the focuses of the current domestic and international research. Taking into account
the special characteristics of the structure and operational, it is difficult to make
accurate positioning of inter-turn short-circuit fault of DFIG. In this chapter, the
finite element theory and Ansoft are used to simulate and analyze the diffidence
of flux density between the DFIG running in normal and rotor windings inter-turn
fault, getting the variation characteristics. It is indicated the feasibility of locating a
fault slot from the perspective of the magnetic properties. Then, the position of fault
slots is located by the data, collecting by the combination of the detection coil and
optoelectronic devices, and detecting by wavelet decomposition.

Keywords Doubly fed induction generator - Inter-turn short-circuit fault of rotor
windings - Wavelet decomposition - Locate the fault slots

6.1 Introduction

As the core of wind power, doubly fed induction generator (DFIG) is the research
focus of international experts. The winding fault is up to 12.89% [1] among the
common faults of wind power generator system. After the winding inter-turn short-
circuit fault occurs, it causes overheating of the windings and unit vibration inten-
sified and may destroy the DFIG. So it is necessary to detect this fault as early as
possible. Research in the area of fault diagnosis of DFIG generates keen interest
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Fig. 6.1 Schematic of wind-
ing inter-turn short circuit

as the clamor for renewable energy. Spectral characteristics of voltage and current
are used to detect this fault [2], and other methods and detecting data are used to
determine whether there is a winding inter-turn short fault [3—6]. But those experts
above do not study on how to locate the position of fault slots.

Detection coil has been applied to the detection of synchronous generator rotor
turn short-circuit fault [7, 8]. When this fault occurs, the symmetry of the generator
is destroyed, so as to the flux density. The effective numbers of turns in fault slots
are reduced, so as to the slot leakage flux and the e.m.f. (electromotiveforce) in the
detection coil, and with the deepening of the fault, we have the greater of the value
of the reduced [9].

With the inter-turn short fault occurs, at least two slots’ leakage flux is changed,
as shown in Fig. 6.1. In order to locate the fault slot position, detection coil is fixed
in the gap of DFIG to collect the change of leakage flux, and the optoelectronic
device is coaxially mounted with detection coil to set time reference. In this paper,
wavelet decomposition is used to analyze those monitoring data, and then, it is easy
to calculate the position of fault slots.

6.2 Fundamental

Wavelet decomposition has advantage over Fourier analysis at time-domain analy-
sis. Moreover, in the field of singular point detection, wavelet decomposition has
unmatched advantages over other methods. In this paper, the mutation points and
time-domain information should be detected, so wavelet decomposition is the best
choice.

Generally, mutant signal in generator fault diagnosis can be divided into two cat-
egories: the first discontinuity point and the second type of discontinuity point. The
first point of discontinuity, i.e., a certain time, the signal amplitude is mutated, caus-
ing signal discontinuities. The second type of discontinuity point, i.e., the amplitude
of the signal without mutation, but the occurrence of a mutation appears in order of
differential signal and discontinuous [10]. The mutation in this study belongs to the
second category discontinuity points.

Let an arbitrary smooth function satisfy the following conditions:

_[ =.0(x)dx=1, lim@(x)=0 (6.1)

x—>o0
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Select the first derivative of the wavelet function (x) = @ and w/(x) satisfy the
X

1
conditions. Let 8= —9(£), and then, If (x) can be represented by f(x).
s \s

Wf(x) = f(y,(x)=s %(f (x)0s(x)) (6.2)

Therefore, if you choose a smooth function of a first-order differential wavelet, it
can detect the mutation points of f(x) by wavelet transform of the maximum am-
plitude of Wf'(x).

N is the vanishing moments of wavelet function dbN, with the larger of the or-
der, the stronger of the ability, which reflects the signal frequency detail of wavelet
transform. In the motor fault diagnosis, low-frequency component parts, in which
requiring N does not have to be too high, should be concerned more, especially in
the analysis of the current signal. In the selection of wavelet basis, its regularity
should also be considered. In order to analyze the mutation signals effectively, the
wavelet function which with bad regularity is selected. When singularity appears, it
contains high-frequency component and it is irregular, so five layers of db3 wavelet
decomposition are used in this paper.

6.3 Settings of Simulation

In this paper, simulation model is built in finite element analysis software Ansoft
and run the model after setting the necessary conditions. Collect the values of ra-
dial flux density when the DFIG is normal, and rotor winding inter-turn short fault
occurs.

The simulation model is built based on the real DFIG in the laboratory, and the
basic parameters are shown in Table 6.1.

Make the following assumptions in order to simplify the way of solving simula-
tion:

1. Without considering the saturation of ferromagnetic material,

2. Ignoring the outer surface of the stator leakage magnetic field, and the cylindri-
cal of stator flux boundary is parallel;

. The rotor winding and rotor core insulation;

4. Take radial flux density as analysis objects.

[98]

Table 6.1 Basic parameters of the doubly fed induction generator (DFIG)

Py 5.5 KW ny: 1440 r/min
Outer diameter of the stator 210 mm Inner diameter of the stator 136 mm
Outer diameter of the rotor 135.2 mm Stator and rotor slots 36/24
Inner diameter of the rotor 48 mm Gap 0.4 mm
Shaft length 155 mm Number of pole pairs 2
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6.4 Simulation Results and Analysis

Simulation is set as above, the rotor is running counterclockwise, rotor slots are
numbered clockwise, and the inter-turn short fault is set in the 19th slot and 24th
slot. The initial time and initial position are specified at the time when No. 1 slot
geometric center axle with the x-axis intersects, flux density values are collected
clockwise at the same time. The distance between rotor axis and detection coil is
radius named r. The circumference of the flux density is ¢ = 27zr. The average dis-

. . . 27y
tance between two adjacent slots on the circumference of the sample is Al = —

. . 60 . .
. The rotor speed is named 7, and cycle time is named T=—. The time difference
n

when the geometric center of two adjacent slots under detection coil is as follows:

T 60
At=—=—- (6.3)
Z n-Z

At any time, the 1st slot position is 1, = c—c*(6/360), where & is the angle of
rotation of the rotor. Considering the interaction between each slot flux density, the
scope of one slot is extended to each side at the length of 0.5Al in the geometric
center of the slot.

In accordance with the above provisions, assuming that a fault occurs in the slot
whose number is k, where k is a positive integer. / represents the position of the
maximum or minimum value of flux density difference, so the slot number k satis-
fies the inequality below:

Iy + (K-(Z+1)AI = 0.5A1 <1 < Iy + (k= (Z +1))Al + 0.5A1 (6.4)

In this section, the slip s = 0.2 is taken as an example, and the initial position and the
initial slot numbers of generator are shown in Fig. 6.2.

The simulation model runs at slip of 0.2, and the positions of rotor slots at the
time of 0.42 s are shown in Fig. 6.3.

Collect the values of flux density at the entire circumference when the rotor is
normal and the rotor winding inter-turn short fault occurs, and make difference of
them and then draw the curve of the difference in Fig. 6.4.

In this section, the air gap flux density difference curve at the time of 0.42 s is
taken, for example, to make a detail instruction. When the rotor winding inter-turn
short fault occurs, the effective turns of the coil in the fault slot are reduced, and the
flux density changes significantly at the same time, but others are not. The position
of the maximum difference is 1;=151.3mm, as shown in Fig. 6.4, and the position
of the minimum difference is 1, =244.7mm. Then, the effective turns of the coil in
the slots which the position mentioned above corresponding to are changed greatly
by the analysis above.

The basic data of DFIG at the time of 0.42 s are shown in Table 6.2.
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Fig. 6.2 The initial position
and slot numbers of simula-
tion model

Fig. 6.3 The rotor position
at0.42s

Taking the basic data into the form to the formula (6.4), the fault slot number k;
satisfies the inequality below:

Iy +(k; —=25)AI—0.5A1 < I, <1, + (k; —25)Al +0.5A] (6.5)
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Fig. 6.4 The flux density dif- =
ference at the time of 0.42 s @ 0.5 ™
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Table 6.2 Basic data at the

time of 0.42 s r=67.85mm ¢=426.3mm 6=144.0"

Al=17.76mm 1,=151.3mm 1,=244.7mm

The position of Ist slot: 1,=c —c*(144/360)=255.8mm

And the fault slot number k, satisfies the inequality below:

Iy +(ky —25)Al —0.5A1 <1, <1y + (ky —25)Al +0.5Al (6.6)

Then, getting k,;=19 and k, =24, that is to say the inter-turn short fault occurs in
19th slot and 24th slot which are satisfied with the simulation settings.

6.5 Changes and Analysis of EMF Detection Coil

Whether there is an inter-turn short fault of the DFIG occurs, the degree of the fault
can be determined by the spectrum analysis of EMF of detection coil [11].

When the rotor winding is normal, the rate of slot leakage flux changes and the
effective turns are equal in each slot. However, the rate of slot leakage flux changes
and the effective turns would be reduced when there is an inter-turn short fault, so as
to the amplitude of the EMF. Comparing with the normal slots, the EMF amplitude
of detection coil conducted by fault slots will be significantly reduced.

To highlight the changes of EMF, the differences of EMF when the rotor winding
is normal and the fault is taken as the research subjects.

One complete data are collected, when the generator is running stable, as a sam-
ple. Wavelet decomposition is used to detect significant change points, and just d1
is drawn below to show the change points clearly. Combining d1 and the time refer-
ence collected by optoelectronic device, we get Fig. 6.5.

In Fig. 6.5, the significant change points are shown clearly, the time when the
fault slots are under the detection coil is t;=37.45ms and t, =47.85ms. Time error is
taken into consideration as the section above, so time error within £0.5At is allowed
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Fig. 6.5 The difference curve 2
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to locate the slots based on different time. So the fault slot number k and fault time
t should satisfy the inequality below:

(k—1) Ar=0.5Ar<t<(k —1) At+0.5A¢ (6.7)

Take (6.3) into (6.7) to calculate the inequality.
The fault slot number k; corresponding to the fault time t; should satisfy the
inequality below:

(k, —D)Ar = 0.5A¢ < 1, < (k, —1)Ar +0.5At (6.8)

So as to k, and t, should satisfy the inequality below:

(k, —DAr-0.5Ar < t, < (k, —1)At+0.5A¢ (6.9)

After calculating, we get k; =19 and k, =24, that is to say the inter-turn short fault
occurs in 19th slot and 24th slot which are satisfied with the simulation settings.

A series of different data when s = 0.1 and s = 0.2 is collected to verify the po-
sitioning method proposed in this paper, and the results show that this positioning
method is accurate and reliable.

Conclusion

In this paper, the feasibility of locating the fault slots is discussed, and locating the
fault slot position by wavelet decomposition has been done successfully. Conclu-
sions of the study are as follows:

1. When the rotor winding inter-turn short fault occurs, the flux density correspond-
ing to the fault slots changes significantly, and the degree of change increases
with the degree of the fault.

2. When the fault occurs, the effective turns of coil are reduced, and the leakage
flux of the fault slots is reduced, too. Then, the fault slot position is located by
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the position to which the maximum and minimum of flux density difference
correspond to. Analysis shows that it is feasible to determine the location of the
rotor winding inter-turn short fault slots from the perspective of the flux density.

. When there is the fault, the EMF of detection coil generated by fault slots is

decreased. After the calculation of the data, collecting by the combination of
detection coil and optoelectronic device, positioning by wavelet decomposition,
the fault slots numbers would be determined.

This study provides a positioning method and a theoretical reference for the study
of rotor winding inter-turn short fault.
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Chapter 7

A 3D-Coupled Field-Circuit Model

for Analyzing the Internal Short-Circuit
Faults of Power Transformer

Guozhao Hu, Xixiu Wu, Fei Long and Shipu Wu

Abstract To characterize the complex physical behavior of power transformer’s
internal fault is very important for its protection and fault detection. Therefore,
this chapter presents a complete three-dimensional-coupled field-circuit model
to analyze the internal short-circuit faults of power transformer. The coupled
mechanism and modeling which are used to evaluate the performance of transformer
under internal short-circuit fault condition are introduced as well. A 500 kVA,
three-phase, oil-immersed, core-type transformer is modeled by this field-circuit
3D-coupled method. Based on this, a deep analysis for turn-to-turn and internal
phase-to-phase faults is made. The distribution of magnetic field and electrical
characteristics which contribute to the development of reliable and sensitive fault
detection methods are discussed in this study.

Keywords Power transformer - Internal short circuit - Field-circuit coupled - Model

7.1 Introduction

Power transformer is a major power system component that permits economical
power transmission with high efficiency and low series-voltage drops. Statistics
shows that nearly 70% of transformer failures are caused by undetected internal
short-circuit faults [1]. Therefore, a thorough understanding of the complex physi-
cal behavior of transformer internal faults can provide a sound theoretical basis for
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developing a reliable and sensitive method to detect the faults. For this reason, it is
necessary to establish transformer transient model and analyze the characteristics of
transformer under internal short-circuit condition. There are three classical models
used to perform the transformer internal fault, which are electric equivalent circuit
model [2-3], magnetic circuit model [4], and the 2D finite-element model [5-6].
However, these models are not effective consideration of transformer internal mag-
netic field and cannot be accurately used to characterize the internal short-circuit
faults of power transformer.

In an attempt to obtain more detailed characteristic of transformer under
internal faults, a 3D field-electric circuit-coupled model based on time-stepping
finite-element method is presented. Several typical internal faults are simulated.
Comparing simulating results with the nameplate values, the correctness of this
model is validated.

7.2 Field-electric Circuit-Coupled Model

7.2.1 Magnetic Field Equations

Considering the difficulty in meshing and simulation times, the silicon steel is con-
sidered as isotropic without hysteresis, and eddy current in the laminated steel is
also ignored. Nevertheless, the core loss can be calculated by Bertotti loss separa-
tion model [7-8]. Therefore, the partial differential equation of 3D nonlinear mag-
netic field can be expressed as:

VlexA=Js (7.1
Y7,

where 4, u, and J_ are the magnetic vector potential, the magnetic permeability,
and the source current density, respectively.
The Bertotti loss separation model can be written as:

Protal = Phys +Pcls + Pexc = kthri +kc (me)z + ke (me )1.5 = ler%l + k2Bm1'5 (72)

where P, P,, P, ,and P, are the total loss, hysteresis loss, classical eddy current
loss, and excess loss, respectively. f'is the frequency of the magnetic induction, and
k,, k, and k, are the hysteresis loss coefficient, the eddy current loss coefficient, and
the excess loss coefficient, respectively.

Assuming that the solution region is meshed with tetrahedron elements, Eq. (7.1)
can be spatially dispersed based on the edge finite method. The interpolation func-
tion is given by
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ea“ o

6 6
W,=YW,A4,=Y (NVN,—N,VN,)4, (7.3)
o o

where N, is the element shape function, 4, is the integral of magnetic vector
potential on the element edge, and i, j, and ¢« are the node and edge numbers of the
tetrahedron, respectively.

According to Eq. (7.3), the dispersed matrix equation can be obtained as follows:

KA=F (74)

off

1
With K = [ VW, —VxW,, Fo=[W, JdQ.
o, H o,

where K, A, and F are the coefficients of stiffness matrix, the vector of magnetic
vector potential, and the right side vector, respectively.

According to the transformer geometry, Eq. (7.4) can be decomposed to explain
the coupling principle between magnetic field and electric circuit clearly.

m—1 m—1
KA=Y F, =Y B, (7.5)
Jj=0 j=0
e n
BS = Ejnn W,y -1,dQ (7.6)

where B0 corresponds to the no current area which is composed of core and tank.
Bl1, B2 ... Bm-2, and Bm-1 correspond to the current area which are composed of
windings. 7, n, and s are the coil direction vectors which are field unit vector and
tangential at the windings, the number of winding turns, and the total cross-section-
al area of windings (only including metal region), respectively.

7.2.2  Electric Circuit Equations

The circuit equation of the transformer winding is

TU = —TE + TRI + TL% (7.7)

where T is the matrix which represents the connection between each independent
winding. U, I, E, L, and R are the terminal voltage sources, the winding current, the
back-emf of windings, and the inductance and resistance of each winding, respec-
tively.
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7.2.3 Field-Electric Circuit-Coupled Equations

The total induced back-emf in winding can be calculated from the magnetic vector
potential:

d¢ d nd
CTu T T s dt JQC “ (7-8)
Then, the Eq. (7.7) becomes
wp dA dI (7.9)

TU=TB" —+TRI+TL—
dt dt

Where B =[B, B, B,, B,.|.
From (7.4) and (7.9), the transient field-electric circuit-coupled equations can be
obtained as

GX+PX =0 (7.10)

where G:[K ‘B];X:M;P:[ o 0];Q:[0].The Eq. (7.10) will be
0 TR 1 B TL TU

dispersed by the Crank—Nicholson method in the time domain, and the dispersed
equations are nonlinear which can be solved by Newton—Raphson method.

7.3 Analysis and Discussion

7.3.1 Transformer Parameters and Modeling

Based on the mathematical principles discussed above, a three-phase, oil-immersed,
core-type transformer has been simulated under several typical internal fault cases.
Transformer parameters are shown in Table 7.1.

Figure 7.1 presents the simulation schematic diagram of this transformer. As
shown in this figure, the principle used for modeling internal winding fault in field

Table 7.1 Transformer Rated power 500 kVA Connection YynO
parameters —
HV-rated 6.6 kV/43.8 A | Short-circuit 3.95%
voltage/current impedance
LV-rated 400 V/721.7 A | Winding type Layer
voltage/current
Rated 50 Hz Core loss 727 W
frequency
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domain is to divide the winding in which the internal fault occurs into two subcoils:
the short-circuit part and the remaining coils. Corresponding to Eq. (7.7), the elec-
tric circuit equations of each independent winding can be written as

u,=—e,+R,i,

ug =—ep +Ryip
Ue, =—e. + R i,
di
— : : x
u,=-e, + Rxlx + Tioad®x + Lload
dt
g
u,=-e, + Ryly + Vpaaly T Lips —
dt
di
— ; : z
u, == + R+l + Ly
dt
Unshor = ~Csaort + Rogrorlshorn
,quhm = _eCshorI + RCshorllehorl

(7.11)

In the circuit, the switch is closed for transformer internal fault simulation which
can be represented by the alteration of transformation matrix. For example, to mod-
el the turn-to-turn short-circuit fault of B-phase in this transformer, the transforma-
tion matrix can be written as follows:

Normal operation condition turn to turn fault of B -phase

-1

0 1
-10

T, = 0
0 0

L 0

0
-1

S o O =

S O = O O O

S = O O o O

—_ o O O O O

] 1 -1 0
100
0 1 -1
1 -1 0
10 1
010
T,=|0 0 0
000
00 0
0 0 1
00 0
000
- 00 0

S O O = O O O

S O = O O O O

S = O O O o o

- o O o O o O

S o O o =

S = O O O O

0

(7.12)

To multiply Eq. (7.11) by Eq. (7.12), the electric circuit equations of the transformer
under different operation conditions are as follows.
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Normal operation condition:

u, —up =u, —(ug Tugy,)=—e, TR, +(eg Tep )~ (Ryip +Rygidpgo)
ug —ue = (Up T Upg) —Uc
= _(eB1 + Cpgpon) T (RB1 iB, * Rigordnghon) T (ecl + Cegpon) ~ (Rc, icl * R cgrorlcshon)

Ue —uy, = (U FUege) —U, = (€ T eigon) T(ReIe T Rigonlemon) T4 — R4

di,
u =-e +Ri +r i +L ,—
dt
. . diy
uy = _ey + Ryly + rloadly + Lload .
dt
di,
u - _e +R 1 Jrrloddl +Ll&md
dt
(7.13)
Turn-to-turn fault of B-phase:
Ug—Up =Uy— (“B, Flpge) =€+ Ry + (33, + Chopon) — (RBl iB, * Rgrond sgtone)
Ug—Ue =Uy —Uc=—€y +Ryiy + (eq + o) — (Rq I, + Regorddconorn)
Ue—Uy = (”C, T ligor) Uy = _(eq + €cgon) + (Rq I, + Regordcgon) €4 = RyL
di,
u = _e +Rl +rlnadl +Lload dt
di
u, =-e, +R1  t Tioaly + Ly — 7
j— ; d‘
uz - _ez + Rzlz + r[oadl + Lload
dt
U sstore = ~Cpstore T Risporeipgonn =0 (7.14)

7.3.2 Turn-to-Turn Short-circuit Fault

First, a turn-to-turn fault involving 5.6 % of the turns (20 turns) that occurs at
t=0.04 s on the primary windings of phase “B” is simulated. The primary windings
are supplied by the rated voltage, and the secondary windings are connected to rate
resistive inductive load (power factor is 0.95).

Figure 7.2 presents the terminal currents and circulating current in the shorted
turns. When a turn-to-turn fault occurs on the primary winding, a very large circu-
lating current will flow in the shorted turns. The circulating current is the source of
an MMF, which opposes to the primary winding and shares the same direction with
the secondary. Thus, the inter-turn fault has an effect in decreasing the fundamental
flux, thus consequently increasing the primary current and decreasing the secondary
current to compensate it.
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Table 7.2 Simulation results compared with nameplate values
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Parameters Nameplate values Simulation results Error
HV voltage (kV) 6.6 6.6 0

LV voltage (V) 400 391.9 -2.03%
HV current (A) 45.82 43.8 -4.41%
LV current (A) 721.7 707.11 -2.02%
Power (KVA) 500 491 -1.80%
Core loss(W) 727 692 —-4.81%
Short-circuit 3.95% 3.81% —3.42%
impedance®

2 The short-circuit impedance was calculated using energy method [9]

Current(A) Current(A) Current(A)
300, ) . 6000

short turns
200
100,

0
-100| -2000

-200 -4000

-300° - -6000
0.00 002 004 006 0.08 010 000 0.02 0.04 0.06 0.08 0.10 0.00 0.02 0.04 0.06 0.08 0.10
time (s) time (s) time(s)

Fig. 7.2 Current waveforms for the turn-to-turn fault on the primary winding of transformer,
occurring at the 7=0.04 s of phase B.

Table 7.2 shows the comparing results between calculating values under normal
operation condition and the nameplate values. From this table, we know that the
calculation errors are within 5%, which indicates that the transient operating state
of transformer can be simulated accurately by this model.

Figure 7.3 presents the flux density distribution inside the transformer under
normal operation conditions. It clearly reveals that the flux density distribution
in the healthy transformer has a horizontal symmetry axis that passes through the
center of the transformer core limbs and the magnetic flux in the core is much
higher than the leakage flux.

Fig. 7.3 Flux density distribution inside the transformer under normal operating conditions
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short-turns

Fig. 7.4 Flux density distribution inside the transformer under turn-to-turn fault conditions

The distribution of magnetic flux density after the occurrence of turn-to-turn
fault is shown in Fig. 7.4.

Compared with the normal operation condition, the core gets into saturation, the
leakage flux around shorted turn increases significantly, and the flux in the core
limb surrounded by the shorted turn decreases; the symmetry in the magnetic flux
density distribution does not exist.

When a turn-to-turn fault occurs on the secondary winding, the current and flux
density distribution has similar characteristics with the occurrence on the primary.
Such as the primary current and the secondary current of non-fault phase will in-
crease, the secondary current of fault phase will decrease, and the magnetic flux
density distribution is asymmetrical inside the faulty transformer. Due to the limited
space, the current waveform and flux density distribution are not shown here.

7.3.3 Internal Phase-to-Phase Short-circuit Fault

Since the inside windings that are closed to core are the secondary, the primary
windings are outside. Winding internal phase-to-phase short-circuit fault that hap-
pens on the same longitudinal position of the B, C primary windings is analyzed in
this study. Each phase involves 12 shorted turns. Terminal current and circulating
current in shorted turns are shown in Fig. 7.5. Figure 7.6 presents the flux density
distribution after the fault occurrence.

) Current(A’
Current(A) Current(A) 6000 ¢ 2hon turns
500 . .

(B phase)

4000

2000

short turn:

(C phase)

000 0.02 0.04 0.06 0.08 010 0.00 0.02 0.04 0.06 0.08 0.10 0.00 0.02 0.04 0.06 0.08 0.10
time (s) time (s) time (s)

Fig. 7.5 Current waveforms for internal phase-to-phase fault on the primary winding of trans-
former, occurring at the £ =0.04 s of phase B, C
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sport-turms

Fig. 7.6 Flux density distribution inside the transformer under internal phase-to-phase fault
conditions

In the figure, the current on the primary side of phase B, C increases evidently,
but the current of phase A as well as secondary current remain almost unchanged.
Currents flowing in the shorted turns are very large and phase opponent in phase
B, C. The flux density distribution characteristic shows familiar to the turn-to-turn
fault discussed above.

7.4 Conclusion

In this paper, a 3D-coupled field-circuit model has been developed and applied in
analyzing the internal short-circuit faults of power transformer. The detailed formu-
lation and modeling to evaluate the performance of transformer under the internal
short-circuit fault have been introduced. Field-electric circuit-coupled model pro-
vides a direct visual observation of electromagnetic field distribution and change
in the power transformer. It is useful for understanding the transient feature of the
transformer under different operating conditions. Turn-to-turn fault and internal
phase-to-phase fault have been discussed in this study. Some useful characteristics
of internal fault have been extracted. These results will help to develop reliable and
sensitive methods for detection of the internal faults on the windings for the power
transformers.
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Chapter 8
Position Detection and Error Compensation
for Tubular PMLSM with Hall-effect Sensors

Yong Zhang, Fang Li and Peiqing Ye

Abstract In this chapter, a new position detection method for tubular permanent
magnet linear synchronous motor (TPMLSM) is proposed. Instead of using grating
sensors, the linear hall-effect sensors are adopted, which reduce the cost largely.
In some special PMLSM, the position of hall-effect sensor is restrained by the
size of motors, leading to an extra error. So a predetermined lookup table for error
compensation is proposed in this paper. Furthermore, the finite element analysis
based on Ansoft also demonstrates the validity and reliability of the position
detection and error compensation of the tubular PMLSM based on hall-effect
Sensors.

Keywords Tubular PMLSM - Hall-effect sensors - Position detection * Error
compensation * Lookup table

8.1 Introduction

In various industrial applications, the direct linear servo systems with tubular
PMLSM are becoming more and more widespread [1]. And compared to traditional
systems, that kind of linear servo systems have many advantages of faster transient
response, control capabilities, and simpler manufacture due to tubular PMLSM,
making it a more attractive transmission mode [2]. In traditional systems, the ex-
pensive grating sensors, which cost more than some hundred dollars, are generally
utilized in position control that increases the whole cost largely [3]. But in some
application fields, the requirement of position accuracy is not high enough to use
the expensive grating sensors [4], so a new method of position detecting based on
a kind of low-cost hall-effect sensors has been proposed and studied in this paper.
Compared to grating sensors, hall-effect sensors only cost less than five dollars,
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so the cost of the PMLSM is reduced largely. And by using hall-effect sensors, the
measurement process of the position detecting is simplified greatly. However, to
pursue a higher accuracy, the predetermined lookup table is made to compensate
the position errors.

The remainder of this chapter is organized as follows. First, the topology of
tubular PMLSM and the theoretical analysis for position detection are illustrated
in Sect. 2. In Sect. 3, the model of PMLSM is built and the finite element analysis
based on Ansoft is finished. Then, the experiment results are illustrated in Sect. 4. In
Sect. 5, error compensation for PMLSM is finished based on finite element analysis
and experiment results. Finally, Sect. 6 concludes the entire paper.

8.2 The Position Detection of Tubular PMLSM with Hall-
Effect Sensors

Figure 8.1 shows the topology of tubular PMLSM with two linear hall-effect
sensors which are installed in the middle of the stator. As known, the magnet field
at the position between mover and stator mainly depends on the distance to the
mover. And in an optional position, the magnetic flux density along x-axis can be
described as a sinusoidal wave. The linear hall-effect sensors are used to measure
the magnetic flux density based on Hall Eeffect. In other words, the output voltage
of the sensors is linear to the magnetic flux density. And to detect the position of the
mover accurately, the sensors must be apart 90° of electrical angle, which means
half polar pitch. In this case, the output signal of the sensors will become sinusoidal
wave and cosinusoidal wave. Through anti-trigonometric, the electrical angle can
be calculated easily, and then, the position of the mover can be calculated [5].
The output voltage of two hall-effect sensors is Ul and U2, and then,

U, =A4sin@ @.1)
U, = Asin(6+90" ) = Acos @
From the formulas, the electrical angle of the mover 6 can be calculated.
6= arctan(U, / U,). (8.2)

Fig. 8.1 Topology of Hall-effect sensors
tubular PMLSM | |
(1

|:NSNSNSNSNSN]
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‘{ output

Fig. 8.2 The low-pass filtering and amplifying circuit

And because 90° of electrical angle means half polar pitch (1), the electrical angle
is linear to the distance compared to the initial position of the mover.

0= 900 ><x—1800><x (8.3)
0.5x A A '

However, in some application fields, the distance between mover and stator is usu-
ally decreased to achieve a better performance of thrust, which limits the instal-
lation of the hall-effect sensor, making it more difficult to detect the position and
decreasing the accuracy. When the accuracy does not meet the requirement, the
error compensation is needed. And the position detection and error compensation of
the special tubular PMLSM is studied in Sect. 3 and Sect. 5.

Actually, the direct output from sensors is not as good as expecting. Owing to
the external factors, such as surrounding temperature and machining errors, so there
will be some ripples in the output, which reduces the stability of position control. To
restrain the ripple, a low-pass filtering and amplifying circuit as shown in Fig. 8.2
is designed.

8.3 Finite Element Analysis of PMLSM

The model of the tubular PMLSM is built in Ansoft which is a software based on
Maxwell differential equations. Then, the finite element analysis is carried out on
this model. The magnetic flux density is shown in Fig. 8.3. What we concern the
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Fig. 8.3 The distribution of magnetic flux density

most is the magnetic flux density on the mounted position of the two sensors, so
the input of the sensors is shown in Fig. 8.4. From Fig. 8.4, we can conclude that
the signal is sinusoidal wave approximately [6]. But as said it was mentioned be-
fore, the decreasing of the distance between mover and stator, which restrains the
installation of the hall-effect sensor, leads to a large error compared to the optional
mounted position. To visualize the error, the results are shown in Fig. 8.5, where the
sine and cosine signals are plotted in both axis [7]. Theoretically, Fig. 8.5 should be
a perfect circle, instead of a rhombus.

From Fig. 8.5, we can get the electrical angle, and then, the mover’s position can
be achieved according to equation (3). From simulation, we can find that the elec-
trical angle of magnetic flux density is approximately linear to the position of the
mover, correlating with the theory. The results are shown in equation (4).

6=18.0345xx—0.7857 (8.4)

o
—

o

S

-0.2

magnetic flux density /T

@ -03

-0.4

-0.5 1 A 1 A 1 1 1 ]
0 5 10 15 20 25 30 35 40

the mover’s position /mm

Fig. 8.4 The input magnetic flux density of sensors along the mover’s position
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Fig. 8.5 The x—y diagram of the input magnetic flux density

8.4 Experiment Results

Using the linear grating sensors, we catry out an experiment by moving the mover
at a fixed speed. Figure 8.6 shows the experiment table and our tubular PMLSM.
The output of the low-pass filtering and amplifying circuit is also collected to cal-
culate the position of the mover. To compare with the result of finite element analy-
sis, the output voltage is also shown in Fig. 8.7, and the x—y diagram is shown in
Fig. 8.8. We can find that it is in accordance with the finite element analysis. From
the data, the electrical angle along the mover’s position can be calculated, and the
result is as follows:

Fig. 8.6 Experimental
picture
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Fig. 8.7 The output of the amplifying circuit along the mover’s position

6=18.0987 x x —2.6724. (8.5)

8.5 The Error Compensation of PMLSM Based on Finite
Element Analysis and Experiment

From the analysis in Sect. 2, the electrical angle is linear to the distance of the mov-
er. However, the hall-effect sensors do not install on the optional position because
of the limitation of the small gap, so there is a theoretical error shown in Fig. 8.9,
and from Fig. 8.9, the simulation is up to about 340 um. Similarly, the actual error is
about 500 pm in Fig. 8.9, and two curves have similar changing trend, meaning that
the results of simulation agree well with experiment data. However, the theoretical
error is much smaller and more regular than the actual error. This is because that
the actual parameters of the permanent magnet and linear hall-effect sensors are
incompletely consistent with the theoretic one. These differences are mainly caused
by the production of PMLSM. Firstly, the hall-effect sensors could be incompletely
perpendicular to y-axis, and the distance between two sensors must exist a deviation
from half polar pitch, which all contribute to the error.

In order to reduce the error, a lookup table for error compensation which is used
in the drivers of PMLSM is made. And after compensation, the error is reduced to
100 pum, and the curve is also shown in Fig. 8.9. In traditional method for position
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detection using grating sensors, the error is about 10 um. So compared to hall-effect
sensors, the grating sensors have higher accuracy, but in some application fields,
the accuracy does not need to reach to 10 pum, and using hall-effect sensors, it is
enough. So in that kind of application field, it is a better choice to use hall-effect
sensors considering the cost.

8.6 Conclusion

In this paper, the finite element analysis and the experiment results all prove that it
is possible to use low-cost and available hall-effect sensors to detect the mover’s
position. And the experiment results we achieved are consistent with the theoretical
analysis and simulation results, which are shown from the error curves. The best
advantage of the method is the low cost of hall-effect sensors compared to using ex-
pensive grating sensors. In the production of PMLSM, there are a lot of machining
errors compared to simulation, and in some special PMLSM, the mounted position
of hall-effect sensors also decreases the position accuracy. So in order to improve
the accuracy in comparison with grating sensors, a lookup table is made to decrease
the error from 500 um to 100 pm and improve the reliability in positioning PMLSM.
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Chapter 9

Application of Ensemble Empirical Mode
Decomposition on Stator Inter-turn Short-
Circuit Fault in Doubly Fed Induction
Generators

Junqing Li, Haibo Yu and Lipeng Zhang

Abstract The stator winding inter-turn short-circuit fault is one of the common
faults of doubly fed induction generator (DFIG). In this paper, the multi-loop theory
is used for the mathematical modeling, while different faults under different condi-
tions are simulated by MATLAB. Due to the drawbacks in the EMD decomposition
method, the results of decomposition cannot distinguish the inter-turn short-circuit
fault from some non-fault conditions, while, by introducing the EEMD decomposi-
tion method, the problem can be solved. Using the new method, the voltage imbal-
ance, variable rotor speed, and other factors on the interference in the process of
inter-turn short-circuit fault diagnosis can be ruled out; therefore, the result of the
current spectrum analysis is more reliable. EEMD method can provide a more reli-
able guarantee for stator inter-turn short-circuit fault detection.

Keywords Doubly fed induction generator (DFIG) - Multi-loop - EEMD -
Inter-turn

9.1 Introduction

Currently, the doubly fed induction generator (DFIG) is one of the main equipments
of the operational wind power generators; however, its work environment is so bad
that it has a high failure rate. Stator inter-turn short-circuit fault accounts for more
than 30 % of the generator faults [1]. Therefore, the monitoring and early diagnosis
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for DFIG fault play an important role in maintaining the safe and stable operation
of the generator and power grid.

9.2 EMD Decomposition and EEMD Decomposition

Empirical mode decomposition (EMD) is part of Hilbert-Huang transform (HHT)
which is put forward by Norden E. Huang, which includes two steps: First is de-
composing all the target signals into intrinsic mode function (IMF), and the decom-
position process is called EMD, then transforming the IMF by Hilbert.

9.2.1 EMD Decomposition

Only the data that meet the following two conditions can be decomposed by EMD:
1 The sum of envelopes of its maximum points and minimum points is symmetric
along the timeline; and 2 the number of the extreme value point and the number of
passing zero should be equal or differ at most of 1.

One of the disadvantages of EMD method is as follows: Some scale will be lost
when the data are not pure white noise; therefore, modal aliasing phenomenon came
into existence. It means that an IMF component includes a signal of big scale dif-
ferences, or a similar scale signal appears in a different IMF component. All data
contain the signal and noise in reality life; therefore, the EMD modal aliasing phe-
nomenon is inevitable. This is one of the main drawbacks of EMD [2].

9.2.2 EEMD Decomposition

Ensemble empirical mode decomposition (EEMD) is a data analysis method for
noise auxiliary aiming at overcoming the drawback of EMD method [3].
Decomposition steps of EEMD decomposition method are as follows:

1. A new signal x(¢) is obtained through putting a group of white noise @(#) into
original signal;

. IMF component 7, is obtained by EMD decomposition of new signal;

. Put different white noise into the target signal and repeat the above two steps;

. The IMF component groups c, (¢) are obtained after decomposing;

. Take the corresponding average IMF as the final IMF group;

. Take the corresponding average of residual component as the final IMF group.

[©) WLV, I VS I ]

Then, the final signal x(¢) equation is as follows: x(¢) = ZCn ) +r, ().
n=l
Based on the above steps and formulas, EMD and EEMD methods are simulated
by MATLAB programming.
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9.3 The Mathematical Model of Multi-Loop

The multi-loop mathematical model under normal circumstances can be written as
follows [4]:

U=py +RI 9.1)

where U represents the stator and rotor voltages, I represents the current column
vector, respectively, R means the stator and rotor resistances, and p stands for the
differential operator.

Flux equation is given as (9.2).

w =LI 9.2)

L is a matrix made up of self-inductance and mutual inductance of stator winding
and rotor winding.

According to the loop, the transformation matrix H of branch and loop under
normal circumstances can be written as follows:

1 -1 0o 0 0 0 0 0 O
0 0 1 -10 0 0 0 O
0 0 0 0 1 -1 0 0 O
-1 0 0 0 0 0 0 0 O
H= 9.3)
0 0 -1.0 0 0 0 0 O
0 1.0 1 0 1 0 0 O
0 0 0 0 0 0 I -1 0
[0 0 0 0 0 0 1 —1]
H and ¥ will be substituted into (9.1). A new equation is shown as follows:
HU = HpLI+HLpI+HRI 9.4)
The current in branch and loop of stator and rotor should be as follows:
I=H'T 9.5)

I is the current of the stator and rotor.
After combining (9.5) with (9.4) and simplifying, the following Eq. (9.6) can be
obtained:

pl =(-L)'RT +(L)'U (9.6)



76 J. Lietal.

where U = HU,L =HLH",R = pL + HRH".

After the transformation, a generator multi-loop mathematical model has been
created. Faults are simulated by MATLAB programming, and Eq. (9.6) is solved
through using fourth-order Runge-Kutta method, and then each loop current of sta-
tor and rotor can be obtained. After transforming using Eq. (9.5), each branch cur-
rent can be obtained. Short-circuit turns form a new loop when the stator inter-turn
short-circuit fault occurs. Thus, considering the new loop in the analysis and cal-
culation, various physical quantities of different degrees of failure can be obtained
through the same way.

9.4 Analysis Simulation Results

Based on the above theory, a 5.5-kW doubly fed induction generator is simulated.
The generator’s basic parameters are as follows: Rated frequency is 50 Hz, rated
voltage is 380 V, the stator slot number is 36, the rotor slot number is 24, the pole
number is 2, number of turns of each stator coil is 37, number of turns of each rotor
coil is 12, and the rotor speed is 1200 rpm.

Line current /, is constituted by phase current B and C; I, is constituted by phase
current A and C; /,, is constituted by phase current A and B.

Stator and rotor three-phase line current waveforms is shown in Figs. 9.1, 9.2.

As shown in figures, when the motor runs normally, three-phase current of stator
is equal, phase difference is 120°, and waveform of rotor is smooth; when 5-turn

Stator Line Current Rotor Line Current
a F 1o

Ia_ Ic Ib

Current /A
Current /A

‘U NV‘\/}K\) m)j

“o.6 0.65 0.7 0.75 0.8
T/s

Fig. 9.1 The normal current

Stator Line Current

Current /A
- Curtent/A

Fig. 9.2 5-turn short circuit of stator C-phase
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short-circuit fault occurs, three-phase current of stator will be asymmetrical, and
amplitude of current /, and /, increases at varying degrees. Because of the influ-
ence of harmonic, there are different degrees of volatility in the waveform of ro-
tor three-phase current, but the three-phase current basically keeps symmetry. The
simulation results are based on the generator’s design principle.

9.4.1 Comparison of Results of EMD and EEMD Analysis

The multi-loop mathematical model simulation results are processed by the EMD
and EEMD. Generator reaches steady state at 0.6 s, and the 2-turn short circuit oc-
curs at 0.8 s. Analysis results of stator current /, are shown in Figs. 9.3, 9.4 below:

The waveforms that start at 0.6 s are EMD and EEMD transformation of short-
circuit fault current /., and the fault occurs at 0.8 s. IMF 1-2 in Fig. 9.3 shows
obvious changes at 0.8 s, and a whole signal waveform is divided into two parts
by the EMD method. Due to amplitude, phase and frequency change after the fault
occurs; thus, fault waveforms are identified and divided into two segments by EMD
decomposition. As known from simulation that 0.8 s is the point of fault, EMD
method can identify the time point and is helpful to further determine the generator
fault. Figure 9.4 shows that there is a similar phenomenon with IMF 1-2 of Fig. 9.3

EMD Decomposition
_ 2
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Fig. 9.3 EMD of 2-turn short circuit /,
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in IMF 5-7. These results prove the feasibility of the two methods in the diagnosis
of stator inter-turn short-circuit fault.

Figure 9.3, 9.4 show the analysis which starts from steady state of current; how-
ever, when analysis starts from unstable state, some problem will appear as a result
of EMD decomposition. When fault occurs at 0.8 s, the analysis result of current 7,
of 2-turn short circuit that starts from 0 s is shown as follows:

Figure 9.5 reflects a situation that generator inter-turn short-circuit fault occurs
at 0.8 s, and waveform starts at 0 s. Fig. 9.5 shows that there are interference wave-
forms at fault point as a result of traditional EMD decomposition. Because there
are three states (unsteady state, steady state, and fault state) after the generator gets
started, the traditional EMD decomposition method cannot effectively distinguish
unsteady state from fault state, and the current is divided into three parts. EMD
decomposition cannot accurately judge the fault point, which will interfere with the
generator fault diagnosis.

But the interference is ruled out after using EEMD. IMF 5-7 in Fig. 9.6 shows
that current waveform is accurately divided into two parts—fault-free state and
fault state. The method excludes the situation of unstable generator and only retains
the characteristics of identifying stator inter-turn short-circuit fault current.

The decomposition results of other situations are similar:

Rotor speed changes from 1200 rpm to 1350 rpm at 0.8 s (Figs. 9.7, 9.8), and
20% drop in stator A-phase voltage happens at 0.8 s (Figs. 9.9, 9.10). IMF 1-2 in
Fig. 9.7 shows that the traditional EMD decomposition makes an obvious reac-
tion at the change point 0.8 s. However, there is no obvious reaction in each IMF
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waveform in Fig. 9.8 that is decomposed by EEMD. Change of rotor speed does not
make such a decomposition resulting in stator inter-turn short-circuit fault.

Figure 9.9 illustrates that there also is a vibration at 0.8 s point when unbal-
ance fault occurs, although this phenomenon is not similar with others above, the
vibration will interfere with the diagnosis process. However, EEMD decomposition
does not come up with that result, and there is not obvious vibration at fault point
in Fig. 9.10. Therefore, this method does not define voltage unbalance situation as
a fault nor makes a better distinction between the two faults.

These results say that EEMD decomposition can reflect the generator fault better
and reduce the influence of other factors in fault diagnosis.

9.4.2 Research of Fault Diagnosis

When the generator inter-turn short-circuit fault occurs, harmonic 10, 30, 70, 90,
110, 130, 170 Hz of stator current will increase significantly, and at the same time,
harmonic 50, 70, 90, 110, 130, 150 Hz of rotor current will also increase signifi-
cantly [5].

Harmonic analysis is as shown in Fig. 9.11:

If the inter-turn short-circuit fault is an asymmetric fault inside the generator
in terms of macro, then the stator and rotor currents will also contain a harmonic

Spectrum of stator current Spectrum of rotor current
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Fig. 9.11 Spectrum of stator and rotor C-phase fault current /,
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Fig. 9.12 Spectrum of stator and rotor A-phase fault currents 7,
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component under the situation of outside voltage asymmetry of the generator. Volt-
age unbalance fault current 7, harmonic analysis is shown as follows:

As Figure 9.12 shows, when the doubly fed generator stator asymmetric load
fault occurs, harmonic increment of stator and rotor currents is similar with inter-
turn short-circuit fault; therefore, the two faults cannot be distinguished accurately
by judging harmonic analysis merely, and this could cause misjudgment and impact
the diagnosis.

There will be harmonic and unbalance current under voltage unbalance situation;
therefore, unbalance voltage fault is the most serious interference factor on stator
inter-turn short-circuit fault diagnosis. EMD cannot tell the difference between un-
balanced voltage and stator inter-turn short-circuit fault; however, EEMD can make
stator inter-turn short-circuit waveform change at fault point, while there is no obvi-
ous vibration under the situation of voltage unbalance. EEMD method excludes the
influence of voltage unbalance when analyzing harmonic.

9.5 Conclusion

Analysis of different situation shows that as the defect of EMD decomposition, there
are some wrong judgments in the results of decomposition when the conditions of
generator are unstable, rotor speed changes, and voltage is unbalance. However, the
defects can be overcome by EEMD decomposition method. By comparing the two
methods, EEMD decomposition makes less wrong judgment. EEMD decomposi-
tion can not only find out the fault point accurately, but also can effectively exclude
interference of other factors on the stator inter-turn short-circuit fault diagnosis.
Especially in the analysis process of stator inter-turn short-circuit current harmonic
diagnosis, EEMD decomposition can exclude interference of voltage unbalance
very well and make the doubly fed induction generator stator inter-turn short-circuit
fault diagnosis more reliable.
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Chapter 10

Chaotic Property Identification and Prediction
of Performance Degradation Time Series for
Hydropower Unit

Xueli An

Abstract The performance degradation time series of hydropower unit is recon-
structed in phase space by using the chaos theory. Chaotic property of the series
is found through analysis. The degradation time series is predicted based on the
adding-weight one-rank local-region method. The condition monitoring data of
hydropower unit are used to verify the proposed method. The results show that it
is feasible to predict the performance degradation of hydropower unit by using the
chaos prediction method. The proposed method has high accuracy. It is a new way
to operate and maintain the hydropower unit.

Keywords Hydropower unit - Performance degradation - Chaotic property -
Adding-weight one-rank local-region method - Degradation prediction

10.1 Introduction

The assessment and prediction of hydropower unit’s performance degradation is an
important part of the research for the sake of the unit’s safe and stable operation. Ac-
curate prediction of performance degradation is the basis for drawing up the unit’s
maintenance plan. High-accuracy prediction can ensure hydropower units run in
more reasonably safe and stable condition. The forecast precision has a direct im-
pact on the hydropower plants’ economic benefit; therefore, it is necessary to carry
out the performance degradation assessment and prediction to do a lot of research
works so as to better ensure the reliability of hydropower units’ operation [1].

Due to more factors affecting the hydropower units’ performance and nonlinear-
ity of the hydroelectric power system itself, the units’ performance degradation time
series presents seemingly random characteristics. It is difficult to establish a pre-
cise mathematical model to make description; therefore, it is extremely essential to
study more reliable and accurate method to predict unit’s performance degradation.
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In this paper, the real monitoring data of a hydropower unit are selected to ana-
lyze the chaotic characteristics of this unit’s performance degradation time series.
Based on this analysis, the degradation time series of the unit’s performance has
chaotic properties and the phase space reconstruction method is used to establish
adding-weight one-rank local-region prediction model [2] for hydropower unit’s
performance degradation time series. The proposed model is used to predict the
changing trend of unit’s real degradation time series.

10.2 Chaotic Property Identification of Performance
Degradation Time Series for Hydropower Unit

In this paper, the chaos theory is applied to analyze the inherent characteristics of
hydropower units’ performance degradation, namely, to identify its chaotic charac-
teristics. If the performance degradation time series has chaotic characteristics, the
phase space reconstruction theory and the chaos analysis method will be adopted
to build the prediction model of hydropower units’ performance degradation. The
changing regulation of performance degradation is analyzed by using the proposed
method.

According to Takens theory, for a time series, when m>2d+1 (m is the embed-
ding dimension, and d is the associated dimension of power system), the attractor
can be recovered in the m-dimensional reconstructed space, and the phase trajectory
of space is reconstructed to remain diffeomorphism for the original dynamic system
[3].

When the hydropower unit is in operation, for a given condition parameters time
series {x(i)}, where i=1, 2, ..., n, if the embedding dimension is m, the time delay
is 7, the phase space is reconstructed:

Y (i) =[x(0),x(i +7),x(i +27),, x(i + (m = 1)7)] (10.1)

where i=1, 2, ... , N; N=n—(m—1)tr as the sampling points of time series. Every
phase point contains m components. As to the N phase points, a phase type is consti-
tuted in m-dimensional phase space. The change among phase points in m-dimen-
sional phase space describes the system’s evolution trajectory in the phase space.

The phase space reconstruction has a pivotal role in chaos prediction. The se-
lection of embedding dimension and time delay are pivotal in phase space recon-
struction. If the calculated attractor in the reconstruction phase space has positive
maximum Lyapunov exponent, the unit’s performance degradation time series has
chaotic properties. In this paper, mutual information method [4] is used to compute
the delay time. The Cao algorithm [5] is used to compute embedding dimension
in phase space reconstruction. The Wolf method [6] is used to calculate the largest
Lyapunov exponent of performance degradation time series.
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10.3 Prediction of Performance Degradation Time Series
for Hydropower Unit

If the hydropower units’ performance degradation time series has chaotic character-
istics, the chaotic characteristics can be fully utilized to predict the changing trend
of performance degradation time series. This can improve the accuracy to a certain
extent. In this paper, the adding-weight one-rank local-region method [2] is used
to predict the changing trend of hydropower units’ performance degradation time
series with the specific steps as follows:

Step 1: Look for the nearby points.

In the phase space, the space distance between each neighborhood point and Y,
is calculated, and the reference vector sets Y, of ¥, are found, where i=1,2, ..., q.
The weight of Y, is defined as follows:

o (di=dy)

= q—
Z efl(di 7dm)
i=1

i

(10.2)

where / is a constant coefficient, generally taking /=1, where d, is the distance be-
tween the points ¥, and Y, and d  is the minimum of d..

Step 2: Local linear fitting.

One-order weighted local linear fitting is as follows:

Y =ae+bY,; (10.3)
1
1 L . .
where e=| .| ,i=1,2,...,q. When the embedding dimension m=1, there is

1 m

X1+ a+bxy

Xk'2+l _ a +l'7xk2 (10.4)

Xig+1 a+bxy,

Based on the weighted least squares method:

q
2 B (i —a—bxy)’ = min (10-5)

i=1

The partial derivatives of Eq. (10.5) with respect to independent variables a, b are
calculated, respectively:
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q
D P (xy —a—bx,) =0 (10.6)
i=1
q
Z F (X —a—bxy)xg; =0 (10.7)
i=1

Solving (10.6), (10.7), a, b are obtained:

q
szkarlszkz szklszklxkl+l
= i=1 = i=1 i=1 (108)
q

> Px; —(ZPixk,»)z
i=1 i=1

q

q9
Z iXkiXki+1 T prkzzpzka
i=1 i=1 i=1

b (10.9)

q q
ZP,x, Q. Px)’

1 i=

—

Step 3: Make predictions.
Equations (10.8), (10.9) are substituted into Eq. (10.4). The one-step predicted
value Y, +1 of ¥, can be obtained.

Dynamical system is developing and changing with the passage of time. Some
disturbance factors of the future will continue to come into the system and will exert
influence on the system. Although the history information of system has certain ef-
fects in researching it, the predicted value with practical value and higher precision
is the most recent data for the prediction time (called the new information). The
other farther data only reflect a trend [7].

Therefore, there is no need to use a model to predict all values in the future. In
this paper, a known time series is firstly used to establish chaotic prediction model
so as to predict a value Y,,+1; then, the real value corresponding to the predicted
value Y,,+1 is added to the known time series with the oldest data point removed
meanwhile so that the length of the time series remains unchanged. Afterward, the
next value Y,,+2 is predicted by using the chaos model. And the latest real value
corresponding to ¥,,+2 is added to the time series, while the oldest data are re-
moved until the forecast is completed.

10.4 Case Study

In this paper, the real condition monitoring data (July 2008 ~ December 2011) of
a pumped storage units (rated power 250 MW, rated speed 333 r/min) are used to
study the chaotic properties of hydropower units’ performance degradation time
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Fig. 10.1 Flowchart of hydropower unit’s performance degradation prediction

series and predict them. The vibration is an important indicator of evaluating hydro-
power units’ operational reliability. In this paper, the vibration data of upper bracket
horizontal vibration in direction-X are selected as the research subjects. Figure 10.1
demonstrates the flowchart of the hydropower unit’s performance degradation pre-
diction.

In order to get a real-time operation condition of the hydropower unit, use the
condition monitoring data of unit in the initial running stage and in good without
fault condition to establish the vibration standard model of unit in health condition.
Considering the important effect of active power and working head on the unit’s
vibration characteristics, and the good fitting performance of multivariate adaptive
regression splines [8] for the scattered data, a vibration-power-working head three-
dimensional surface model for hydropower unit is built based on multivariate adap-
tive regression splines. According to the proposed model, the mapping relationship
v=AP, H) between unit power (), working head (), and vibration parameters (v)
can be obtained.

As to the 800 sets of data from September 22, 2008 ~ September 18, 2009, 600
sets of data are selected to establish a healthy and standard model with the remain-
ing 200 sets of data used as the test samples for validating the model. In order to
make the three-dimensional multivariate adaptive regression splines model have
good performance, the selected 800 sets of healthy and standard data should cover
the changing range of the working head and the active power work. The active
power and working head of 200 sets of test samples are input to the model to com-
pute the healthy and standard values in corresponding condition. The results show
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Fig. 10.2 Performance degradation trend graph of hydropower unit

that the healthy and standard values are agreed with the real values. The average
relative error is 2.86 %.

The real-time online condition monitoring data (the data of active power and
working head from May 12, 2011 ~ December 15, 2011) after two years are substi-
tuted into the unit health model v(#)=fP(f), H(?)) to get health standard value v(¢)
in the current operating condition. v(#) is compared with the real value r(f), and the

degradation degree D({) is obtained, where D(r) = Mx 100% , as shown in
v

Fig. 10.2.

It is shown in Fig. 10.2 that the unit’s vibration parameter begins to degenerate
after two years of operation. The degradation trend has strong volatility and non-
stationary. To get the changing trend of the unit performance in the future, it needs
to establish a nonlinear prediction model for prediction.

The mutual information method, Cao algorithms, and Wolf method are, respec-
tively, used to calculate the time delay 7, embedding dimension m, and the maxi-
mum Lyapunov exponent 4 of performance degradation time series (as shown in
Fig. 10.2) of hydropower unit. The results are as follows: t=6, m=12, A=0.1475.
It can be seen that the unit’s performance degradation time series has chaotic
properties.

According to the calculated time delay 7 and embedding dimension m, the phase
space reconstruction is made and the adding-weight one-rank local-region method
is used to predict the changing trend of unit’s performance degradation. The first
593 data are used to reconstruct the phase space; the 594 ~643 point data are used
to forecast the trend. The predicted results are shown in Fig. 10.3.

As shown in Fig. 10.3, the predicted values of unit’s performance degradation
are agreeable with its real values. The predicted average relative error is 7.52 %. The
predicted results show that it is feasible to use the proposed method to predict the
performance degradation of hydropower unit.
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Fig. 10.3 Prediction results of the performance degradation

10.5 Conclusion

The chaos theory is used to analyze and calculate the performance degradation time
series of hydropower unit. This study shows that this time series has chaotic proper-
ty. According to the phase space reconstruction theory, the adding-weight one-rank
local-region method is used to predict the changing trend of this time series. The
example analysis shows that it is feasible to use the chaos theory to predict the trend
of hydropower unit’s performance degradation time series. The predicted results
are reasonable. The proposed method can timely and accurately estimate the unit’s
performance conditions and changing trend. It has strong practical value.
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Chapter 11
Cosimulation Method for Asynchronous Motor
Based on Saber RD—Simulink

Rui Li and Chaonan Tong

Abstract Take the three-phase asynchronous motor as the controlled plant, a
comparative study of the cosimulation method is carried out based on the platform
which consists of MATLAB/Simulink and Saber. Firstly, build a control model
in the Simulink environment, and then compile and set the portable control mod-
ule by using the tool RTW; call the control module into the SaberRD sketch of
the whole asynchronous motor space vector pulse width modulation (SVPWM)
control system. Experimental results show that this cosimulation system has the
characteristics of flexible application and expected output data, so this study offers
a new practical method for research and development of the complex power elec-
tronic system.

Keywords SaberRD - Simulink - Cosimulation * Asynchronous motor - SVPWM

11.1 Introduction

The saber platform as power electronic product developed by Synopsys company
was born in American, which has been widely used in power electronic, mechanical
and electrical integration, mechanical, electronic and optical fields [1]. This soft-
ware platform features representative current development, advanced level design
editing functions, simulation models and analytical skills; support to the standard
language and mixed signal modeling; support top-down and bottom-up design
method; hybrid analysis technology and wire harness design and advanced cloth
line capacity [2].

This paper proposes an effective method for the first time, in combination with
the MATLAB/Simulink and SaberRD as united simulation platform for establish-
ing the whole control system [3—4]. It has given the detailed design steps that
the rotor flux vector control system for asynchronous motor as the experimental
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object [5]. Firstly, related researches about the joint simulation of several other
schemes based on Windows operating system are introduced; then, in combination
with the example, this new joint simulation method is focused based on Simulink/
RTW. Experiments show that the method as proposed in this paper runs faster and
has higher precision than the traditional single platform. Especially, it is helpful
to practical engineering of the real-time development for large-scale power elec-
tronic system.

11.2 Comparison of Joint SaberRD—Simulink Simulation
Schemes

There are several methods provided in the developed platform with two softwares.
These three methods are relatively more effective than others. The first and second
method has been used widely for its simple procedure. The third one is used in
Saber structure, but the research of application is seldom seen. This strategy is pro-
posed for the purpose of complementing the technique.

1. Cosimulation is used for interactive design tool to connect to the SaberHDL
simulator and Simulink. It may include the simulation algorithm of Saber and
Simulink, MAST template, and SaberRD simulation module [6]. Because it is a
synchronous collaborative simulation, the use of this scheme requires the user
to install the MATLAB and the SaberRD on the same computer. As shown in
Fig. 11.1, in accordance with the process of the preconfiguration on the software
platform [7]:

Fig. 11.1 Usage process of

. . Configuration
cosimulation in SaberRD of Matlab
v i ¥
Set Simulink Set SaberRD
models models

Activate corresponding version of script file
in Matlab installation

v

< Run Cosimulation in SaberRD )

Analysis of data

Save additional Simulink
models
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Running the simulation with SaberRD as the main body and in the Simulink devel-
op simulation model as SaberRD entity at meanwhile. The key of using this scheme
is to combine the simulation as the interface definition, which needs two software
environment and reasonable definition for realizing the combined interaction, re-
spectively. In the MATLAB model in the process of development, the Saber Cosim
module should be used as the interface function and S-function into Simulink and
then save the file as *.mdlI [8].

2. The Saberlink function is the transmission of data between MATLAB and Saber
interface, the interactive window of special operation in the Saber/CosmosScope
page. The data transmission can be dual directional. This method focuses on the
data transmission. The model does not involve the interoperability. In order to be
suitable to the high real-time request, it does not involve the device and model-
invoking circumstances.

3. Use of RTW development control module. This study adopts the scheme of
combined simulation. The control module of “portable controller” development
process is shown in Fig. 11.2: Five files specified in the configuration file are
necessary during the model generation, which have to be found out manually
from the SaberRD installation directory and then copied to the MATLAB/Simu-
link working directory by using the RTW function to call. Among them, “Saber
rtw.tlc” is the control file top target language compiler (compared to the original
Simulink RTW grt.tlc file, you can see the MATLAB help file-specific infor-
mation). “Saber_rtw_foreign.tlc” is in line with the C code generation model
of SaberRD programming specifications, including C model database package
and desired output. “Saber _rtw_symbol.tlc” is the symbol definition standard
SaberRD-based simulation environment, which is used to describe the graphic
module from input ports to the output ports. “Saber rtw_mast.tlc” is based on
the MAST language-developed SaberRD template. “Saber rtw_nt.tmf” plays
the role of defining the model of the compile and link interface and generates the
dynamic link library CONTROLLERC.dII file.

Fig. 11.2 RTW file develop- Simulink Model.
ment process Controller.mdl
/ Mo de 1 generator \

Saber rtw.tlc | Real Time Workshop |
Saber_rtw_foreign.tlc ¢
Saber_ rtw_symbol.tlc
Saber_rtw_mast.tlc
Saber_rtw_nt.tmf

Controller.rtw
Controller.c

¢—I

\ | Target Language Complier (C/C++ compiler) |
I

A 4
Generated Output Files:
Controller.sin
Controller.ai_sym
CONTROLLERC.dII
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After the completion of Simulink model development, the control module will be
“Build” that needs to do some set of simulation parameters. On the one hand, the
simulation type in solver is changed into a fixed step size; for example, a simulation
step of SaberRD is t1, the fixed step size in the Simulink simulation sampling time
t2, which is generally set to the t1 =t2 or t2=N*tl. N is a positive integer; on the
other hand, run the foreign model in SaberRD with high precision, the simulator
will “Warn” promptly, and the results may be distorted seriously. With the steps to
configure RTW, specify the system target file “saber rtw.tlc,” and the appropriate
user variable is set in the computer, thus pointing to the C program compiler.

11.3  Vector Control System of the Induction Motor

The space vector pulse width modulation technology is used in combination with
the simulation method described in this paper, the rotor flux of induction motor in-
direct oriented control. The control system is called the vector control (VC) system
or the rotor flux-oriented control (FOC) referred system by the orthogonal coor-
dinate system, equivalent to DC motor model [9]. The application of the double
closed loop controls the structure of the system, in which the outer-loop feedback is
the speed of the motor and feedback loop is the torque current and exciting current
[10]. The structure diagram of control system is shown in Fig. 11.3.

The stator terminal current is shown in Fig. 11.3, in which the three-phase asyn-
chronous motor can be measured by instrument, and then through the Clark coor-
dinate transformation, the rotating magnetic field (a, b, c) three-phase coordinates
model into a model two-phase synchronous rotating reference coordinates [11].
Then (a, ) current vector in the coordinate system through Park transform into the
rotor flux orientation rotation (d, q) coordinate model. Selection of state variables

T
X= [a) Vi Yoy s lsq] , including “d,” represents stator current flux direc-

[Pt

tion, “q” represents torque direction, “represent s stator

(3% L}
T

represents stator and
. . . . T

rotor. o is the motor output speed. The input variable is U = [usd Uy O TLJ

, @, is the synchronous speed of the system, the output variable is Y = [a) wr]T

while considering squirrel cage asynchronous motor rotor is short, so we have

U,y =u,, =0. The torque equation system is shown as follows:

Rotor speed *

Speed
regulator

| | dq Three-phase
V/I controller | ;l‘/Alpha SVPWM voltage
beta converter
Flux orientation
A rAlpha Alpha
/ beta, : dq H /bcta:
a_b_

Flux/current Controller

Fig. 11.3 Diagram of double closed-loop control system of asynchronous motor
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Te = I; (lqurd _lsdl//rq) (111)

r

The asynchronous motor state equation is shown in the formula below (Eq. 11.2):

2

do n Lm . . n
E - :l])L (lSql//rd - lsdl//rq) - 717 TL
dll/rd 1 Lm .
- T T4 + (o —o +—
dt T, Via + (@ -0y, T, s
v : L (11.2)
rq m )
- =T —(0; —w +—7
dt Tr W*’q ( 1 )l//rd Tr sq
diy L, L RI:+R.IZ, . i ot
- O,y — i+, +—%
dt GLSLrT;* Vrd GLer ll/rq GLSL% sd I'sq GLS
diy, L, Ly R.I2+R.I2, Y
- - - i —wi, +——
dt oL.LT, Vg oLL, rd GLSLf sq W Lsq oL,

where R, L, v , I, u represent the resistance, inductance, flux linkage, and the state
variables of current/voltage, respectively. L, is the mutual inductance. Subscript-
ing characters “d” and “q” note two phase rotating coordinates as d-axis and g-axis.
And the “d,” “r” express on behalf of stator and rotor, respectively. J is the inertia of
the motor, n,, is the number of pole pairs, @ is the angular velocity of the mechani-

cal rotor, and o, is the angular velocity of d_q coordinate system. Among them, the

electromagnetic time constant of the rotor is 77 — ﬁ, and the motor’s magnetic flux
2 " R

»

leakage coefficientis o =1— 7 'Z .
In the control loop of doubles ciosed-loop feedback, the (d, q) two-phase flow of
power decoupling is individually controlled by the PI controller. The speed control-
ler is built in MATLAB/Simulink. The desired speed of idse cmd by the input sig-
nal input, and the rotating shaft of the motor feedback speed signal idse compared.
The difference is used as a speed controller input control signal. A closed loop
feedback, decoupling current iqse current iqse* will generate torque as the input and
the asynchronous motor external feedback are compared, the difference as the input
signal through the current/voltage controller (developed in MATLAB/Simulink).
The slip output calculation module and the rotor speed are equal to the value of
the superposition of synchronous speed of w,. The output is equal to the magnetic
field of the rotor slip angle relative to the stator magnetic field. Driving circuit of
asynchronous motor is developed in SaberRD. Its role is to control voltage vector
pulse width modulation module using PWM modulation and the SVPWM three-
phase bridge drive circuit for the power supply of three-phase asynchronous motor
[12]. The drive circuit is composed of six switch devices. Different combinations of
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the three bits binary number according to the sequence of A, B, and C represent dif-
ferent states of the switch, in which “1” means the upper bridge arm power device
turn on and the lower bridge arm device to turn off; “0” represents that the upper
bridge arm power device is closed and the lower bridge arm device to turn on. Each
state corresponds to a SVPWM voltage waveform a pulse wave [13].

According to different applications, select three or more than three vectors to
calculate the synthetic vector. According to the parallelogram law:

TV =TV, +T,V, (11.3)

where T, T, into the vector V,, V in the switching cycle duration; T, PWM switch

cycle. Let T, be a continuous time, and zero vector of V is Ty =T, + 7} +T,. If the
angle between the Vand V is 0, T,=mT sin(”5 — 6 ), and T, = mTy sin(), where

v,

re)

m is SVPWM modulation coefficient, m = V—3
dc
To sum up, the system simulation master plan development cosimulation method
(including the control module, driver circuit and asynchronous motor and the me-
chanical load). The controller “ASR” contains three control modules, which are
generated by the RTW method.

11.4 Analysis of Simulation Results

Test specification: Operating system: Windows xp or Windows7. Software require-
ments: SaberRD 2012 version, MATLAB 2010b or higher version, the VC++ 6.0
compiler. Operation simulation platform and the signal for partially are shown in
Table 11.1:

Table 11.1 List of experimental variables

Signal meaning Variables (unit)
Signal output module PWM gl~g6 (-)

Input voltage va, vb, ve (V)
The stator terminal current ias, ibs, ics (A)
d-axis reference input current ids_cmd, idse (A)
g-axis reference input current igs_cmd, igse (A)
Speed input pd_cmd (rad/min)
Slip regulating reference value Swe (-)

Motor slip measurements slip_percent (-)
Motor speed measurement w_rpm (rad/min)
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Fig. 11.4 Cosimulation of VC system for asynchronous motor in SaberRD

Set the parameters of simulation environment: the simulation length: 5 s; MAT-
LAB model simulation step: 0.001s; SaberRD simulation step: 1e-5 s; integral order
number: 1; target iteration number: 10.

The control module parameters: conversion rate: slew_rate =200; speed control-
ler: kp =1, ki =1; voltage/current controller: kpq = kpd =0.1, kiq = kid =10.

Parameters of asynchronous motor: Lm =0.001H: Ls = Lr =0.2e-3H; mu-
tual inductance; stator resistance: Rs =0.01 Q; the equivalent rotor resistance: rr
=0.006 Q; motor pole pair number: p =4; moment of inertia: ] _Motor =0.04 kg.m?.

SVPWM module parameters: reference voltage: V_rail =266V; sinusoidal car-
rier frequency: 5000 Hz.

The simulation results are shown in Fig. 11.4. The results show that the input
command speed: from zero to a slow ramp, with greater slope of the ascending
velocity, to run at full speed, then slow down to normal speed level test. Small
mechanical load for testing is 1kg/ m?. The key of slip in the process of motor run-
ning is the precondition of rotor rotation and torque. Comparing the measured slip
value and reference value, we can enter the tracking control of steady state when the
motor is started after 0.2s through the slip calculation module of dynamic adjust-
ment. But in the set, the measured values are still biased. By changing the controller
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appropriately or regulating the input flux calculation model to achieve more precise
control, as shown in Fig. 11.4, the torque and rotor flux-oriented control will have
good effect. For both speedup and speed-down processes, for the current compo-
nent igse, torque can be synchronously tracking the set value igs_cmd. When the
flux variation features better coordination and speed setting, its volatility is higher
with better control effect by adjusting the parameters of the speed controller. Obser-
vation and analysis of driving circuit for high-frequency carrier in SVPWM work.

With each state is symmetrical, the six-switch states in circuit SVPWM and
the related voltage and current were analyzed. The results show that some of the
high switching frequency 5 kHz, about 2.5 kHz which is enough to drive motor to
achieve better control effect. Of course, if low-frequency control signal is applied,
greater harmonic distortion will be caused.

11.5 Conclusion

A new cosimulation method is proposed in this paper. Respectively, the two parts
of one system are developed in SaberRD and Simulink platform, which not only
makes full use of advantages of Simulink in analyzing the mixed signal, but also
makes the control algorithm embedded in the standard library of Saber. By call-
ing the RTW tool, a portable control module is generated. Finally, in the SaberRD
environment, a complete SVPWM control system is built. The simulation results
show that the system is built by using the cosimulation method which is accurate
and good and shows dynamic, static performance, especially and much faster
than traditional method. Considering the electrical engineering in the separate
and independent control and design requirements, this paper provides an effec-
tive tool for the design and development for complex power electronic system.
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Chapter 12

Research and Development of Prejudging
Device for Open Circuit in Secondary Side
of Current Transformer

Gaoxiang Lin, Bifu Qian, Rongtao Wang, Xijia Liu and Jiaxing Wang

Abstract The safe and reliable prejudging device for open circuit in the secondary
side of current transformer has been developed. On the basis of explaining the
process and defects of the traditional operation, the paper designs a schematic
diagram of prejudging device. The suitable values of the shunt resistors have
been obtained from lots of calculation and analysis with the safety precaution and
approach designed at meanwhile including the components selection and the design
optimization. The test results show that the device could well prejudge the circuit
open in the in-mending section of the circuit at the secondary side of the current
transformer.

Keywords Current transformer - Open circuit - Shunt resistor - Prejudging

12.1 Introduction

The current transformer (hereinafter referred to as CT) is an important part of the
protection subsystem or the measure & control subsystem in the power system. Its
operating stability may affect the accuracy of the measure & control subsystem as
well as the reliability of the protection subsystem [1-2].

The current in the primary winding of CT is called as the primary current which
is represented by I1. As the same time, the current in the secondary winding of CT
is called as the secondary current which is represented by 12. The ratio of I1 and 12
are defined as the CT ratio which is represented as K:

K =11/I2 (12.1)

The schematics of CT were shown in Fig. 12.1.
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Fig. 12.1 Schematics of CT

If the circuit in the secondary side of CT is open, the primary current will change
to the excitation current totally, which will thus cause the iron core of the CT
excessively saturated to produce high voltage while the peak value will be available
at several kilo-voltages between S1 and S2; therefore, the open circuit in secondary
side of CT is harmful [3-5].

“When workers are working on the circuit in the secondary side of a working CT,
it is forbidden to open the secondary side circuit”, quoted from the clause 10.13 of
The Safety Regulations for Electric Power which was released by the General State
Administration of Quality Supervision, Inspection and Quarantine, and National
Standardization Management Committee of the People’s Republic of China.

There was no effective method to prevent the in-mending section of the circuit
open in the secondary side of a working CT. The method for dealing with the prob-
lem was mounting an over-voltage protection [6—7], which could reduce the range
and degree of accident, but could not avoid it.

The main content and achievements of this article are shown as below:

Firstly, the paper has elaborated the traditional protection method of in-mending
section of the circuit open in the secondary side of a working CT, and informed the
defects.

Secondly, on the basis of lots of statistics and calculation, this article has
proposed a prejudging device for open circuit in secondary side of CT based on
the principle of shunt resistors, which could work well in practice. Also, its safety
measures are listed.

Thirdly, the experimental results show that the device could prejudge the open
circuit in secondary side of CT correctly, and achieve the desired effect.
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12.2 Working Principles of the Device

There are two positions, as shown in Fig. 12.2 for mounting the shoring stub. The
first position is POSITION A, where the shoring stub is mounted in the case of
overhaul or reforming for the device A; the second position is POSITION B for the
same working for device B.

Whether the operation of mounting the shoring stub is successful or not can be
judged by observing the current values on the terminal device (e.g. DEVICE B in
Fig. 12.2). However, there is no reliable method for the operation of resuming of
making sure the integrity of the current circuit. The traditional operation of resum-
ing is described in details as below, taking the example of reforming the DEVICE
B shown in Fig. 12.2.

STEP 1: check the integrity of the current circuit of the DEVICE B and the ter-
minal block of the CABINET B.

STEP 2: check the reliability of the current connecting pieces in the terminal
block of the CABINET B.

STEP 3: one worker removes the shoring stub on the POSITION A phase by
phase; another one keeps watching the current values.

There are three unstable factors for resuming the traditional operation by
analyzing the process above:

FACTOR 1: how to ensure the integrity of current circuit between the terminal
block and the DEVICE B (including the DEVICE B itself) before the current
connecting pieces are removed.

FACTOR 2: how to ensure the reliability of the connection of the current circuits
between the terminal block and the DEVICE B (including the DEVICE B itself)
before the current connecting pieces are removed. The resistance value of the circuit
in secondary side of CT will be larger than normal when the screws have not been
screwed tightly, or the connecting pieces have not been connected reliably, or in
case of some similar situations. It is difficult to find out the defects, especially when
the fault happens in N phase.

FACTOR 3: how to ensure the reliability of the connect pieces.

The device’s structure is shown in Fig. 12.3. The resistance value between phase
A (or B, or C) and phase N can be controlled by setting the three-location toggle
switch K. when toggle switch K is in Location 2, the resistance value between

A O o} O o} O
B e} ? o O g o O
C O o} o ) O o
N O O (e} O O
/ DEVICE A DEVICE B
SHORT BREAKER CABINET A CABINET B
WIRE TERMINAL POSITION A POSITION B

BOX

Fig. 12.2 Diagram of the circuit in the secondary side of CT
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Fig. 12.3 Diagram of the device’s structure

phase A (or B, or C) and phase N will be zero, equivalent to the short-circuit; when
in Location 1, the resistance value is R1||R2, which is defined as R12; when in
Location 0, the resistance value is R1. The resistance value of R1 is approximately
equal to the resistance value of transmission line between breaker terminal box and
the DEVICE B, including the internal resistance value of the DEVICE A. Also the
same, the resistance value of R12 is approximately equal to the resistance value of
cable between the DEVICE A and the DEVICE B, including the internal resistance
value of the DEVICE B.

If the resistance value of the load in the secondary side of CT is too large, the CT
will work in nonlinear and cause wrong actions of the protection device and wrong
samples of measure & control device; therefore, the resistance values of R1 and R2
have to be set appropriately: a large number of transmission lines of 110 kV substa-
tions have been inquired for their model and length. Upon calculation and analysis,
we’ve finally gotten the values of R1 and R2, respectively, 0.5 and 0.2 Q.

The method of prejudging circuit open in phase A (or B, or C), is observing the
current of phase A (or B, or C) changing via switching the three-location toggle
switch K. The button switch KN is set for prejudging circuit open in phase N.

12.3 Development of the Device

12.3.1 Selection and Design of Device

1. The power source—laminated battery, which is small and has a high output
voltage and excellent performance. It is suitable for portable instrumentation.
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Fig. 12.4 Diagram of
sampling program of
MPS430

uchar dis3[6]

uchar codedisd[]={"080459122803"}:
void delay_lms (uint x) //delay

{

uint i,3;
for(3=0;j<x; j+)
for(i=0:i<110;i++) ;

}
void AD() FAAD convertion module
{

uchar adval, 1i;
for (i=0:i<10;i++)
{

dianya = 0;
csad = 0 ffcs start

adwr = 1;
while(intrl = 0): /
AD_DATA = Oxff;
aded = 1;

_nop_():

adrd = 0: //read the data

fwaiting for
//anti-infe
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2. The regulator circuit—78L05 integrated voltage regulator chip, which is small
and suitable, and has an output of 620 V DC.

W

. The regulating switch of resistance value—three-location toggle switch.

4. The processor—MPS430 microcontroller, although has a higher price than
STC89CS51, a lower power consumption and a larger memory. Its sampling pro-
gram is shown in Fig. 12.4 with its hardware wiring diagram shown in Fig. 12.5.

5. The current sensor—TLGK Rogowski coil has a good impact resistance—more
than 100 A and a high accuracy class—0.1%. Its connection characteristic is
direct-connection [8—10].

vee
& 132 A*cs
o
R8 I MCUI
GND | C 14 L Rst vee —22
RXDRS 2 PIO/RAD SCLKPL 7 19 ADI
CIf‘ DXORW 2 P3.1/TXD MISOPL6 ': :gi
F— i XTAL2 MOSIPLS — -
~ o S— XTALL _ SSPL4 — >
. PIVINTO P13 — E
. Y1 7 ——— 2
GND '"" ox2 TXTAL D6 L PIIINTI P12 —+—3
X2 — P34moECI  PLI —3—2DL
] '— PISTI/PWMIL PLO _l EN
L GND PWMOP37 —

[
T
GND

Fig. 12.5 Diagram of hardware wiring of MPS430
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Static struct fb_ops £3c2410fb_ops =

{
owner = THIS_MODULE:
fb_set_par = s3c2410fb_check_war:
fb_set_par + s3c2410fb_set_par:
fb_blank = s3c2410fb_blank;
fb_setcolreg = s3c2410fb_setcolreg.
fb_copyarea = cfb_fillrect;
fb_copyarea = cfb_copyarea;
fb_imageblit = cfb_imageblit:

b

G. Lin et al.

/{detect parameters

/{set display pattern

//turn on or turn off

//set the registors’ wvalues
//select a rectangular region
/{copy and display

f/{display

Fig. 12.6 Diagram of data-processing program of the LCD display

Interface 1 Interface 2

VBOUT
i LCD||3 vee 1 1 LCDIII vee RPT
2 VEE 2 VEE VEE
3 LCD RS 3 LCD RS
CON20 4 LCD SLD CON20 4 LCD SLD
5 LCD CLK 5 LCD CLK S0k
6 6
7 7 —
8 8 vCce
9 9
10 10
11 11 2
B B ¥ R2 LCD BF
13 13 3 AQ2
14 14 58550 470
15 0 BF OUT
16 16
17 17
1S VBOUT 18 VBOUT + I‘SE; sy
19 BF OUT 19 BF OUT s
20 20

Fig. 12.7 Diagram of hardware wiring of the LCD display

6. The data display module—LCD display. Its data-processing program is shown in
Fig. 12.6 with its hardware wiring diagram shown in Fig. 12.7.

7. The shunt resistor—RX24G aluminum-shell resistor, whose rated current and
shock current meet the requirements and have a high accuracy class.
8. The shell of the device—engineering plastic insulation.

Upon assembling and installing the eight modules above, we’ve gotten the device

which is shown in Fig. 12.8.

12.3.2 Safety of the Device

Firstly, 0.2 and 0.5 Q are adopted as the resistance value of R12 and R1 respec-
tively. The meaning of these two values indicate the resistance value of the load in
secondary side of CT should be never larger than the rating secondary resistance
value when the prejudging device is in parallel with the in-mending device, or the
prejudging device is in series into the secondary current circuit
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Fig. 12.8 Diagram of the
interior of the device

Secondly, the resistor R1 is welded inside the device directly to avoid the short-
time open in the process of switching the toggle switch K.

Thirdly, the toggle switch K, the Rogowski coil and the aluminum-shell resistor
we select could withstand the impact of 200 A current lasting 100 ms at least;
therefore, the components may work as normal when a short-circuit fault happens.

Why 200 A? The 150 A is the largest current of the CT of 10P30 accuracy class
in linear region, so 200 A is even larger than 150 A.

And why 100 ms? The inherent time of the breaker acts in a short-circuit fault
was about 60—80 ms, so 100 ms even is larger than 80 ms.

As a result, the device can work properly in the most serious fault with the
parameters of 200 A and 100 ms.

Fourthly, the measurement part and the realization part of the device are
connected by the electromagnetic coupling of the TLGK Rogowski coil to avoid
the interference in the measurement part.

Fifthly, when the device is mounted, the toggle switch K should be set in Location
2(short-circuit) for reducing the adverse impact because the resistor R1 or R2 would
emit heat when it keeps working for a long time.

12.4 Function Test

12.4.1 Method of Device Use

Generally, the device in the secondary side of the CT, such as the protection device,
the measure & control device and the BZT device, has tripping function depend-
ing on accurate data; therefore, the prejudging device should have strict operating
steps. The paper took Fig. 12.2 as an example (the DEVICE B needed mending) to
explain the steps.

Firstly, mount the prejudging device phase by phase at the Position B, as shown
in Fig. 12.2 after switching the toggle switch K to Location 1.

Secondly, check the current values of the three phases and made sure that they
are balanced and changed in the same way when switching the toggle switch K;
nevertheless, the device has some problems and needs overhaul.

Thirdly, disconnect the circuit between the CARBINET A and the CARBINET
B, at Position B; then overhaul DEVICE B.
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Fourthly, connect the circuit between the CARBINET A and the CARBINET B
at the Position B after overhauling DEVICE B.

Fifthly, switching the toggle switch K to Location 2 or Location 0 can check the
changing of the current values. If the current values of one phase (or two phases,
or even three phases) keep still, the corresponding current circuit of that phase (or
those two phases, or even those three phases) is open. If the current values change
inconsistently, there are some unreliable connections in some phases.

Sixthly, after making sure the integrity of the current circuits in phase A, B and
C, switch the toggle switch K to Location 1 (short-circuit), and record the values
of TA, 1B, and IC; then switch K to Location 2, press the button switch KN, and
observe the changing of current value in phase N. If IN is almost equal to 10 %*IA
(IA=IB=IC, generally), the current circuit is integral; otherwise, the current circuit
in phase N is open.

Seventhly, remove the test wires of the prejudging device.

12.4.2 Test Results

The prejudging device has been tested on the simulation test platform for the cor-
rectness of the principle as we proposed and the reliability of the device. The simu-
lating parameters are set as below.

Firstly, simulation of DEVICE A as shown in Fig. 12.2 is in overhauled condi-
tion, and the prejudging device is connected at Position B in a parallel manner;

Secondly, the current value from the secondary side of CT is set as 2 A.

Thirdly, the resistance value between the DEVICE A and DEVICE B (includ-
ing the DEVICE B itself) is set as 0.5 Q and the resistance value of the Prejudging
Device is set as 0.5 Q.

The test results are shown as below.

When the current circuit between the DEVICE A and DEVICE B is an integral,
as shown in Fig. 12.9b due to the same resistance value of the two branches (the one
branch is the circuit between the DEVICE A and DEVICE B including the DEVICE
B itself, and another one is Prejudging Device), the current values shown on device
are balanced, as shown in Fig. 12.9a.

Diagram of Display Diagram of Normal Connection of Working
a b

Fig. 12.9 Diagram of normal simulation
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Diagram of Display b Diagram of Open Point
a

Fig. 12.10 Diagram of simulating open circuit

When the current circuit between the DEVICE A and the DEVICE B is open at
A phase, as shown in Fig. 12.10b. Obviously, the current can’t go into the circuit
between the DEVICE A and the DEVICE B in Phase A at all, so the prejudging
device would bear 2 A in Phase A. Because of Phase B and Phase C are complete,
the currents of the two phases are balanced too. The current values on device were
shown as Fig. 12.10a.

12.5 Conclusion

A safe and reliable prejudging device based on the principle of shunt resistors for
open circuit in the secondary side of CT has been developed. It can ensure the in-
tegrity of the in-mending section of the circuit in the secondary side of CT when the
CT in working. The test results show that the device could prejudge the open circuit
in the secondary side of CT correctly and achieve the desired effect.
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Chapter 13
The Application of Fuzzy Pattern Recognition
on Electromotor Malfunction Diagnosis

Tan Xia and Juan Wang

Abstract Until now, the fault detection on running motor is deemed a complicated
and uncertain problem. In this chapter, a method for motor fault diagnosis based
on fuzzy pattern recognition is proposed. With the fuzzy method, the mathematics
model and the membership function of diagnosis are presented to provide a way for
motor fault diagnosis.

Keywords Fuzzy logic - Pattern recognition - Electromotor malfunction
Diagnostic matrix

13.1 Introduction

When a fault happens, both financial losses and undesired situations may occur. In
this sense, it is important to detect the incipient faults and diagnose which faults
have occurred [1]. Until now, the fault detection on a running motor is deemed a
complicated and uncertain problem. The qualitative decision of the motor failure
is not accurate to solve problems timely, and classical mathematical methods are
powerless here [2].

Many studies have focused on the analysis of the stator current. These methods
are more accurate in diagnosis; however, the cost is high, and the type of fault di-
agnosis is limited.

The actual work primarily depends on the experience of engineers by means
of observation, reasoning, and logic analysis such as excessive noise, vibration,
strong or overheating signs to infer. The experience and the reasoning are full of
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ambiguity. With the fuzzy method, the mathematics model and the membership
function of diagnosis are presented to provide a way for the purpose of electromotor
malfunction diagnosis.

13.2 Fuzzy Diagnostic Model

Definition 1 Assume the occurrence of certain failure, m kinds of fault symptoms
occur with varying degrees, described as sign of the ith variable; thus, the fault
symptoms fuzzy vector is proposed:

xi(izlzza'"am)’:(xlaxza”'sxm)sxi 6[0 5 1] (1)

When x; =0 or 1, expresses the sign—presence or absence.

Definition 2 Let the failure mode identified by » classes; thus, the variable model
j is described as:

yj(j=1,2,---,n),)_’=(SYI(yl),Sn(yz),---,SYn(yn)) ©)
Sy, €[0.1L.Y.= (31,5575 30)-
Definition 3 Syj (x;)= Tijs (i=12,---m; j=1,2---,n), as the fuzzy membership of

the ;4 failure symptom x; in the j—th failure mode. R = (rl.j.) € [0,1] is the
fault fuzzy diagnosis matrix:

mxn? l/;'j

UTET ur
r. v, LR &

B — 21 22 2n ) (3)
le rm2 an

13.3 Synthesis of Fuzzy Relations

Relationship based on fuzzy synthetic transformation, X and R synthesis operation:

rll rlZ rln

1 1 1

21 22 2n
Y=XoR=(xl,x2,-,x,)° S

v v v

ml m2 T mn
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For Y | the synthetic computing model can be used as below:
m
& M(AV),y; = i\=/1(xi ATy).

After obtaining the data of minimum and maximum, synthesizing operation of the
model use the principle of maximum and minimum [3]. The main feature is the
prominent role of the fault symptom factor without considering the impact of other
signs of factors.

b' M(A9®)ay] = min{la zxi A ry} .

i=1
The model takes into account the minimum degree of membership of each fault
symptom of failure modes, characterized by prominent signs of the impact of the
secondary fault.

C. M("’+)’yj :zxi.rij .
i=1

This model is a weighted average of the model-based fault diagnosis in both the
primary and the secondary factors at the same time with the effect of all factors of
failure symptoms taken into consideration.

The chapter uses this model for fault pattern recognition in order to further im-
prove the diagnostic accuracy; besides, the model can also be used in three different
results mentioned above. Then it analyzes and compares the results.

13.4 Determine the Membership Function

In this chapter, we determine the fuzzy membership matrix of the fault diagnosis
method by means of empirical methods and statistical combination.

The appearance of various types of the failure probabilities of each symptom is
given by the theoretical analysis and empirical knowledge. We descript the degree
of membership ll.j.

Definition 4: Each fault symptom corresponds to the meaning of failure modes
membership: /.=1.0, must appear; /.=0.8, which is more likely to occur; /.=0.6,
which is likely to occur; /,=0.4, which is somewhat likely to occur; ll.j=0.2, which
is unlikely to occur; and ZU.=O, which is impossible to occur.

The membership is determined by the statistical data:

- The number of presence of section / in the J — th failure mode (5)
ij= :

The total number of the presence in class /

The empirical method weights W ; the statistics act weights W» ;
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0<w,w, <Lw +w,=1.
The fuzzy membership comprehensive experience and statistical methods are ad-

opted to determine the fuzzy membership r,.:
b

ropEwly Awgt L i=12,0my j=1,2,00m (6)

Thus we can get the fuzzy diagnosis matrix B =(r; ;) -

13.5 Principle of the Fuzzy Diagnosis

Sign the input vague signs vector X =(x,,x,,---,x,,). Upon normalization, it has
m
the right role model in the weighted average, x| = x; /Z X; .

i=1
The failure modes can be obtained based on the rela‘éionship between the synthe-
sis of the fuzzy vector ¥ =(y,5,,=*,»,), ¥, =max{y, | j=1,2,---,n}. Inferred by

the principle of maximum degree, yf.is the failure category (Fig. 13.1).

Diagnostic
matrix

Synthesis
algorithm

Experience and Fuzzy Synthesis of Fault diagnosis
statistics membership fuzzy relations g
Field
observations

Fig. 13.1 Schematic motor fault diagnosis of the fuzzy model

Mathematical
model

Failure
symptoms




13 The Application of Fuzzy Pattern Recognition on Electromotor ... 117

13.6 Example Diagnosis

13.6.1 Selection of the Fault Symptoms and the Fault
Mode

In the field of the induction motor diagnosis, the fault symptoms and the failure
modes can be described as to the failure symptoms (operating condition monitor-
ing) as given below:

x, (abnormal noise), x, (vibration increases), x, (local overheating), x, (three-
phase current asymmetry), x, (speed down), and x, (corona).

As to the failure mode:

y, (turn short circuit between the stator), y, (loose stator core), y, (insulation ag-
ing), y, (cable damage), y, (end ring fracture), and y, (bearing failure).

13.6.2 Determination of the Fault Diagnosis Matrix

According to the theoretical analysis and the empirical knowledge, the fuzzy mem-
bership is given by definition 4 between the fault symptoms and the fault modes,
which are shown in Table 13.1:

Previous experience of practical work and the existing statistics are collated in
Table 13.2:
Table 13.1 can give the fuzzy relationship matrix of experience directly:

[0.4 0.8 04 06 0.6 0.8]
08 1.0 04 04 08 1.0
1.0 0.6 08 02 02 0.6
0.8 04 02 08 04 04
02 06 02 04 02 08
(0.4 02 08 08 02 02]

O]

It~
Il

Table 13.1 Induction motor fuzzy relationship with the signs of failure modes

Fault symptoms | Fault modes Yy

X; bg! Vs Y3 Y4 Vs Yo
X, 0.4 0.8 0.4 0.6 0.6 0.8
X, 0.8 1.0 0.4 0.4 0.8 1.0
X, 1.0 0.6 0.8 0.2 0.2 0.6
x, 0.8 0.4 0.2 0.8 0.4 0.4
X, 0.2 0.6 0.2 0.4 0.2 0.8
X, 0.4 0.2 0.8 0.8 0.2 0.2
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Table 13.2 Induction motor fault symptom and failure modes of membership statistics

Symptom Faultj

xi v, ¥ s v, Vs Vs
X, 5 3 1 3 4 6

X, 3 4 0 1 2 6

X, 6 3 5 0 2 1

X, 6 2 0 7 1 0

X 2 1 0 2 0 2

X, 1 0 3 3 0 1

Table 13.2 can give the fuzzy relationship matrix of statistics:

0.227 0.136 0.045 0.136 0.182 0.273

0.188 0.25 0 0.063 0.125 0.375
T 0.353 0.176 0.294 0 0.118 0.059 ®)
— 0375 0.125 0 0.438 0.063 0

0.286 0.143 0 0.286 0 0.286

0.125 0 0375 0375 0 0.125

As the motor is a typical nonlinear system, it is difficult to obtain the diagnosis
samples [4]. Several works have been focused on detecting early mechanical and
electrical faults before damage appears in the motor. However, the main drawback
of them is the complexity on the motor’s signal mathematical processing [5]. Due to
the small statistical sample, let the weight of experience w, =0.7; statistical weights
w,=0.3;

then rl.j=0.7ll.j+ 0.3tl.j, the fuzzy diagnosis matrix is given as:

[0.3481  0.6008 0.2935 0.4608 0.4746 0.6419]
0.6164 0.7750 0.2800 0.2989 0.5975 0.8125
0.8059 0.4728 0.6482 0.1400 0.1754 0.4377
0.6725 0.3175 0.1400 0.6914 0.2989 0.2800
0.2258 0.4629 0.1400 0.3658 0.1400 0.6458

|0.3175 0.1400 0.6725 0.6725 0.1400 0.1775 |

1=
Il

(€))

The site monitoring shows signs of motor failure, such as the presence x , x;, and x,.
We enter the fault symptoms vector X=(10 1 1 0 0). After normalization, the result
can be obtained according to the fuzzy relations:

Y =(0.6082 0.4632 0.3602 0.4303 0.3160 0.4527) (10)
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Based on the principle of maximum degree of membership, we can judge the diag-
nostic fault mode as y,, the stator inter-turn short circuit.

13.7 Conclusion

On the basis of theoretical analysis, the mathematical model and combined diag-
nostic examples can explain the fuzzy pattern recognition method of the motor fault
diagnosis, which is feasible so as to provide a way for the computer-aided diagno-
sis of motor failure. This method can also be combined with the diagnostic expert
system to obtain a more effective application of the high degree of complexity in
large-scale dynamic systems.

This is a practical example of motor fault diagnosis, which is on the cold-rolled
silicon steel production line of Wuhan Iron and Steel Company (WISCO) in 2013;
however, this method is simulated in the motor laboratory of two schools accord-
ing to the simulation of the broken rotor bars and eccentricity fault. Our method is
proved to be effective. While compared with many kinds of online detection meth-
ods based on stator current, the fault detection accuracy rate is low. However, it can
detect more types of faults with simple operation and low cost.

The study requires more follow-up samples, so we can determine more practical
membership functions. This method can also be expanded to some kinds of fuzzy
clustering analysis in order to diagnose the motor failure more accurately.
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Chapter 14
Low Speed Stability of Tracking Turntable for
the Unmanned Air Vehicle Landing

Chengzhi Su, Yiping Ma, Yanjing Wang, Yuan Fang and Demin Wang

Abstract In the unmanned air vehicle (UAV) landing test, the rate fluctuation of
tracking turntable appears in using the grounding active laser guidance system. To
improve its stability, the reasons for tracking turntable rate fluctuation at low speed
are analyzed. It is verified that the motor cogging torque fluctuation is the main
reason at low speed by modeling and experiment. A disturbance observer based
compensation control on the basis of the traditional double closed loop PID correc-
tion is proposed. Through analyzing the dynamic structure of tracking turntable, the
compensation equation of disturbance torque described by the angular acceleration
and torque current is derivated and then the torque disturbance observer structure is
designed based on the equation. The comparative test shows that the rate fluctuation
is 2.12% after compensation when the speed is 1(°)/s, lower over 3 times than by
only the traditional double closed loop PID correction. This method proposed can
improve low speed stability of tracking Turntable for the UAV landing.

Keywords Unmanned air vehicle - Landing guidance - Tracking turntable - Rate
fluctuation - Disturbance observer
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14.1 Introduction

To improve the reliability of UAV landing on the ground[1], the grounding active
laser guidance system has received widely theoretical and technical research and ap-
plicational development from home and abroad owing to its characters of strong anti-
jamming capability, no relying on external factors, etc [2-3]. This landing guidance
system adopts laser to range, two-dimensional turntable tracking UAV to measure
angle and offers real-time UAV landing information [4—6]. In the process of leading
the test, rate fluctuation of the turntable appears and it affects the tracking precision.
Domestic and foreign scholars have done a great deal of work in the research of low-
speed stability of turntable. Document [7] proposed a adaptive control strategy based
on system identification to solve the problem that the motor torque fluctuation of low-
speed servo system influences speed stability; Documents [8—10] proposed the repeti-
tive control method to realize effective inhibition of such fluctuations; Documents
[11-12] present the method of using neural network to inhibit fluctuant torque; Docu-
ment [13] analyzed the effect of turntable’s rate fluctuation, and proposes a adaptive
inhibition method to rate fluctuation of position sensor's periodic error. Based on the
test, the reasons for tracking turntable rate fluctuation at low speed are analyzed, and
a disturbance observer-based compensation control on the basis of a traditional PID
compensation control method is proposed, and it turns out that this method can effec-
tively reduce the negative impact of the motor torque on rate stability.

14.2 Tracking System Model and Analysis of Rate
Fluctuation

This two dimensional turntable adopts permanent-magnet DC torque motor, and its
number of magnetic poles is 14, tooth number N is 85. First, mathematical model
of the system is established to analyse the low-speed stability property of tracking
turntable and then the dynamic structure diagram is shown in Fig. 14.2.

Motor has two input, one is the control input rectifier voltage Ud, and the other
one is equivalent disturbance torque current I, = T; /C, 7, is disturbance torque, n
is motor speed, E is armature voltage, 7; =L /R is electromagnetic time constant of
armature circuit, 7,,= (4gJR)/(375C,C,,) is tracking system mechanical electrical
time constant. Table 14.1 is systematic parameters of tracking turntable (Fig. 14.1).

On account of the unequal distribution, reversing, the cogging effect and other
problems of armature winding, DC torque motor inevitably produces torque fluctu-
ation in the process of movement and the motor torque fluctuation has larger influ-
ence on rate stability at low speed. Because of low work rate and short journeys, the
torque fluctuation mainly is high frequency fluctuations which are related to tooth
number, and the mathematical model of the fluctuating torque f, can approximately
be sine function as follows:

f = Asin(27ft + ¢) (14.1)
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Fig. 14.1 Tracking system la(s)
model -
Uss) = TR |+ R | &8 7]
- T,5+1 TS | Ce
Fig. 14.2 Rate fluctuation at 1.06 T T T T T
0=1()s ; : : : :
1.04 ;

Velocity ((°)/S)
o
3

0.94 oo e e e b b

0.92 H H H H H
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Point of samples

Table 14.1 Tracking turntable system parameters

Symbol Name of parameters Value Unit

L Armature inductance | 0.0159 mL

R Armature resistance 9.3 Q

J Moment of inertia 950 kg.m?x107°

C Back electromotive 0.25 v/r.min"!
force coefficient

C, The torque current 2.39 Nm/A
ratio

A is the amplitude of harmonic fluctuation torque, f =N/(360w) is the frequency
of harmonic fluctuation torque, N is tooth number, ® is rotating angular rate of
tracking system, ¢ is the phase angle related to the initial position.

Figure. 14.2 is the rate curve when o is 1(°)/s, rate fluctuation is 7.22%. The
spectrum, shown in Fig. 14.3, is obtained by removing the DC component and then
making Fourier transform to the data in Fig. 14.2. According to Fig. 14.3, we know
that: the rate of tracking system is approximately in the form of periodic fluctuation,
the frequency of rate fluctuation is mainly at 0.233 Hz. The theoretical value of the
cogging torque fluctuation is 0.236 Hz, indicating that the actual rate fluctuation is
consistent with the theory. Change the speed to 2(°)/s, 3(°)/s, the frequencies of rate
fluctuation are 0.469 Hz, 0.703 Hz, approximately satisfied Eq. (14.1). All of those
show that unequal distribution of the cogging torque is the main reason for the rate
fluctuation of turntable and Eq. (14.1) is right.
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Fig. 14.3 Spectrum of rate at 0.014
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14.3 Traditional Double Closed Loop PID Correction

This correction system adopts the current ACR, speed ASR, the double closed loop
controlling structure with two independentregulators, as shown in Fig. 14.4. K /(T, +1)
is the equivalent transfer of tracking system based on PWM actuator, 7,=0.004 is the
time constant of PWM controller, K =2.4 is the gain of PWM controller, 3 is feedback
coefficient of current loop, a is feedback coefficient of speed loop.

To make the current loop have good following performance, I-type system is
used to correct this loop, ACR regulator adopts PI, and its transfer function is:

Woes = (K, +Kps)/s (14.2)

K scale coefficient of current regulator

K, integral coefficient of current regulator

To make the speed loop have no static error, II-type system is used to correct this
link, ASR regulator adopts PI structure, and its transfer function is:

Wisk = Ky (7,8 +1) /(7,5) (14.3)
lat
Uyfs) T Uits) + Ugls) + =
L Qs el R L@ R+ TR T,
- - Ts+l| Tis+1 Ts T K

la*

Fig. 14.4 traditional doubleclosed loop PID correction dynamic structure
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K, scale coefficient of speed regulator

7, lead time constant of speed regulator

In the circumstance of matlab/Simulink, establishing the simulation model of double
closed loop PID controlling system, according to the harmonic peaks M. mini-
mum standards from modern control theory “oscillation index method ” [14—15], the
parameters are optimized as followed: current regulator ASR: K,=1.6, K;=964.5;
speed regulator ACR: K, =23.06, 7,=0.06; feedback coefficient of the current loop
B=1, feedback coefficient of the speed loop a=1. When the given rate is 1(°)/s, rate
step response curve without the torque disturbance, shown in Fig. 14.5, is obtained
by traditional double closed loop PID correction.

Figure 14.5 indicates that the tracking system has a better rapidity and stability
with traditional double closed loop PID correction.

The solid line with torque disturbance in Fig. 14.6 is the rate step response curve
adapted by traditional double closed loop PID correction. As known in Fig. 14.6, the
simulation rate fluctuation is 1.9 %. From Fig. 14.2, the real rate fluctuation is 7.22 %.
According to the requirement of UAV guidance, when the lowest tracking rate is
1(°)/s, rate fluctuation is less than 3 %. The rate fluctuation requirement is not satisfied
only by traditional double closed loop PID correction. It is clear that the traditional
double closed loop PID correction is lack of effective inhibition to torque fluctuation.

14.4 Disturbance Observer Based Compensation Control

In order that the tracking system has not only better rapidity and stability, but also
has robustness to torque fluctuation, according to modern control theory, we add the
disturbance observer to compensate the effect of torque fluctuation on the basis of
traditional double closed loop PID correction.

Fig. 14.5 Rate.sFepresponse T4r---mq----- s ittt e i
adapted by traditional i i I I I I I
double closed loop PID 1.2',_____1' _____ : _____ : _____ :,____,',_____:
correction without the torque : | | | | | :
disturbance i i i i i i |
— 1[% T T T T i

Z) [ 1 1 1 1 1 1

OA ] ] ] ] ] ] ]

= 08f--cedecaoo (D | Y T |

[ ] ] ] ] ] ]
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Fig. 14.6 Rate step response 1.05
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According to the object and disturbance properties, we can get the new dynamic
structure of tracking system just as the Fig. 14.7 and we know that:

1y()~ Ly () = T";fe i(s) (14.4)
Ly ()= Iy (s) —mCe ) (14.5)
Iy (s)= 1y (s)—asn(s) (14.6)
TmCe
a=
R

The disturbing torque can be estimated by torque current and angular acceleration
according to Eq. (14.6). We can get the angular acceleration by differential computing
the angular rate, and adopt the low-pass filter to eliminate the differential noise of an-
gular rate signal. We get the estimated compensation equation of disturbing torque IZL:

* 1 .
I dL(S)=m[ld(S)—a'S'n(S)] (14.7)
Fig. 14.7 Tracking system
disturbance structure lo(s)
/(s)t R E(s).; _}" n(sé s Afs)
TmS Ce




14 Low Speed Stability of Tracking Turntable for the Unmanned ... 127

Add the disturbing torque compensation structure in Fig. 14.8 into Fig. 14.4. We
adopt the same simulated parameters which are in the above the traditional double
closed loop PID correction in the circumstance of Simulink. The dotted line in
Fig. 14.6 is the rate fluctuation curve after compensation, and the rate fluctuation
180.2 %, decreased nearly 10 times than before compensation.

14.5 Test and Analysis

The ground tests are done with the grounding active laser guiding system. When
testing, the pitching axis of tracking turntable points to 30(°) relative to the zenith,
azimuth axis rotates continuously at 1(°)/s, and the spectrum of disturbance torque is
shown in Fig. 14.3. Collect real-time rate data, sample period is 0.01s, sample length
is 72,000, and exclude the partial data at the beginning and the end to avoid the effect
of acceleration and deceleration, retaining the effective sample length 60,000, and
part of the data image is shown in Fig. 14.9, part of the data is shown in Table 14.2.
Comparing the result in Table 14.2, we can know that when the V__ of average rate is
0.9994(°)/s, Vp-p of rate fluctuation is 2.12% after plus disturbance observer based
compensation control, less 3 times than only by the traditional double closed loop PID
correction.

Fig. 14.8 Torque disturbance
compensation structure

Ly(s) Es) | 1 || n(s)
Fig. 14.9 Real rate curve 1.025
after compensation 1021
1.015 |
1.01
@ 1.005
e
z
§ 0.995
= 099
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0.98- -
0.975
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14.6 Conclusion

After analysing the reasons for rate fluctuation of tracking turntable at low speed,
a disturbance observer based compensation control on the basis of the traditional
double closed loop PID correction is proposed. And the test shows that:

1.

In the UAV landing test, the motor cogging torque fluctuation is the main reason
for causing rate fluctuation of tracking turntable at low speed which is used on
the grounding active laser landing system;

. When turntable is at the speed of 1(°)/s, the rate fluctuation is 2.12 % after adopt-

ing the disturbance observer based compensation control, lower over 3 times
than only the traditional double closed loop PID correction.

. The disturbance observer based compensation control proposed can improve the

rate stability of tracking turntable.
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Chapter 15
Development of a Multiple Stage
Single-three-Phase Power Converter

Min Lei, Quanzhu Zhang, Mingyan Xu and Xiaolei Sun

Abstract The project studied and designed a set of multiple stage single-three-
phase power converter by using modern power electronic technology and automatic
control technology. The paper firstly introduced the design of the main circuit and
control system and explained the working principle of them in detail and then intro-
duced the design of driving circuit. The test results showed that the power converter
realized the transformation from the single-phase voltage to three-phase voltage
and the continuous adjustment of output voltage and frequency, which proved the
correctness and feasibility of the design. The single-three-phase power converter
has functions of transformer and converter. It has developmental prospects and con-
siderable market value, and it can be used as a platform for experiment teaching and
research in the field of power electronics technology and driving and controlling of
motor.

Keywords Multiple stage power converter - Insulated gate bipolar transistor
(IGBT) - Inverter circuit - Regulation of voltage and frequency - Drive circuit

15.1 Introduction

The main task of power electronics is to realize the conversion of electrical energy,
and power conversion technology [1-2] is an important meaning to accomplish
this task; therefore, it is the most basic and the most important core technology of
power electronics. With the constant update and development of power electron-
ics and control theory [3], and the improvement of microelectronics technology
and the emergence of new power electronic devices, especially the rapid develop-
ment of IGBT or metal-oxide—semiconductor field-effect transistor (MOSFET), the
applications of power conversion technology expand unceasingly to increase the
technology of regulation of frequency and voltage to a very high level and have
advantages of high efficiency and high power factor. Power conversion technology
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is mainly for the effective conversion of voltage and frequency. In order to meet
the requirements of different voltage parameters in practical applications, it is often
necessary to transform a voltage format to another voltage format. This program is
researched and designed based on the development ideas. The system consists of
former power converter (AC/DC/AC1), backward power converter (AC2/DC/AC),
and high-frequency transformer. System parameters are as follows: Input voltage
is single-phase voltage of AC220 V/50 Hz, output voltage is continuously adjust-
able voltage of 0—380 V, frequency range is continuously adjustable of 0-60 Hz
with 0.1 Hz for frequency regulation accuracy, and the output power is 3 KW. The
single-three-phase power converter can convert constant single-phase input voltage
of AC220 V into three-phase AC voltage with rated value of AC380 V with continu-
ous adjustment of frequency and voltage, and it adopts high-frequency transformer
to realize electrical isolation of input and output and make the whole system small
size and lightweight for easy transportation and maintenance.

15.2 Main Circuit and Working Principle

The main circuit block diagram of the multiple stage single-three-phase power
converter is shown in Fig. 15.1. The working principle is that the sine voltage of
AC220V/50 Hz gets DC of 300 V through single-phase rectifier and filtration of di-
ode, which realizes high-frequency square wave voltage conversion from DC300 V
to AC300 V/20 kHz through single-phase inverter of IGBT and thus realizes square
wave voltage conversion from AC300 V/20 kHz to AC540 V/20 kHz through high-
frequency inverter. Moreover, the outputs continuously adjust three-phase sine
wave voltage through rectifier and filtration of fast diode, three-phase inverter of
IGBT, and L—C three-phase sinusoidal filter. Continuous adjustment of the output
voltage is dependent on IGBT single-phase inverter of the former power convert-
er by adopting pulse width modulation (PWM) control method, and the control
operation of variable voltage and variable frequency (VVVF) for motor load is
dependent on IGBT three-phase inverter of the backward power converter. High-
frequency transformer not only achieves the voltage step-up transformation, but
also achieves the electrical isolation between former stage and backward stage. Ac-
cording to the operation principle of transformer, the volume of the transformer iron
core is inversely proportional to the frequency of the input AC voltage. Since the

Former stage transformation High-frequency Backward stage transformation
S, transformer . _ _ _ _ _ _ _ _ _ _ _ __ _ __ __________ R
|
| | |
o— 1
I ] o | — —:o
Q | ACO0—380V
o | 4 | | 4 | 1
2 | I | ! 0—60Hz
N ! I 1 —o
o— | t |
| h | |
: S|ng|9—phase Smgle phase: : Fast rectifier Three phase | _¢ three-phase:
| rectifier inverter | L inverter filter |

Fig. 15.1 Main circuit block diagram
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input voltage of the transformer is 20 kHz high-frequency AC square wave voltage,
it has adopted superfine crystal core to greatly reduce the size and weight of the
converter. Former stage inverter is a single-phase inverter, and it selects a two-unit
IGBT module of FF100R12KS4 as a master device with maximum withstand volt-
age of 1200 V, maximum current of 100 A, and switching frequency of 15-30 kHz.
Three-phase inverter of backward stage inverter selects a two-unit IGBT module of
BSMS50GB120DN2 as a master device with maximum withstand voltage of 1200 V,
maximum current of 50 A, and switching frequency of 10-20 kHz. Main circuit
adopted modular design with stable circuit structure, realized the electrical isolation
between input signal and output signal, and completed all the output requirements.

15.3 Control System Design

Control system of the multiple stage single-three-phase power converter makes
SPMC75F2413 A from Sunplus75 Micro Control Unit (MCU) as the core coupled
with a series of external circuits to achieve the effective control of output voltage
and frequency. The principle block diagram is shown in Fig. 15.2. System detec-
tion module collects output three-phase voltage and current value and then sends
to SPMC75F2413 A [4-5]; after processing, SPMC75F2413 A outputs the corre-
sponding control signal to the integrated PWM control chip SG1525 for analysis
and calculation to change the duty ratio of output pulse signal through the driver
module and realizes the effective regulation of the output voltage. At the same time,
the system detection module collects information such as voltage, current, and
temperature of each link to realize condition monitoring, fault alarm, and protec-
tion function. SPMC75F2413 A is a kind of industrial 16-bit single chip with rich
hardware resources, 80 I/O pins, watchdog, serial communication, 10 AD conver-
sion circuit, etc. The single-chip microcomputer is used to implement operation and
management of control system, data acquisition and display, closed-loop control,

etc.
) O
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l l 4 road PWM
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Voltage and current Driver module Output voltage

detection module and current

Volt d t . .
o age anc curren Driver module | | detection module
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. Vs | SG1525 |
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SPMC75F2413A

Fig. 15.2 Control system principle block diagram
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15.3.1 The Design of Former Stage Driver Circuit

Former stage driver circuit [6—7] makes integrated ICPC929 and PC923 from
SHARP Company as the core, and the principle diagram is shown in Fig. 15.3.
The working principle is that the pulse signal produced by MCU is sent to the three
feet of PC1; if the input signal is of low electrical level, the six feet of PC1 outputs
high-level signal, and it provides positive bias current for Q2 through resistance
R6. The conduction of Q2 makes positive power supply voltage that is sent to gate
G1 of IGBT through the grid resistors R7 and R8. At the point, the IGBT is turned
on. If the input signal of PC1 is of high electrical level, the six feet of PC1 outputs
negative voltage, thus providing positive bias current for Q3 through resistance R6.
The conduction of Q3 makes negative power supply voltage which is sent to gate
G1 of IGBT through the grid resistors R7 and R8. At the point, the IGBT is turned
off. C1 and C2 are used to absorb the voltage of the high-frequency harmonic. The
9 feet of PC2 is fault detection signal input pin for IGBT module, and it makes up
IGBT conducting tube pressure drop detection circuit with external resistor R14 and
diodes D1 and D2. High-speed optical coupling device P1 implements the electric
isolation between the control signal and driving signal and implements the overcur-
rent protection of IGBT at the same time. The chips of PC929 and PC923 are suit-
able for small capacity of IGBT pulse drive, which are usually used in pairs. PC923
is generally chosen to drive the upper bridge arm, and PC929 is for lower bridge
arm in the design.
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15.3.2 The Design of Backward Stage Driver Circuit

Backward stage driver circuit [8] makes 2SD315 module from Swiss Concept Com-
pany as the core; its principle diagram is shown in Fig. 15.4. The driver circuit uses
the operation of single power supply and positive and negative voltages to drive.
PWMI1 and PWM?2 correspond, respectively, to control pulse input signal of two-
unit IGBT from the same bridge and they are independent of each other with the
dead time between them. SO1 and SO2 output two-state feedback signals and they
are connected together to achieve protective function. The fault signal is outputted
as long as the circuit is abnormal. SO outputs high when the circuit works normally.
When a channel is detected to generate fault signal, SO outputs low. While the low
level is sent to latch circuit, the latched signal blockades the output signal of PWM
to achieve the purpose of protecting IGBT in real time. Setting reasonably the refer-
ence resistor R, (R, and R, ,) and external capacitance of C (C1 and C2) pin is the
prerequisite for correctly using the driver module. In order to minimize the loss for
open up and shut off the IGBT, therefore, we respectively provide grid resistance
(RG11, RG12, RG21, RG22). Diodes (D1 and D2) are used to prevent backflow of
current from the collector of IGBT to the C-terminus of 2SD315. 2SD315 consti-
tuted mainly of laser direct imaging (LDI), pulse transformer device, IGD, and DC/
DC conversion device; it has a compact shape size, simple external electric inter-
face, high output current, high power, and good electrical isolation, and also it can
drive directly IGBT module without pulsing a push—pull power amplifier circuit. In
practical applications, the drive circuit is tried to avoid IGBT module and shorten
the gate length between PWM pulse signal and the grid to increase anti-jamming
performance of drive circuit.

RC2
MOD
502
INA

+5Y U P
< M T
= DI et
% == r—
| = ?fﬁil gy T lm D12 Re12 Gl
—HH T

GND
GND
vDC
VvDC
vDC
vbC
vbC
GND
GND
GND
GND
GND

Fig. 15.4 The principle diagram of backward stage driver circuit
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15.4 Results and Discussion

After testing step by step, we test the output function of the power inverter, mainly
for its modulation function of frequency and voltage. The following shows a part of
the voltage waveform by using oscilloscope under the different frequencies.

Setting the output frequency for 50 Hz and 60 Hz, the voltage waveform of U,
before and after for three-phase LC filter is shown in Fig. 15.5a and b.

The waveform of two phase line voltages of U, and Uy, (after filtering) out-
putted from the power converter under rated voltage, and the frequency is shown
in Fig. 15.6. The figure shows that the mutual difference between Uy, and Uy, is
120° with symmetry and balance between them, and it can drive three-phase asyn-
chronous motor to run smoothly.

Figure 15.5a and b shows that the modulation function of frequency and voltage
for the power converter is normal and the design requirements are met. Figure 6
shows that the output three-phase electrical phase angle difference of the power
converter is 120° and very balanced.

UrnE=14110  Umait)= 660U Fresit)=2,500kiz Urns(t)=12980  iUnaitl)= 424U Fresll)=So.76Hz
ﬁ Time 2.000ns|62309.0us | [BINKT 206V {Time 5.8000=| 504.9ns |

Lo e el (£9, s

Urnall) =3280  Unadl=S60U  Freall=66.67Hz

[CHi- =T [Tine 5.088ns|6+384.8us |

Fig. 15.5 a Voltage outputted from the inverter before and after the filter (f=50 Hz). b Voltage
outputted from the inverter before and after the filter (f=60 Hz)
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Fig. 15.6 The waveform of two phase line voltages of UUV and UVW

15.5 Conclusion

The main circuit of the multiple stage single-three-phase power converter studied
and designed in this paper is made up of power frequency rectifier made of ordinary
diode, former stage single-phase inverter, and backward stage three-phase inverter
made of IGBT, which is a high frequency and fast rectifier made of fast recovery
diode and high-frequency transformer of nanometer crystal core. The control sys-
tem of the converter made SPMC75F2413A as the core combined with integrated
PWM control chip SG1525. Integrated IC of PC929, PC923, and 2SD315 module
makes up of former stage single-phase inverter driver circuit and backward stage
three-phase inverter driver circuit. It proves through experiment the correctness and
the feasibility of the system designs and achieves the desired design requirements.
The power conversion system served as a typical application of electronic power
conversion technology, it can be further developed for the application equipment
and also act as a platform for experiment teaching and research in the field of power
electronics technology for motor driving and controlling, and it can be popularized
and applied in the industry.
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Chapter 16
Wind Farm Reactive Power Compensation
Capacity Configuration

Chaoying Yang, Jinhao Wang, Huijie Du, Si Liu and Hao Huang

Abstract Reactive power compensation is an important technology to improve
power quality of wind power. This paper analyzes various influence factors and rea-
sonable arrangement for wind farm reactive power compensation capacity. Analysis
and calculation are carried out for the inconsistent requirements in design regula-
tions and influence factors for transmission line losses. At the same time, the con-
figuration scheme for total compensation capacity, dynamic compensation device
capacity, capacitor branches capacities, and their grouping modes are also given.
The feasibility of compensation capacity configuration scheme is verified through
multiple wind farm calculation cases. The purpose of flexible control of voltage and
reactive power can be obtained with the reasonable capacity configuration for wind
farm reactive power compensation devices.

Keywords Wind power generation - Reactive power compensation device -
Dynamic compensation capacity + Power capacitor bank

16.1 Introduction

Recently, more and more attentions are paid to the study of wind farm reactive
power compensation capacity configuration. Runqing Bai summarized the common
compensation form of wind farm [1]. In consideration of the particularity of wind
power generation, Yang Yu studied dynamic compensation devices to maintain wind
farm stability [2]. Wei Gu compared characteristics of SVC and STATCOM used in
wind farm, improvement of the steady and transient performance are verified [3].
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For reactive power compensation capacity design and configuration, fundamen-
tal regulation and scope had been described [4—7]. Qiang Zhang theoretically stud-
ied the reactive power capacity selection for wind farm [8]. However, the dynamic
compensation capacity, capacitor branches capacities and their grouping modes had
not been discussed in detail in the above references. As for different factors affect-
ing the compensation capacity, Kai Wang made a detailed analysis [9]. But the ca-
pacity of dynamic compensation device is only sharing total compensation capacity.
Yongwu Zhang established simulation models according to different wind turbines
and output [10], but the selection and allocation of capacity is mainly determined
by the simulation waveforms. However, there has not been a detailed method of
dynamic and capacitor reactive power compensation capacity configuration about
wind farm until now.

This paper discusses various influence factors and reasonable arrangement for
wind farm reactive compensation capacity. Considering installed capacity and the
length of transmission line, etc., a detailed calculation method of the total com-
pensation capacity is given. Then, the selection criteria of dynamic compensation
device capacity, capacitor branches capacities, and their grouping modes are pro-
posed. The feasibility of the capacity configuration scheme is verified by wind farm
calculation cases.

16.2 The Total Compensation Capacity for Wind Farm

There are many standards that involved wind farm reactive power compensa-
tion problems, and Q/GDW392-2009 and GB/T19963-2011 qualitatively pro-
vide the contents which should be included in the compensation capacity [4] [5].
Q/GDW212-2008 and Q/GDW392-2009 quantitatively regulate the reactive power
compensation capacity [6] [7]. However, for a specific wind farm configuration,
and contradictory or not according to these standards, still needs detailed calcula-
tion and analysis.

16.2.1 Reactive Power Loss of Main Transformer

Reactive power loss of main transformer is mainly divided into the no-load loss
(constant loss) and load loss (variable loss), which can be calculated by the formula

(1.
S L% Us%][ S*
AQ; = AQy +AQs| = |= 225 + S 2 (16.1)
QT QO QS (SNQJ 100 N 100 (SNz

where AQ, is the total transformer reactive power losses (kvar), AQ, is the no-load
loss (kvar), AQq is the load loss (kvar), Sy is the rated capacity (kVA), S is the ap-
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parent power (kVA), Us% is the percentage of short-circuit impedance, and /,, is
the percentage of no-load current.

16.2.2 Reactive Power Loss of Box-Type Transformer

The reactive power loss of box-type transformer is also divided into two parts,
which can be calculated by the Eq. (16.1). As the principle of one wind turbine one
box-type transformer, every 50 MW installed capacity generally required 33 box-
type transformers accessed.

16.2.3 Assemble Line Reactive Power Loss

The reactive power losses of assemble lines consist of the consumed reactive power
of line equivalent reactance and the issued reactive power of the equivalent suscep-
tance to ground (charging power), as it is shown in the formula (2).

AQ =AQ, +AQy = (B’ Jrglz)Uilz—(Ul2 +U22)§ =3 x - (v +U22)§ (16.2)

where AQ is the assemble line losses (kvar), AQ, is the inductive reactive pow-
er loss (kvar), AQ,, is the charging power (kvar), X is the reactance (€2), B is the
equivalent susceptance (S), P, is the line active power (kvar), Q, is the line reactive
power (kvar), / is the line current (A), and U, and U, are the beginning and terminal
voltages of the line (kV).

16.2.4 Transmission Line Reactive Power Loss

Transmission line reactive power loss is also divided into two parts, which can be
calculated by the formula (2). Among them, capacitive compensation capacity in-
cludes inductive reactive power loss, and dynamic compensation capacity includes
charging power loss.

To analyze the problem, this paper takes typical wind farm cases as examples,
which include 1.5 MW doubly fed induction wind turbines, 1.6MVA box-type
transformers, 120MVA main transformer, LGJ-240 assemble lines, and LGJ-400
transmission line access to the grid. Tables 16.1 and 16.2 show the results under
different conditions.

The total reactive power loss can be basically determined by the above four fac-
tors, as it is shown in Fig. 16.1.
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Table 16.1 Installed capacity and reactive power loss of different parts

C. Yang et al.

Installed capacity/ Main transformer Box-type transformer | Assemble line loss/
MW loss/Mvar loss/Mvar Mvar
50 4.0 3.59 2.07
100 11.2 7.18 4.14
150 14.9 10.77 6.21
200 22.4 14.36 8.28
250 26.1 17.95 10.35
300 33.6 21.54 12.42
350 373 25.13 14.49
400 44.8 28.72 16.56
450 48.5 32.31 18.63
500 56.0 35.90 20.70

Table 16.2 Inductive reactive power loss of transmission line

Installed Transmission line loss/Mvar
capacity/ | 0 km 20 km 30 km 40 km 50 km 60 km
MW
50 0.11 0.21 0.32 0.42 0.53 0.63
100 0.42 0.84 1.27 1.69 2.11 2.53
150 0.95 1.90 285 3.80 475 5.70
200 1.69 3.38 5.07 6.76 8.44 10.13
250 2.64 5.28 7.92 10.56 13.19 15.83
300 3.80 7.60 11.40 15.20 19.00 22.80
350 5.17 10.34 15.52 20.69 25.86 31.03
400 6.76 13.51 20.27 27.02 33.78 40.53
450 8.55 17.10 25.65 34.20 4275 51.30
500 10.56 21.11 31.67 4222 52.78 63.33
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Fig. 16.1 Percentage of total reactive power loss
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16.3 Configuration Scheme for Dynamic Device
and Capacitor Branches Capacity

16.3.1 Dynamic Reactive Power Compensation Capacity

As for dynamic reactive power compensation capacity, two factors should be con-
sidered: first, the coordination with capacitor branches for flexible regulation of re-
active power. Taking device regulation ability into consideration [6, 7], the dynamic
compensation capacity is proposed not less than 40% of the total compensation
capacity.

Second, the dynamic compensation devices’ ability to compensate charging
power should also be considered. We can calculate the total charging power of dif-
ferent installed capacities (50~500 MW) and different transmission line lengths
(10~60 km), as it is shown in Fig. 16.2.

As is shown in Fig. 16.2, the charging power increases with the installed capac-
ity and line length, in which the transmission line length has a greater impact. The
installed capacity mainly influences internal charging power of wind farm, and it
ranges a little. Although the total charging power increases, le, installed capacity
less than or equal to 50 MW and transmission line length greater than or equal to
20 km, installed capacity less than or equal to 100 MW and transmission line length
greater than or equal to 40 km, installed capacity less than or equal to 150 MW and
transmission line length greater than or equal to 50 km, the total charging power
accounts for a larger proportion.

Synthesizing these two factors, it is proposed that dynamic compensation device
capacity should not be less than 40 % of the total compensation capacity. But in the
small-capacity and long lines (such as the above large proportion cases), the total
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charging power is likely to exceed 40 % of the total compensation capacity. Then,
a detailed calculation of charging power is required, as a necessary selection basis
for dynamic device.

16.3.2 Capacitor Branches Capacity

After the total capacity of capacitor branches is determined, a distribution process is
needed, that is grouping capacitor branches. According to the standards, the maxi-
mum capacity of each group of capacitor should not be greater than 8 Mvar in 10 kV
voltage level, not be greater than 12 Mvar in 35 kV voltage level, and not be greater
than 20 Mvar in 110 (66) kV voltage level.

As wind farm capacitor branches are usually connected to 35 kV bus, the single
group capacity should not exceed 12 Mvar. It is inadvisable to set too large single
group capacity, and a proper grouping is needed from the perspective of voltage
and reactive power control flexibility, whereas investment will be increased for too
many groups and more frequently capacitor switching may occur. Based on the two
aspects above, capacitor grouping can be determined by the following categories:

1. Dividing 1-2 groups when the total capacity is less than or equal to 12 Mvar.

2. Dividing 2—4 groups when the total capacity is greater than 12 Mvar and less
than or equal to 40 Mvar.

3. Dividing more groups when the total capacity is greater.

Then, grouping by an equal capacity according to the actual situation of wind farm.

In order to reduce the inrush current and harmonic level, capacitor branch is
generally cooperated with serial reactance. The rated reactance ratio is based on the
system harmonic level. Generally, the interference of the 5th and 7th harmonics is
serious in wind farm, with which the harmonic current is large. Therefore, series re-
actance ratio can be chosen between 4.5 and 6 %. As for the 3rd harmonic prominent
wind farms, a 12 % series reactance ratio should be considered.

16.4 Conclusion

Reactive power compensation capacity configuration for wind farm is researched
in this paper. The total reactive power loss curve can be easily drawn through the
proposed reactive power compensation capacity calculation method, from which
we can obtain the needed compensation capacity easily. No less than 40% of the
total compensation capacity should be the dynamic compensation capacity, but a
detailed calculation of charging power must be considered for the small-capacity
wind farm and long lines. Also, a proposal of the smaller than 12Mvar single group
capacity capacitor branch and the group numbers is given.
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Chapter 17
External Evaluation of Power Supply Service
Based on Zadeh Fuzzy Process

Wenbo Shi, Tianfu Shen and Jian Wang

Abstract To improve the service quality of power enterprise, an index system for
power supply service evaluation is constructed from the aspects of electricity cus-
tomers’ perception and the service process of power supply enterprise. G1 method
determines the weight of indexes Zadeh operator is used for synthesis process. This
chapter combined Zadeh operator and the fuzzy synthesis, and a new evaluation
method was proposed. Using this method to evaluate the power supply service at
one of the regions of Guangdong Province in China, the result shows the disparity
between the actual service performance and customer demands. Through the case,
the method of improving power supply service is found out and the reasonableness
of proposed method is demonstrated.

Keywords Power supply enterprise - Service quality - External evaluation * Fuzzy
evaluation

17.1 Introduction

In the electricity market, grid companies are service-oriented and always operating
power supply products. Scientific and rational evaluation of electric power supply
service becomes critical to improve service quality [1]. Currently, the fuzzy mode is
widely used to evaluate the service quality.
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17.2 Build System of External Evaluation Index

17.2.1 Dimensions of Index

At present, dimension of service quality evaluation that is widely accepted and used
internationally is proposed by Parasuraman, Zeithaml, and Berry based on the user
perception [2]. The five dimensions of service quality evaluation system include
type, reliability, assurance, impact resistance, and empathy [3, 4]. Because of the
characteristics of the power industry, we increase two dimensions: the security and
stability. This chapter establishes an external evaluation system based on seven di-
mensions:

1. Type: Service can be observed in the process.

2. Reliability: Reliability refers to the completion of service commitment accurate
and reliable, such as the restoration of electricity.

3. Assurance: Assurance is the ability to increase customer confidence in the qual-
ity of service and security.

4. Response: It is the ability to make accurate response of the requirements from
customers, such as blackout notification timeliness.

5. Empathy: Empathy refers that the power companies according to the customer
needs provide differentiated services.

6. Security: Guarantee security of electricity supply companies is important. The
power supply enterprise monitors and guides the safe use of electricity.

7. Stability: Stability is the impact of voltage stability and frequency stability.

17.2.2 Index Building

According to the power industry’s seven dimensions of service quality evaluation
above, based on the feature of power supply enterprise services, combined with
supply services at regional power companies in Guangdong Province, we determine
the index system for this external evaluation. External evaluation index system in
this chapter has set up dozens of secondary indexes. Below the secondary indexes,
the third indexes include 40 evaluation components. The names of the secondary
and the third indexes are shown in Fig. 17.1.

17.3 Power Supply Service External Evaluation Method

17.3.1 GI Method Determines Weights

AHP is one of the methods which widely used for weighing purposes. When a large
number of elements exist, it is computational intensive and difficult to meet the



17 External Evaluation of Power Supply Service Based on Zadeh Fuzzy Process 151
A Power equipment B Meterandcharge E Electricalcheck
B1 Accuracy q 5.9 q
o C She D Electri 1
Al Timeliness accepted| | B2 Billissued OPREIVIEES cenelymetering E1 Content
A2 T@elmess audit gi gﬁiﬂi‘;ﬂi‘f i C1 Skilledbusiness DI Meteringaccuracy | | E2 Legalprocedures
A3 Timeliness connect BS Arrearsnoticge C2 Businessaccuracy || D2 Errorhanding E3 Noticequick
Ad C"‘,’mt s (3 Serviceenvironment| | D3 Checkthemeter E4 Safetyawareness
A5 Attitude B6 Shopdistribution E5 Attitude
B7 Attitude
G Telephoneservice 1DSM .
. .. . J Power quality
F Repair H Transmissionservice
Gl Fast-on 11 Price
F1 RepairTimeliness G2 Complaintsvisit H1 Timelinessconnect | |12 Greenenergy I1 Reliability .
. G3 Easy use J2 Voltagestability
F2 Attitude . H2 Accuracy 13 DSMpropaganda .
G4 Level of business . - . | [ I3 Frequency stability
8 14 Differentiatedservice
G5 Attitude

Fig. 17.1 Index system of external evaluation

accurate requirements. G1 method to determine the weights is an improved method
of AHP, without judgment matrix, and there is no restriction on the number of ele-
ments on the same level [5]. G1 method to determine the weights is as follows [6]:

1.

Indexes sorted by importance. Select the most important indicator from the index
set and mark /,, and then select the most important indicator from the remaining
indicators and mark Ij Followed the rule, suppose that a total of m indicators in
index set, the indicator sequence relationship is Ii>1j> > (1<, k<m).

. Determine the relative importance between adjacent indicators. The importance

ratio between adjacent indicators is r, =, /w,.w, is the weight of the k indi-
cators [7]. According to the sequence relationship in the first step, determine
the relative importance r, of each indicator. The relative importance 7, is firstly
determined by the experts and then averaged. Relative importance’s valuing
method is as shown in Table 17.1.

. Calculate the index weight. The formula is

-1
NI

w,,= (17.1)
k=2 i=k
Table 17.1 The value method of r,
Relationship r, value
o, , and w, equally important 1.0
o,_, slightly more important than o, 1.2
®,_, obviously more important than o, 1.4
o, , very more important than w, 1.6
o, , extremely more important than c, 1.8
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0= 10y (17.2)

k=mm-1,---,3,2

17.3.2 Evaluation Method Based on Zadeh Operator

Fuzzy evaluation method based on Zadeh operator is as follows:

I.

2.

Determine the evaluation factor set U = {ul Uy, =, u, [, and determine the eval-
uation factor system. )

Determine the component set Q' = {C];'a(j = 1,2,"',”)} for each u,, and n is the
number of components.

. Determine the comment set Vj = {vl RYETER VS} for each q"j, and s is the number

of comments.

. Evaluation of the individual indicators. ry of each component v, composite an

evaluation Vectora { Tiistins s ,S}

. Establish a fuzzy relatlonshlp matrix of centralized component factors:

a4 1 N2 U
i
oy Ty vt Ty
R=|"2|= 2 (17.3)
C{il rnl rn2 rns

. Determine the weight set o'= {wi, w’z,a)’} of fuzzy evaluation index (',

which ;(j =1,2,---,n) is a fuzzy index weight of ¢;(j=1.2,---,n). Weight
set of fuzzy evaluation of external power company is determined by G1 method
from the above.

. Use Zadeh operator and fuzzy synthesis. Fuzzy synthesis process is as follows:

By =w'°R ={bj (1< j<s,jeN)} (17.4)

. Using 7-point Likert scale to evaluate the quality of services. Let the service

quality level be variable j, and then the 7-point Likert scale evaluation method is
as shown in Table 17.2.

Table 17.2 The value of 7-point Likert scale

Comment | Excellent | Very good | Good Normal Bad Very bad | Poor

Level 7 6 5 4 3 2 1
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The evaluation of power quality services is A. The formula is as follows:
R (175)
j=1 j=1
17.4 Case study

17.4.1 Data Statistics

This chapter assesses an area of Guangdong Province. We design the questionnaire
based on the customer’s perception of power services. Comment uses 7-point Lik-
ert scale. During the calculation, the numbers of each comment questionnaire are
divided by the total number of valid questionnaires and obtain the proportion.

This survey selects users in the area including 200 residents and 100 non-resi-
dents as a sample. We have given 300 questionnaires and received back 292 ques-
tionnaires, in which 268 questionnaires were valid. The effective rate was 89.3 %.

Take the third indexes B2 bills issued timeliness as an example, and the result of
questionnaires is shown in Table 17.3.

Copies of each comment of B2 are divided by the total number of valid question-
naires’ copies. The rating of B2 is shown in the second line of the matrix B.

Statistical analysis gets 10 membership matrixes of 10 secondary indexes. 4 and
B membership matrixes are listed below, C ~ J abbreviate.

[0.135 0.108 0.245 0.209 0.177 0.061 0.065]
0.097 0.232 0.144 0.307 0.152 0.022 0.046
R, =10.056 0.281 0.189 0.291 0.083 0.088 0.012 (17.6)
0.173 0.198 0.204 0.368 0.028 0.021 0.008
10.164  0.243  0.209 0.257 0.083 0.01 0.034

[0.152 0.183 021 0.184 0.097 0.086 0.088]
0.131 0.183 0.299 0.264 0.082 0.026 0.015
0.021 0.102 0.081 0.368 0.151 0.205 0.072
R, =]0.082 0.106 0.403 0.235 0.076 0.059 0.039 17.7)
0.119 0.135 0374 0.211 0.049 0.108 0.004

0.067 0.158 0.105 0.423 0.108 0.112 0.027

10.041 0.085 0.245 0.481 0.061 0.032 0.055]

Table 17.3 Index B2 questionnaire results

Comment | Excellent | Very good | Good Normal Bad Very bad | Poor
Copies 35 49 80 71 22 7 4
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17.4.2 Weights’ Calculation

Fuzzy weights are determined by G1 method. In this assessment, the experts’ group
determines that the sequence relationship is J>F>D>I>C>E>B>A>G>H
Each weight is marked as follows: 0, > w,> 0> 0,> 0> 0> ©,> 0> 0,> o,
According to the weight principles in Table 17.1, the result is as follows: r,
r,=12,r=14,r=14,r=12,r=16,r,=14,r,=14,r,=1.2,r,=1.2 Accord-
ing to the formula (17.1),

10 10 !
w10=[1+ZHri:| =02 (17.8)

k=2 i=k

The rest of the weight is determined by the formula (17.2).
The way of calculating the third indexes’ weight is the same as below. The weight
of each index is shown in Table 17.4.

Table 17.4 Fuzzy weights of the external evaluation index

Sec Wet 3th Wet Sec Wet 3th Wet

A 0.029 Al 0.274 D 0.152 D1 0.463
A2 0.119 D2 0.331
A3 0.228 D3 0.207
A4 0.19 E 0.056 El 0.177
A5 0.19 E2 0.337

B 0.04 Bl 0.29 E3 0.262
B2 0.173 E4 0.126
B3 0.073 E5 0.09
B4 0.088 F 0.212 Fl1 0.545
BS 0.207 F2 0.455
B6 0.123 G 0.024 Gl 0.274
B7 0.046 G2 0.228

C 0.09 Cl 0.276 G3 0.19
C2 0.255 G4 0.19
C3 0.28 G5 0.119
C4 0.189 H 0.108 H1 0.5

I 0.02 11 0.197 H2 0.5
12 0.197 J 0.255 i3l 0.488
13 0.276 2 0.265
14 0.331 I3 0.265




17 External Evaluation of Power Supply Service Based on Zadeh Fuzzy Process 155

17.4.3 Evaluation Calculates

b

According to the formula (17.3), the membership matrix and the three indexes
weight were synthesized. Take the secondary index A as an example.

B = w,°R =[0274 0.119 0228 0.19 0.19]

0.135
0.135 0.108 0.245 0.209 0.177 0.061 0.065 0.228
0.097 0.232 0.144 0.307 0.152 0.022 0.046 0.245 (17.9)
°10.056 0.281 0.189 0.291 0.083 0.088 0.012 [=|0.228
0.173 0.198 0.204 0.368 0.028 0.021 0.008 0.177
0.164 0.243 0.209 0.257 0.083 0.01 0.034 0.088
0.065

The rest is similar. The results above constitute the secondary index membership
matrix R, the secondary index weight and R, synthesis, the result is

B=w Ry, =[0.126 0212 0255 0255 0.106 0.09 0.09] (17.10)

According to the formula (17.4), we obtained the external evaluation of power sup-
ply service in this area:

7 .

Y5

~
A=~ -

b
J=1
_0.126x7+0.212x6+0.255x5+0.255x4+0.106 X3+ 0.09x2+0.09 X1
B 0.1264+0.212+0.255+0.255+0.106 4+ 0.09+0.09

=4.442 A7.11)

External evaluation results of the secondary indexes are shown in Table 17.5.

Table 17.5 Results of the external evaluation

Index A B C D E
Point 4.479 4.411 4.282 4.412 4.514
Index F G H 1 J
Point 4.768 4.594 4.821 3.99 4.382
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17.4.4 Analyze Evaluation Results

External evaluation result in the area is 4.442 points, which is between the normal
and the good. Studies show that the power supply service in this area meets the
eligibility criteria (= 4.2 points). However, there still exists a gap in customers’ ex-
pectations, so the power company must improve its service in the future. From the
results, we can see that on traditional services, such as power transmission services,
fault repair, and electrical inspection, the points tend to be better, but in the C and
I indexes, the service quality is inadequate. In times of power market, the power
company in this region should further improve service levels in the aspect of direct
contacting customers and strengthen the demand-side management.

17.5 Conclusion

In this chapter, the external quality evaluation system for power supply service fully
reflects the status of enterprise services. Through the case study, the feasibility of
this method is verified. This evaluation method focuses on the role of the main
factors, reduces subjectivity, and shows good operability and accuracy. At present,
China’s electricity market reforms have been carried out. The model in this paper
provides a valid reference for the power companies to assess the quality of services
under electricity market environment and helps power companies to increase mar-
ket competitiveness.
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Chapter 18
Based on the Power Factors of DFIG Wind

Farm for Power Flow Optimization

Xiaohong Hao, Chen Jiang, Li Wu and Lei Zhang

Abstract Double fed induction generators are able to operate on different power
factors, and can be used to support power systems. On the basis of regulating the
power factors of double fed induction generators, the wind power penetration con-
ditions are taken into account; the hybrid artificial bee colony algorithm is proposed
to calculate the optimal power flow, and the impact of different power factors on
the power system is researched. In this chapter, the model of objective function is
formulated to minimize the conventional generator cost under the consideration of
various power factors of double fed induction generators. The simulation results
show in high wind speed, double fed induction generators can regulate power fac-
tors to support power system operations and reduce the conventional generator cost,
and the hybrid artificial bee colony algorithm is better for the converged speed of
algorithm than the artificial bee colony algorithm. Thus, the model and new algo-
rithm are proved effectively.

Keywords Double fed induction generator + Power factor + Optimal power flow -
Hybrid artificial bee colony algorithm

18.1 Introduction

Recently, more and more people begin to care about the issue of wind power devel-
opment. What more is that the new wind power technologies play an important role
in the wind farm construction. Double fed induction generators (DFIGs) are becom-
ing the mainstream wind turbines for excellent performance and work efficiency [1,
2]. In the power system operation, the large-scale construction of wind farms has
growing tendency so that the new type and high install capacity is choosen for wind
turbines, which leads to a high wind power penetration. According to this wind
power penetration condition, the power systems containing wind power should be

C. Jiang () - X. Hao - L. z. h. Wu - L. Zhang

College of Computer and Communcation, Lanzhou University of Technology,
730050 Lan zhou, China

e-mail: jc_bjnj@163.com

© Springer International Publishing Switzerland 2015 157
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics

and Automatic Control, Lecture Notes in Electrical Engineering 334,

DOI 10.1007/978-3-319-13707-0_18



158 X. Hao et al.

researched to improve the economical efficiency of power systems. Therefore, the
optimal power flow (OPF) of a power system containing wind farms is becoming
an important issue.

The performance of the DFIG is better than the wind turbine with an asynchro-
nous generator. Generally speaking, the DFIGs operate on the model of the constant
power factor, and the power factor is set to 1. However, the worldwide mainstream
DFIGs are able to regulate the power factor from 0.95 (lagging) to 0.95 (leading) [3,
4]. Utilizing the regulating capability of DFIG power factor, the DFIGs have flex-
ible power output in the power system. Some researchers have analyzed the impact
of DFIG power factors on the power system [4, 5].

The OPF is one of the significant constituents in the power system analysis [6].
The model of the objective function is formulated to minimize the conventional
generator’s cost, and the DFIG power factors and wind power penetrations are in-
troduced as special wind power conditions. In this chapter, the artificial bee colony
algorithm is introduced. The artificial bee colony algorithm is an excellent algo-
rithm. At the same time, this chapter enhances and improves the algorithm perfor-
mance by combining it with the relevant optimization strategies. In sum, according
to the result and theory analysis it indicates that DFIGs can regulate power factors
to support the power system, and the model and new algorithm are verified effec-
tively.

18.2 Double Fed Induction Generator Model

In the DFIG operation, both power output and wind speed correspond with each
other. This chapter chooses 1.5 MW DFIG as the subject investigated, and the pow-
er characteristic and power characteristic curve of DFIG comes from the correlation
study [7].

The DFIG power output is decided by power characteristic and wind speed. For
the constant power factor control model, the power factor is set as cos¢. Wind tur-
bine active power F; is expressed as follows [7]:

LR
(x4 x, ) (PP +02) 2n(x, +x,) Vs .
P =P+P= : + — 220 +(1-5)R +———, (18.1)
2" Xim Xim
meS

where P; is the active power of DFIG fed into power system; P, is the active power
of stator winding side; P.is the active power of rotor winding side r. is the rotor

resistance x; is the stator reactance; x,, is the excitation reactance; Uy is the stator
voltage; and (), is the stator reactive power.
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The DFIG slip S is calculated from the wind turbines speed characteristic [7].

Because the converter output and input reactive power is very little, the wind tur-
bines reactive power is the stator side reactive power:

Or =0, =P tang. (18.2)

According to this chapter [7], introducing Eq. (18.2) into Eq. (18.1) leads to:

.2
r(x, +x,)* P 2r.(x, +x,,)tan e |Us
P =%(l+tan2 qo)+(1+rsx—2'”q)—s)PS +T . (18.3)
x,zn Us‘ " "
According to this chapter [5], Q, is expressed as follows:
LR, Y (18.4)
—a|lUs| +|Us|,|c|Us| +4bP;
= tan @,
0. o 0
27, (%, +x,,)'t +x,,)
where a =1+ 7 (% )me) an¢—S,b= e (% zxm) (1+tan” ¢)
xm xm
2 2
c= (1_S)2 + 4rr(xs +'§m)tan¢(l_s)_ 4rr (xs:_xm) )

In this chapter, the all active powers and reactive powers of the wind farm are equal
to the total of the active power and reactive power by each DFIG in the wind farm
[8]. The DFIGs operate on the constant power factor, and the wind farm integrates
into the power system by PQ nodes.

18.3 The Model of Power System Optimal Power Flow
Containing a Wind Farm

The objective is to minimize the conventional generator cost to ensure that the pow-
er system is good and economic [6, 9]. Thus, the objective function is set as follows:

N N
minF =Y F,(Ps) = a;Po + b P + ¢, (18.5)

i=1 i=l

where a;, b,, and c; are coal-fired coefficients of conventional generators; P, is the
active power from generator .
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18.3.1 Constraint Condition

Py = Ppi + Py =U, Y U /(G cos S, + By sin 5, (18.6)
j=1

Ogi = Opi + 0 =U, > U (G sin S, — B, cos 5, (18.7)
J=1

where F;,0Qg; are the generator active and reactive power outputs at the i bus.
Pp;,Op; are the load active and reactive powers at the i bus. Pp;,Oy; are the wind
farm injected active and reactive powers at the bus i. U;,U ; are the voltage at the i
and j buses, respectively. G, B;; are the conductance and the susceptance between
the nodes i andj. J;; is the phase angle between the nodes i and ;.

The inequality constraint conditions of conventional generators:

PGi.min SPGi SPGi.max? (188)

QGi.min < QGi < QGi.max > (1 89)

where P, .. P .. are the low and upper of active power outputs at the generator
i. Ogi min» 9imax are the low and upper of reactive power outputs at the generator 7.
Other inequality constraint conditions are expressed:

Tapi.min S T;Ipi S T;zpi_maxs (18'10)
Qc,-.min SQc,- SQci,maxs (1811)
Ui.min < Ui < Ui.max’ (1812)

where 7, ap;.max and T ap;.min are the low and upper of transformer’s tap changers at the
ibus; Qc,.max and QC,umin are the low and upper of parallel capacitors at the i bus; and
U, nax @and U; . are the low and upper of voltages at the 7 bus.

18.4 Hybrid Artificial Bee Colony Algorithm

Karaboga introduced artificial bee colony algorithm first in 2005. Artificial bee
colony algorithm consists of three group bees: employed bees, onlooker bees, and
scout bees. The three group bees to search food are simulated [10,11]. The employed
bees and onlooker bees according to Eq. (18.13) are used to search food source.

Vl'j':xl'j'+Rij'(xij_xlg')’ (1813)
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where k€{1,2,...,.SN},j€{1,2,....D} and / and * are random numbers, kK #i. R;
is a random number between 1 and —1.

The onlooker bees are according to the fitness of food source which are feed-
backs of employed bees, and the onlooker bees choose the food source with the
probability given in Eq. (18.14), whereas fit, is the fitness:

(18.14)
i
P =t

fit,
1

i=

If the fitness cannot improve within the limit, the fitness will be ignored. The em-
ployed bees will become scout bees, and a new food source of the scout bees is
produced in equation Eq. (18.15):

J
X

=x .y +rand(O,)(x ;—x . ;). (18.15)

max”/ mi

18.4.1 Boltzmann Selection Strategy

In this chapter, Boltzmann selection substitutes the roulette wheel selection
Eq. (18.14). According to the correlation study, Boltzmann selection equations are
as given below[12]:

exp(/it, | T)

F=% ; (18.16)
D exp(fit; I T)
i=1
T =T,(0.99", (18.17)

where T is the temperature, T, is the original temperature, and C is the iteration.

18.4.2 Self-Adaptive Strategy

The employed bees and onlooker bees are significant parts of search programs in
the artificial bee colony algorithm [13]. R is the random number and a part of
Eq. (18.13). According to the correlation study, the employed bees are expressed
with the following equation [13]:

exp[_kl( iter D rand <0.5 (18.18)

maxiter

/A . .
iter .
—exp| —k - ,otherwise
maxiter
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Fig. 18.1 Program flow chart Input the parameters of
of optimal power flow (OPF) power system and wind
by the hybrid artificial bee farm

; v
colony (HABC) algorithm Tnitialize the

parameters of HABC
Algorithm
)
Calculate Power
Flow
Update the
parameters of l
HABC Alogrithm, Calculate the
and iter = iter + 1 Objective Function of
x OPF

Output the best
result

The onlooker bees are expressed with the following equation [13]:

exp[—k2 (”LD ,rand < 0.5
maxiter

i~ .
—exp (—kz (Uin ,otherwise

(18.19)

b

max iter

where £, k, are the coefficients; iter is the iteration.

According to the correlation study, the program flow chart of OPF by the hybrid
artificial bee colony (HABC) algorithm can be expressed as follows [11, 14, 15 ]
(Fig 18.1):

18.5 Simulation Results

In this chapter, the OPF of a wind farm is carried out on the Institute of Electrical
and Electronics Engineers (IEEE) 30 bus system in MATLAB [16]. The parameters
of conventional generators are taken from the correlation study [9]. The wind farm
is connected with the 30 nodes of the system by a transformer. The five parallel ca-
pacitors are installed in the 10 and 24 nodes of the system. The transformers are able
to adjust to —4 + 2.5%. The parameters of the HABC algorithm and artificial bee
colony algorithm have the population size of 50, and the max cycle is 100. In this
chapter, the wind speed is mainly considered to be simulated in high wind speed,
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Table 18.1 Results of 15% wind power penetration and the power factors 1 and 0.98 (lagging)
of three time periods

Time | Power | The The power output of conventional generation Cost
period | factor | voltage | pp P2 P5 P8 P11 P13 (US$/h)
of PCC

1 1 1.0282 | 166.89 | 46.45 |20.78 |15.79 |10.35 |12.03 |731.873
098 | 1.0397 |167.4 464 20.78 | 1544 1029 |12 731.828

2 1 1.0277 | 159.18 | 44.66 |20.13 |10.59 |10 12 679.336
098 | 1.0468 |158.79 4448 |20.16 |10.94 |10 12 678.806

3 1 1.0235 | 155.67 | 43.49 | 1997 |10 10 12 661.752
098 | 1.0446 | 15537 43.57 |19.92 |10 10 12 660.898

PCC point of common coupling

1 2 8
3 4 28
13
12 29
27
16 17 10
ey
T 21T 22 30
18 19 20
15 25 26

Fig. 18.2 The diagram of IEEE 30 bus test system

the time period 1 is set to 9 m/s. The time period 2 is set to 11 m/s. The time period
3 is set to normal wind speed.

Table 18.1 shows different conditions of wind speed and power factor, and about
15% wind power penetration. In the time period 1, the result of power factor 1
and 0.98 (lagging) has an obvious difference that is the point of common coupling
(PCC) voltage, and power factor 0.98 (lagging) can keep PCC voltage at 1.03—1.05.
It is the fact that the wind farm of DFIGs can regulate the reactive power output,
which is able to support the power system. With the speed becoming normal wind
speed, the conventional generator cost is reduced. The difference of the optimiza-
tion result of the power factors 1 and 0.98 (lagging) is increasing with the wind
speed change (Fig 18.2). From the results of the objective function, the data illus-
trate the operation of the power factor 0.98 (lagging), which is beneficial to the OPF
optimization at the high wind speed condition. And the wind farm is able to provide
more and more help and support to power systems with wind speed increases.
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Table 18.2 Results of 20 and 15 % wind power penetration and the power factors 1 and 0.98 (lag-
ging) in normal wind speed

Wind power | Power | The voltage | The power output of conventional generation | Cost

penetration | factor | of PCC Pl P2 P5 P8 P11 | p13 | (USS$/)

(o)

15 1 1.0235 155.67 | 43.49 | 19.97 | 10 10 12 661.752
0.98 1.0446 15537 | 43.57 | 19.92 | 10 10 12 660.898

20 1 0.9913 146 41.31 | 19.08 |10 10 12 621.398
0.98 1.0357 1447 4123 /19.02 |10 10 12 616.841

PCC point of common coupling

HABC

ABC

1 | | | | 1 | | | |
10 20 30 10 50 60 70 80 90 100

Fig. 18.3 Curve of the hybrid artificial bee colony (HABC) algorithm and artificial bee colony
algorithm (4BC)

Table 18.2 shows the different conditions of power factors between about 20
and 15 % wind power penetration in normal wind speed. The comparison between
20 and 15% wind power penetration and power factors 1 and 0.98 (lagging), the
Table 18.2 shows that the wind power penetration 20 % is the better optimization
result than 15 %, and the power factor 0.98 (lagging) has better optimization results
than the power factor 1. At normal wind speed and 20 % wind power penetration,
the result of power factor 0.98 (lagging) is reduced to about five conventional gen-
erator costs compared with the power factor 1, and the voltage is more stable. From
Tables 18.1 and 18.2, the optimization shows that when the conditions are high
wind speed and high wind power penetration, the power factor 0.98 (lagging) is
beneficial to reduce the power system conventional generator cost and attain OPF.

From Fig. 18.3, the 15% wind power penetration of the DFIG wind farm under
the conditions of normal wind speed and power factor 1 is calculated. It can be
observed that the HABC algorithm converged speed and is better than the artifi-
cial bee colony algorithm. As a result of the HABC algorithm combined with the
self-adaptive strategy and Boltzmann selection policy with original algorithm, the
iterations of the algorithm are considered in the new algorithm. The new algorithm
is verified effectively.
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18.6 Conclusion

In this chapter, the OPF under the conditions of DFIG power factors and wind
power penetration is researched by the HABC algorithm. In the research, the DFIG
power factor 0.98 (lagging) is able to improve the result of the OPF. At high wind
speed and wind power penetration, the DFIG power factor 0.98 (lagging) supports
the power system that has more reactive power than the power factor 1. From the
Fig. 18.3, the simulation results show that the converged speed of the HABC algo-
rithm is fast, and it can draw the conclusion that the new algorithm has an effective
improvement. From the Tables 18.1 and 18.2, the simulation results also show that
the DFIG power factor 0.98 (lagging) gets better optimization results than using the
DFIG power factor 1.
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Chapter 19
A Novel Method of On-line Measuring
and Analyzing the Source Impedance

Wenwu Song, Kai Zhang, Wei Zhang, Mengtao Qin and Bibo Ping

Abstract There are many different ways of measuring the source impedance; how-
ever, they vary in applicability and accuracy. The chapter presents a simple and
cheap on-line measuring method. It not only applies in AC network but also makes
a good result in DC network. The chapter takes emphasis on the common-mode
source impedance measuring. Further, the compensation model is established and
the calibration factor against frequency is simulated. The simulation results make
clear that the measuring frequency range of the method is relatively wide and can
reach a good accuracy in coupling analysis and EMI filter design.

Keywords Source impedance - Common-mode EMI * On-line measuring - Power
grid noise

19.1 Introduction

Grid of modern society is facing very serious bearer. As considerable progress has
been made on the fields applying switching devices of power semiconductor and
control technology becomes more sophisticated, the power system may bring out
the EMI or shares the EMI of the load during operation. In addition, we know that
the power grid supplies to different users. Due to the uncertainty of different us-
ers who have access to the electricity, especially the starting and braking of high-
power equipment, the neighboring grid will suffer the random momentary shock
which may also cause trouble to sensitive users; resulting in abnormal equipment
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operation, reducing of the system efficiency, loss of computer data, logic confusion,
even hardware damage which leads to a system standstill [1, 2].

In order to effectively estimate the power line interference injecting from differ-
ent devices and the amount of interference where each electrical equipment coupled
from the power line, we need to measure the input impedance (including differential
and common mode impedance) of each equipment relatively accurately. It is easy to
identify differential mode interference, so this chapter focuses on the measurement
and analysis of the common-mode impedance.

The rest of this chapter is organized as follows. Section 19.2 gives the form of
the equivalent source impedance. Section 19.3presents the test method in detail.
Section 19.4 is the simulation results using the proposed method. And Section 19.5
is the conclusion.

19.2 Form of the Equivalent Source Impedance

For the equivalent input impedance of the power line, it can be divided into com-
mon and differential mode impedance. Differential mode impedance is the input
impedance of the device. Whichever form of the impedance, it can be expressed
as the resistance part and the reactance part. Since we care about the interference
of the device as a network coupled to the grid or other devices, therefore, the two
parts of the source impedance should be measured and analyzed. The electric model
of a network can be expressed as an impedance or an admittance model [3, 4]. The
equivalent circuit of the former is shown as Fig. 19.1a and the equivalent circuit
of the latter is shown as Fig. 19.1b. Specially, the equivalent impedance (or ad-
mittance) of the device is determined at a certain frequency, but the resistance (or
conductance) part and reactance (or susceptance) part of the equivalent impedance
of different frequencies may be different.

R(f)

o_/\/\/\,_m_o G(E B(f)q

X(f)

Equivalent circuit in Equivalent circuit in
impedance form admittance form

a b

Fig. 19.1 a Equivalent circuit in impedance form, b equivalent circuit in admittance form
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19.3 Test Method

19.3.1 Basic Principles

Ohm’s law is the basic principle for the definition, calculation, and measurement of
impedance. Schneider proposed the resonance method. The main drawback of this
method is that the frequency range proper for measuring is narrow. She proposed
a method using a dual current probe which ignores the phase information and the
equipment is expensive. Dongbing Zhang proposed the insertion loss method which
also ignores the phase information and requires multiple attempts of measurement,
and its degree of precision is limited [5, 6].

Impedance of an off-line network is easy to be measured fast and accurately
using the network or impedance analyzer. However, these instruments are not ap-
plicable if the EUT is on-line. The method we proposed can solve this problem [7].

In order to measure the input impedance of an AC device, the starting frequency
when measuring should be at least 10 times the AC grid frequency which can ensure
the main harmonics of the grid so that can be avoided. Furthermore, this can protect
the instruments and ensure accurate readings.

The main measuring device is the frequency selective voltage meter (FSLM)
which must be used in conjunction with a signal generator and an isolation ca-
pacitor. This isolation capacitor ought to present a high impedance characteristic
responding to grid frequency while making a low impedance access under mea-
sured frequency [8]. If the frequency on the line is 50 Hz, the minimum frequency
to measure is 10 x50 Hz=500 Hz. The test diagram is shown in Fig. 19.2.

The voltage—current measurement method needs to measure the potential of the
higher potential side and the output current of the grid. We need a current probe to
measure the current. The current probe measures the magnetic field generated by
the wire due to the electron motion. In the range specification of the current probe,
it can convert the magnetic flux around the conductor to a linear voltage which can
be displayed on an oscilloscope or other measuring instruments for analyzing.

After the required voltage, the current values are measured. The absolute value
of source impedance and admittance are:

Fig. 19.2 Source impedance Carrent
testing diagram (voltage—cur- Receptor A Pprobe

rent method)

LINE Load

R f vo V
AC c
Signal SLM
Generato
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Z(fo)=? (19.1)

Y= (19.2)

What we get from the two methods is the modulus value of source impedance or
admittance.

19.3.2 On-Line Measurement of the Common Mode Impedance

Differential mode impedance can be measured with the test setup shown in Fig. 19.2.
For the common mode impedance, the injection signal and the measurement instru-
ments on the two lines of the grid should be symmetrical. And the signal injected
into the line is through the isolation transformer. The setup of the measurement is
shown in Fig. 19.3.

a. Test of the common mode impedance or admittance

According to the setup shown in Fig. 19.3, capture the voltage and current at dif-
ferent frequencies. Then the modulus value of the common mode impedance and
admittance can be calculated by Eqgs. (19.1) and (19.2).

The admittance of an arbitrary network can be expressed as:

Y=G+ B (19.3)

Y =G*+B* (19.4)

where, Y, G, and B are the admittance, conductance, and susceptance of the device
at a certain frequency, respectively.

Fig. 19.3 Setup of common Current FSLM
mode impedance testing Probe

- |
EUT

Source

HPF HPF
]

[ ]
Si | Power
igna Amplifier
Generator
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In order to obtain its resistance (or conductance) part and reactance (or suscep-

tance) part, additional test and proper calculation are necessary.

b. Test when the lines are shunted with capacitors

The additional test measures the common mode admittance when the two lines
of the grid are shunted with two equal capacitors. The test method is shown in
Fig. 19.3. Supposing the measured admittance is Y, so,

Y1=G+j(B+BC) (195)

Y? =G*+(B+B.) (19.6)

where B, is the susceptance of the shunted capacitor.

The common mode admittance test without and with the shunted capacitor es-
tablishes the equations as Eqs. (19.5) and (19.7). Solving the two equations and the
solutions are as:

Y2-v*-B?
2B

c

G=+Y?-B? (19.8)

The corresponding impedance is:

B= (19.7)

_G B (19.9)
2y

Therefore the resistance (or conductance) part and reactance (or susceptance) part

can be obtained. They can also be tested and calculated if two lines of the grid are

in series with two equal resistors or inductors. But it is a little bit sophisticated in

practical engineering.

c. Selection of the shunted capacitors

The shunted capacitors should make obvious change of the admittance. According
to the experience in practical engineering, the admittance of the shunted capacitor
should be 1-3 times that of the network at corresponding frequencies.

19.3.3 Design of the High-Pass Filter Cascaded with the FSLM

To ensure the frequency-selective, the voltmeter can withstand the AC voltage of
the power grid, a high-pass filter cascaded with the FSLM needs to be designed. A
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Fig. 19.4 High-pass filter
connected with FSLM. FSLM
frequency selective voltage
meter L

FSLM

Lo
—(O—

serial capacitor may be used as the test pins in the form of a probe so as to protect
the input terminal of the frequency-selective voltmeter. The cutoff frequency of the
high-pass filter must be at least half of the lowest frequency which to be measured.

This filter does not have to be designed specially or can be designed as the But-
terworth filter allowing ups and downs in its pass-band [9, 10]. Providing the grid
frequency as 50 Hz, the minimum measurement frequency is 500 Hz which requires
that the cutoff frequency of high-pass filter is at least 250 Hz. Take for example,
250 Hz, use the K-type high-pass filter which consists of two cascaded identical
I'-shaped high-pass network, as shown in Fig. 19.4:

Since Z gy, =509, then we select K = Z,,,, according to the definition of
K-type filter, we know

LIC=K? (19.10)

Because the cutoff frequency of the filter is f, = 250Hz, then

1
——= 19.11
2~ LC Jo ( )
Combine Egs. (19.3) and (19.4), we obtain

p=Zes 0 3 gy (19.12)

2nfy, 2w x250

1 1
uF =12.TuF (19.13)

T foZrsyy 27 x250%50

Although the filter is added to protect the test equipment, however, the voltage drop
on it cannot be ignored, which needs to be calibrated to compensate the voltage
drop.

The voltage calibration factor of the filter is easily obtained by simulation or
test, simulation results are shown in Fig. 19.5. We can find that calibration factor
is deviated from 1 only in low frequency. When the frequency is high enough, the
calibration factor is close to 1 which means the voltage drop of the high-pass filter
is small enough comparing with the test voltage [11]. This is consistent with the
design result of the high-pass filter.
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Fig. 19.5 Voltage calibration Calibration Factor of the Measured Voltage
factor test chart 5 T .
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19.4 Simulation Analysis

19.4.1 Admittance Test

For the common mode admittance simulation, we design a simulation circuit in
Fig. 19.6 according to the measurement requirements and the equipment admit-
tance equivalent circuit, the measured voltage is the line-to-ground voltage, so is

the current.
c3 L2
0.01u 1uH ne ﬁl
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Fig. 19.6 Common mode admittance simulation circuit
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Fig. 19.7 Common mode 10"
admittance test results
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Wherein, the left side of L1, C2, and R3 constitute the form of impedance to
ground equipment. The right side source symmetrically injects the common mode
voltage into the grid lines. Use the frequency-selective voltmeter and a high-pass
filter to measure the voltage and a current probe to test the current. The ratio be-
tween them is an absolute value of the common mode impedance on the equipment
side.

After a frequency domain simulation, we can obtain the admittance waveforms
against frequency, as shown in Fig. 19.7. Although it is easy to get the modulus
values of the admittance for each frequency point one time, the specific form of the
equivalent admittance is different under different frequencies.

To calculate the conductance part and the susceptance part of the admittance, a
second equation is needed. Therefore, two capacitors can be shunted symmetrically
for the two grid lines. Then we can measure the total admittance in the same way.
Solving these two equations, we can get the value of the equivalent circuit elements
and the conductance part and the susceptance part of the admittance.

19.4.2 Calculation of the Real and Imaginary Part of the Source
Admittance

According to the test results of the admittance in Fig. 19.7, we choose a 0.1uF ca-
pacitor adding to the two common transmission lines respectively. The admittance
test results after adding the capacitors are shown in Fig. 19.8.

The equivalent electrical network before and after shunting the capacitors are
shown in Fig. 19.9a, b.

Where C=0.1uF, B =j-2n-f.
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Fig. 19.8 Impedance 10°
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With Egs. (19.7) and (19.8), we can obtain the equivalent conductance part and
susceptance part of the admittance at different frequencies, as well as the phase
information.

The theoretical common mode admittance of the simulation model and the cal-
culation results from Eqgs. (19.7) and (19.8) are compared in Table 19.1. The theo-
retical value refers to the admittance and susceptance of the simulation model we
used in PSPISE. And the calculated value refers to the admittance and susceptance
we calculated using the proposed method.

According to the results in Table 19.1, the real and imaginary parts of the calcu-
lated admittance are in good agreement with the theoretical values, which prove the
validity of the test method.

G(fE B(f)= GIE BT gy

Common mode admittance

Common mode admittance
equivalent circuit after loading capacitors

equivalent circuit

a b

Fig. 19.9 a. Common mode admittance equivalent circuit b. common mode admittance equiva-
lent circuit after loading capacitors
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Table 19.1 Admittance comparison results

W. Song et al.

Frequency G (theoretical G (calculated B (theoretical B (calculated
(kHz) value; S) values; S) value; S) values; S)
0.5 9.8559x 1071 0.00 3.140x 1073 3.10x10°°
1 3.9438x 10710 0.00 6.280x107° 6.20x107°
2 1.5775x107° 0.00 1.256x107* 1.26x107*
3 3.5495x107° 0.018x10™ 1.8840x107* 0.0002

5 9.8596x 107 0.051x107 3.140x 107 0.0003

10 3.9439x 1078 0.202x 107 6.280x 107 0.0006

15 8.8738x 1078 0.455x107 9.420x 107 0.0009

20 0.00 0.00 0.0013 0.0013

30 0.00 0.00 0.0019 0.0019

50 0.00 0.00 0.0031 0.0032

60 0.00 0.00 0.0038 0.0038

80 0.00 0.00 0.0050 0.0052
100 0.00 0.00 0.0063 0.0066
150 0.00 0.00 0.0094 0.0105
180 0.00 0.00 0.0113 0.0133
200 0.00 0.00 0.0126 0.0152

19.5 Conclusion

Based on actual engineering, this chapter proposed a simple and convenient source
impedance (admittance) test method which can measure the absolute of the imped-
ance and admittance, as well as their real and imaginary parts. The method uses the
high-pass filter to protect the monitor instruments from the interference of the AC
grid line. The simulation results demonstrate the effectiveness of the test method.
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Chapter 20

Power Flow Calculation for Weakly Meshed
Distribution Network with Distributed
Generations and Electric Vehicles

Lingyun Wang, Xuanqing Zhou and Yuan Liu

Abstract The conventional power flow algorithms are not applicable to the
distribution network with distributed generations (DGs) and electric vehicles
because of various node types of generations and weekly meshed network. Based
on the analysis of the operation mode and the control characteristics of conventional
DGs and electric vehicles, their mathematical models in power flow calculation
can be established. Then, an improved power flow calculation method based on
the Newton algorithm is presented to compute the power flow of weakly meshed
distribution network with multitype DGs and electric vehicle. Finally, an Institute
of Electrical and Electronics Engineers (IEEE) 33 bus system is used to validate
the proposed algorithm with the results showing that this improved algorithm is
feasible and effective.

Keywords DGs - Electric vehicles - Distribution network - Power flow calculation

20.1 Introduction

The traditional distribution network usually uses the form of radiation and the
power flow direction is unidirectional. After the distributed generation (DG) and
electric vehicle are integrated to the distribution network, the distribution network
is converted from the original single generation systems into a multiplicity genera-
tions systems, and producing bidirectional power flow, which has exerted enormous
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impact on the distribution network structure, power loss, voltage profile, and power
flow calculation. In order to deal with these issues, an improved power flow algo-
rithm is proposed in this chapter. It is significant to study the distribution network
with DGs and electric vehicles.

As to the power flow algorithms of distribution network with the DGs and electric
vehicles, Yang et al. applied the Newton method for the power flow calculation; the
DGs in distribution network can be considered as PQ and PV nodes simply; but the
great errors could not be avoided in this calculation [1]. Wang et al. took into account
the output of active power of asynchronous generator and the absorbed reactive pow-
er from the distribution network, the P-Q(V) steady-state models of wind turbine
were established based on equivalent circuit of induction generator [2]. Li et al. ap-
plied back/forward sweep method to calculate the power flow of distribution network
with DGs and proposed the reactive power compensation method to deal with the
distribution network with PV node type; but meshed network was not considered [3].
The large-scale electric vehicles are connected into a power system, which brings a
great deal of influences on power system operation [4]. As the electric vehicles have
the characteristics of bidirectional energy flow, the combination of electric vehicles
and DGs can overcome the inherent power fluctuations of renewable energy genera-
tion and reduce the impact of renewable energy generation on power systems. Fer-
nandez L. P. et al. analyzed the effect of electric vehicles on the distribution network;
the electric vehicles were treated as constant power loads [5]. Compared with the
back/forward sweep method, the Newton method can be better used to handle more
node types directly and meshed network. The weekly meshed network and the mode
of electric vehicles are not considered in many existing methods. In this chapter, the
given method not only considers the above problems, but also combines both the
electric vehicles and DGs. In this chapter, the mathematical models of different typi-
cal DGs and electric vehicles are established. Then, an improved power flow calcula-
tion method based on the Newton algorithm is presented to compute the power flow
of weakly meshed distribution network with multitype DGs and electric vehicles and
network. Finally, the algorithm is tested on an IEEE 33 bus distribution system.

20.2 Models of DGs in Power Flow Calculation

20.2.1 Wind Turbines

At present, there are mainly four types of wind turbines in which the constant velocity
and the slip-type asynchronous wind turbines can be considered as P-Q(V) nodes in
power flow calculation; direct-drive synchronous and doubly fed wind turbines can
be considered as PQ nodes [6]. As to the P-Q(V) steady-state models of wind turbine,
compared with the asynchronous generator, the difference is that wind turbine is a lo-
cal compensation of reaction power by means of automatic grouping switch of paral-
lel capacitors; and it does not depend on the power grid to establish magnetic fields.
The injected reactive power of node is calculated by O =Q"—Q’, where Q'is the output
of reactive power of capacitors, Q'is the absorbed reactive power of wind turbines [2].
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20.2.2 Photovoltaic Systems

Photovoltaic system can convert solar energy into electricity with their output of
direct current (DC) power converted via an inverter to grid compatible alternat-
ing current (AC) power. The main category of inverters is current control mode
(constant current). The photovoltaic systems can be modeled as PI nodes [7]. The
injected reactive power can be written as follows:

o=sqrt|1[* Juf - P*), (20.1)

where U is the voltage amplitude of nodes, / is the output of constant current am-
plitude of photovoltaic systems, and P is the output of constant active power of
photovoltaic systems.

20.2.3 Fuel Cells

The fuel cells can convert chemical energy into electricity with their output of DC
power converted via an inverter to grid compatible AC power. The main category
of inverters is the voltage control mode (constant voltage). The fuel cells can be
modeled as the V nodes [8]. The values of injected active and reactive powers can
be calculated as follows:

P=mU.Usino/ x (20.2)

QO=mU_,Uscosd/x-U,/x, (20.3)

where x is the equivalent reactance of the transformer that connects the fuel cells
and the grid; Uy is the output DC voltage of fuel cells; Uy is the nodes voltage of
the system; m is converter modulation depth; and 0 is the output AC voltage phase
angle of fuel cells. The active and reactive powers of the fuel cells are obtained by
controlling the inverter parameters m and J.

20.3 Electric Vehicles

The core component of electric vehicles is the accumulator. Under the mode of
vehicles plug-in with logic (V1G), the electric vehicles can be molded as the power
grid load, which can be considered as PQ nodes in the power flow calculation. Un-
der the mode of vehicle to grid (V2G), the electric vehicles can access the power
grid to be charged; the accumulator works at the rectifier state and the energy is
converted from the power grid side into the DC side of accumulator; in this sense,
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the electric vehicles can be considered as a power grid load, which can be consid-
ered as PQ nodes in power flow calculation. Under the mode of V2@, the electric
vehicles also are capable of injecting energy into the power grid; the accumulator
works at the inverter state; and the energy is converted from DC side of accumula-
tor into the power grid side. The conventional charging method of electric vehicle
adopts the constant current discharging so that the electric vehicle can be molded as
PI nodes in the power flow calculation. The injected reactive power can be written
as follows:

O=sqri(|I['|U[ - P?), (20.4)

where U is voltage amplitude of nodes, / is the output of constant current amplitude
of electric vehicle, and P is the output of constant active power of electric vehicle.

20.4 Power Flow Algorithm of Distribution Network with
DGs and Electric Vehicles

The models of node, branch, transformers, PQ nodes, PV nodes, PI nodes, and P-Q
(V) node are established, respectively, in MATLAB. The detailed steps of power
flow algorithm of weakly meshed distribution network with DGs and electric
vehicles shows below:

1. Input data, DGs, and electric vehicles are divided into the type of P-Q (V), PQ,
PI, and PV nodes.

2. Generate the nodal admittance matrix Y, the initial number of iterations k=0,
precision e=107".

3. P-Q (V), and PI nodes are converted into PQ node, then the injected node power
P and Q are calculated.

4. The imbalance power AP, AQ can be calculated according to the Newton method.
Judge the formula max{AP, AQ } <e. If it is satisfied, the calculation ends and
the result of the power flow is the output; otherwise, generate Jacobian matrix J;
then the voltage modification can be gained based on the correction equation of
the Newton method to update the voltage of each node, and then return to Step 3.

20.5 Case Studies

The program flow chart of an improved power flow calculation method based on
the Newton algorithm is shown in Fig. 20.1.The IEEE 33 bus system is applied to
validate the algorithm in this chapter [6]. The IEEE 33-bus distribution network with
DGs and electric vehicles is shown in Fig. 20.2. The standard power is 10 MVA with
the standard voltage of 12.66 KV. In order to study the influence of weakly meshed
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Inputting data, DGs and electric vehicles are divided into the type of P-Q (V),
PQ, PI and PV nodes.

Generating nodal admittance matrix Y, the initial number of iterations k=0,
precision €=1 07

P-Q (V), PI node are converted into PQ node, then the injected node power P,
Q are calculated.

v

The imbalance power APy, AQy can becalculated according to Newton method

max{APy, AQx }<e result

Generating Jacobian matrix Jy

A
Voltage modification Aey, Afy can be gained based on correction equation of
Newton method

Aey=etAey, Af k1= kAL

k=k+1

Fig. 20.1 Program flow chart of an improved power flow calculation method

distribution network with DGs and electric vehicles, and feasibility of algorithm,
there are nine cases in Table 20.1. The number of iterations and some specific nodes
voltage of each case are shown in Table 20.2.

From the comparison of case 1, case 2, case 3, case 5, and case 6 in Table 20.2,
it can be seen that when DGs are connected into the distribution network and the
nodes voltage amplitude are improved at different degrees because the DGs can
inject power into the distribution network, and the voltage increment is relevant to
the output power of DGs. Comparing case 3 with case 4, the farther the location
of PQ type DG from the root node, the greater the support capacity of the node
voltage will be. Comparing case 1 with case 7 and case 8, it can be seen that the
change of the node voltage amplitude when electric vehicles are connected into
the distribution network because the electric vehicles can be considered as the
distribution network loads or generators. When the distribution network loads, its
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Fig. 20.2 Institute of Electrical and Electronics Engineers (/EEE) 33-bus distribution network
with distributed generations (DGs) and electric vehicles

Table 20.1 Description of cases

Case | Type of DGs and electric vehicles Parameters of DGs and electric vehicles | Access
1 None None /
2 Wind turbines (P-Q(V) node) P=300 KW, cosp,=0.98 22
3 Wind turbines (PQ node) P=300 KW, Q=200 KVar 20
4 Wind turbines (PQ node) P=300 KW, Q=200 KVar 2
5 Photovoltaic systems (PI node) P=150 KW, [=15A 25
6 Full cells (PV node) P=150 KW, V=12.66 KV 28
7 Electric vehicles (PQ node) P=300 KW, Q=200 KVar 23
8 Electric vehicles (PI node) P=100 KW, =10 A 18
9 Combination of case 2, 3, 5, 6, and 7

Table 20.2 Number of iterations and nodes voltage of each case
Node Casel |Case2 |Case3 |Case4 |Case5 |Case6 | Case7 | Case8 | Case9
1 1 1 1 1 1 1 1 1 1
2 0.9971 10.9973 | 0.9973 | 0.9973 | 0.9972 | 0.9986 | 0.9969 | 0.9972 | 0.9985
3 0.9862 | 0.9868 | 0.9869 | 0.9865 | 0.9869 | 0.9942 | 0.9848 | 0.9866 | 0.993
4 0.9826 |0.9832 | 0.9834 | 0.9828 | 0.9834 | 0.993 |0.9811 | 0.9831 | 0.9919
6 0.9711 10.9723 | 0.9726 | 0.9713 | 0.9723 | 0.9912 | 0.9696 | 0.972 | 0.9919
9 0.9656 | 0.9675 | 0.968 | 0.9659 | 0.9668 | 0.9835 | 0.9644 | 0.967 | 0.9857
20 0.9807 | 0.9825 | 0.9846 | 0.981 |0.9814 | 0.9901 |0.98 0.9814 | 0.9941
25 0.9626 |0.9636 | 0.9639 | 0.9629 | 0.9653 | 0.9873 | 0.9605 | 0.9639 | 0.9878
28 0.9637 |0.9648 | 0.9651 | 0.9639 |0.9656 | 1.0001 |0.9619 | 0.965 | 1.0008
32 0.9532 | 0.9546 | 0.9548 | 0.9534 | 0.9552 | 0.9793 | 0.9514 | 0.9558 | 0.9809
33 0.9534 |0.9548 | 0.9551 | 0.9536 | 0.9554 | 0.9788 | 0.9517 | 0.9563 | 0.9802
Iteration | 3 4 3 3 4 3 3 4 4
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nodes voltage amplitude will be reduced. Like the distribution network genera-
tors, its nodes voltage amplitude is improved. Comparing case 8 and case 9, it can
conclude that when the DGs are connected into the distribution network, it will
reduce the impact of electric vehicles of load type on the distribution network. We
can see the number of iteration that does not increase obviously when DGs and
electric vehicles are connected into distributed grid from Table 20.2; in this sense,
this algorithm can assure the calculation speed. Table 20.2 shows the improved
algorithm is feasible and effective to deal with the weakly meshed distribution
network with DGs and electric vehicles. In Table 20.1, the solar energy can not
only be used in this system; other new energy can be used in this system instead
of the solar energy.

20.6 Conclusion

Based on the analysis of operation mode and control characteristics of the wind
turbines, the photovoltaic systems, the fuel cells, and the electric vehicles, their
models in power flow calculation are established. Considering the meshed net-
work issue, an improved power flow calculation method based on the Newton
algorithm is presented to compute the power flow of weakly meshed distribution
network with the multitype DGs and electric vehicle. The algorithm has been
tested on the IEEE 33 bus distribution systems with the conclusions obtained as
below:

1. This algorithm can be used to handle the problem of multitype DGs and meshed
network.

2. When DGs are connected into the distribution network, its node voltage
amplitude is improved at different degrees; the number of improved voltage is
related to the output of power of DGs. The farther the location of DG from the
root node, the greater the support capacity of the node voltage will be.

3. The charging/discharging behavior of large-scale electric vehicle will bring great
influence on the power grid and the storage characteristics of electric energy will
offer new opportunities for the safe and economic operation of the distribution
network with DGs.
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Chapter 21
Security Monitoring Technology of Smart Grids

Wenjing Li

Abstract In view of the frequent occurrence of current electric power theft acci-
dent in combination with existing domestic and foreign research status, a technol-
ogy research of grid of intelligent security monitoring is proposed in this chapter. It
describes the transmission line intelligent video surveillance system, analyzes the
target detection algorithm, contrasts Kalman filter background modeling method
and improves the target detection method, presents a case study with improved
target detection algorithm, and is thus verified by the Halcon. This method has been
successfully applied to the transmission line intelligent video surveillance system
in Xinjiang Electric Power Company, 220 Kv. It provides a powerful guarantee for
the power system security.

Keywords Transmission lines - Intelligent surveillance system - Intelligent
detection * Image processing

21.1 Introduction

The power industry is not only the basic industry of strong public good, but also
the basic guide industry of national economic development. It is the technology
and capital-intensive industry. The safe and stable operation of power systems is
related to the reliability of power supply and the sustainable development of na-
tional economy. However, as the power facilities feature multipoint, large scope,
extensive coverage and bare field, it is hard to maintain the same [1]. Someone even
will power facilities as a “material warechouse without walls” to steal stayguy, bolts,
Steel-Clad and tower, etc. Besides, with the acceleration of economic construction
development, the project constructions are increasing across the country. The tow-
ers and electric wires damaged by large machinery pose a great threat to our life [2].
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A transmission line intelligent video surveillance system based on the differenti-
ation analysis is presented. It is based on visual and pattern recognition. Apart from
the traditional monitoring, the system also adds automatic processing and analysis
to the image frame extracted from the transmission line video stream, mainly to
achieve the following functions: (1) to detect whether there is a large machinery in
the surrounding environment of the transmission line, preventing the power acci-
dents caused by large machinery’s barbaric construction near the tower or bumping
against the tower; (2) to detect whether there is staff activity in the specific area near
the transmission line tower, preventing the power accidents caused by pedestrians
climbing the tower or stealing the tower material of the transmission line system. It
has achieved the function of intelligent monitoring.

21.2 Transmission Line Intelligent Video Surveillance
System

The transmission line intelligent video surveillance system proposed in this chap-
ter adopts distributed intelligent system architecture and modular design. It mainly
consists of local surveillance terminal subsystem, transmission subsystem, surveil-
lance center management subsystem and intelligent terminal. The local surveillance
subsystem is mostly installed in the transmission line tower or in the building near
the transformation line. The system is composed of the main control unit which is
made up of DSP plus ARM, PTZ video camera, sound and light alarm, video ac-
quisition processing and wind and solar power supply system, etc. It uses the video
recognition algorithms and the embedded image-processing technology to complete
the live video image’s real-time processing, the abnormal state of intelligent recog-
nition, and the input and output of alarm linkage, etc. The transmission subsystem
sends the processed signal to the surveillance center management subsystem by
wire and wireless way; then, the surveillance center management subsystem sends
the diagnostic information and abnormal images to a PC client or smart handheld
terminal by SMS/MMS form. The handling terminals, the surveillance center PC
client control PTZ and lens are required to complete the storage management and
remote communication. The system components are shown in Fig. 21.1.

21.3 Target Detection Algorithms

This chapter focuses on the moving target detection method in a static background
environment [3].
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Fig. 21.1 System components schematic diagram

21.3.1 Three-Frame Difference Method

The basic idea of inter-frame difference method [4] is to detect changes in the pixels
of adjacent frames in the video image sequence during a very small time interval Ak
(usually Ak<<1 s). When the location of the moving target in the images changes,
the gray value of the moving target in the new location in the images will change
accordingly and those unchanged objects’ gray value in the pixel point of images
changes a little. Subtract the adjacent frame images and detect the pixel point whose
gray value changes a lot; then, we will get the location and contour of the detected
moving target. This chapter studies three-frame difference method [5]. The detec-
tion principle is shown in Fig. 21.2.

21.3.2 Kalman Filter Background Modeling Method

Kalman filter is based on the signal in the past by using statistical characteristics of
past time varying random signals, based on linear minimum mean-squared error as
the optimization criteria, estimating the current or the future value of random signal
as close as possible to the true value. It is a time-domain recursive filtering method.
Based on the principle of the Kalman filter, it is suggested using Kalman filter to
update background model [6, 7]. Set §(x, y,t, ) for background model feature of the
pixel point (x, y) at time k, §(x, y,#,) for the background model predictive features
of the pixel point (x, y) at time £, z(x,,t,) for the measurement characteristics of pix-
el (x, y) at time k. Based on Kalman filter definition, the conclusions are as follows:
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Fig. 21.2 Principle of the three-frame difference method

S(x, y,t,) =5(x, v, 1)+ K(x, y,t ) z(x, v, t, ) —H(x, y,,)5(x, »,8,)] (21.1)

S5, y,t) = A(x, y,t,)5(x, y,t,_y) (21.2)

where A(x, y,t;) =1, H(x, y,t,)=1, the state estimation equations of Kalman filter
is shown in formula (21.1), the formula (21.2) is a pixel point in the Kalman filter
state prediction equation.

The image is divided into regions containing the moving foreground and regions
with relatively static background. To establish a more accurate background model
to weight and update foreground and background images respectively, set Kalman
again:

K(x,p,t;) = ac(x, y,t,)+ Bll1—c(x, ,1;)] (21.3)
c(x, y,t,) ={1 d0oyt) > Thity) (21.4)

0 d(x,y,t,)<Th(t,)
d(x,y,t,) =|z2(x, y,1,) = $Cx, y,t,)| (21.5)

where c¢(x,y,1,) is the estimated mark of the background model, B is background
factor, o is foreground factor, and 7h(t,) is the segmentation threshold to extract
foreground target. The o and fvalues are based on experience, such as taking
o =0.001 and B =0.03 in this chapter.
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21.3.3 Improved Target Detection Algorithm

A novel real-time target detection algorithm based on combining inter-frame differ-
ence and the background subtraction was presented. First, the improved inter-frame
difference method is used to detect the moving target as moving target area 1. At
the same time, self-adaptive background subtraction method, the OTSU method [§],
and the object segmentation method are used to subtract the background as moving
target area 2. Then, the “or” algorithm is applied in these two regions to get a more
perfect moving object area. Algorithm flow chart is shown in Fig. 21.3.

As shown in Fig. 21.4, part (a) is the original image of the frame from 3777 to
3779 in the sequence of video images. Figure 21.4b is the frame of 3777 of prepro-
cessed image, the frame of 3778 is the current image, and the frame of 3779 is the
result of using three-frame difference method to detect moving targets. The experi-
mental results show that it is inaccurate to use the three-frame difference method to
obtain the motion objects.

Figure 21.4c uses Kalman filtering method to extract the foreground image of
the current frame 3778. This method can solve the problem of background model-
ing, but it can be influenced by the external light. Although the automatic OTSU
threshold segmentation method reduces a portion of the noise, there are still some
noise regions in the monitoring results. Thus, the inter-frame difference and the
background subtraction method proposed in this chapter are combined to process
Fig. 21.4c and d, with the effect shown in Fig. 21.4d. It is possible to accurately
extract the complete movement of the target area.



Fig. 21.4 Analysis of experimental results

21.4 A Transmission Line Intelligent Video Surveillance
Method Based on the Improved Target Detection
Algorithm

Based on the improved target detection algorithm proposed in this chapter, the flow
chart of the intelligent security algorithm is shown in Fig. 21.5.

First, the image preprocessing based on pattern recognition includes noise reduc-
tion, image enhancement, and image segmentation. Then, it will use the improved
target detection algorithm proposed in this chapter to extract the moving target fore-
ground regions and use morphological methods and NCC-based target detection
algorithm to remove noise and shadow in the moving foreground region. Finally,
the type of moving target will be judged in the area of foreground region by regional
unicom method.
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Fig. 21.6 Target detection process diagram of the 3778th frame image

Using the intelligent video surveillance algorithm improved by this chapter to
process the Fig. 21.4a for the 3778-th frame image is shown in Fig. 21.6.

21.5 Case Study

The improved target detection algorithm is used to process the video images of
Xinjiang YiLi Electric Power Company from a field of 220 Kv transmission line.

Use the proposed target detection algorithm to process the image. The results are
represented in Figs. 21.7 and 21.8.
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Fig. 21.7 This figure shows
the pedestrian detection effect
near a tower

Fig. 21.8 Shows the large-
scale machinery and pedes-
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The experimental result shows that this method can accurately identify the pe-
destrians or large-scale machinery and has certain practical value.

21.6 Conclusion

The experiments demonstrate that the improved target detection algorithm by com-
bining the three-frame difference method and the background subtraction based
on Kalman proposed in this chapter can accurately detect pedestrians and large
machinery. In addition, this method can observe visually the specific condition of
the alarm site. It can not only make up for the previous method but also upload the
alarm signal and save the cost of labor enormously. The research provides a new
technical approach for the safety inspection of the transmission line.
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Chapter 22
The Exterior Type Consistency Inspection
System for Smart Meter

Guiping Deng, Li Ding and Yue Guo

Abstract Based on computer vision technology, automatic control technology and
laser ranging technology, the exterior type consistency inspection system for smart
meters is designed and developed in this paper. The system realizes such exterior
type consistency inspection items as liquid crystal display (LCD) screen, characters,
bar codes, aperture size, appearance size and so on, which is designed to replace
current manual detection mode. The four biaxial linkage control subsystem enables
horizontal scanning, side scanning and even multi-angle scanning. The consistency
inspection algorithm for exterior type based on fast template matching is used for
fast and reliable character recognition and matching. The system automatically
completes all the exterior type consistency detection items with fast detection speed
and high accuracy and reliability.

Keywords Smart meter - Exterior type - Consistency - Inspection - Spatial
orientation

22.1 Introduction

With the wide application of intelligent smart meter, its quality consistency prob-
lem has been attracting more and more attention [1]. Quality consistency is to ask
the bidding sample meters and actual operating meters to be of consistent quality,
including material quality, software quality and appearance type. Appearance type
is mainly reflected from the size, exterior identity and LCD. The appearance type
consistency is the key of smart meter quality consistency inspection. The main in-
spection method of smart meter appearance type consistency is visual detection
by using rulers and magnifying glasses [2, 3]. With the continuous improvement
in production technology, appearance type of smart meters is developing towards
the direction of standardization, rationalization and high precision. The demand
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of smart meter is dramatically increased, which puts forward the corresponding
requirement of fast batch inspection.

Existing manual inspection mode has many disadvantages, such as misjudge-
ment, low detection accuracy, low reliability, low efficiency, and inconvenience for
unified computer management.

The smart meter exterior type consistency inspection is one of necessary test
items for both full performance test before smart meter delivery and sampling test
after smart meter batch arrival, which is specified in smart meter technical specifi-
cation of State Grid of China. Therefore, intelligent recognition system of exterior
type consistency based on computer technology and image processing technology
has become an important issue and demand [4-6].

Based on computer vision technology, automatic control technology, laser rang-
ing technology and image processing technology, the smart meter type consistency
inspection system is designed and developed in this paper, which can effectively
solve the disadvantages of current manual inspection and implement intelligent test
of smart meter exterior type consistency. This system can automatically complete
all kinds of exterior type consistency inspection items such as LCD screen , charac-
ters, bar codes, aperture size, appearance size and so on for both single-phase and
three-phase smart meters with fast detection speed, high accuracy and high reliabil-
ity. So this system will be widely used by domestic electric power companies for
routine smart meter exterior type consistency inspection to replace current manual
detection method.

22.2  Overall Design and Working Process of the System

Combined with machine vision and intelligent control technology, using image
processing technology, optical character recognition (OCR) technology and laser
ranging technology to analyze, the characteristics of smart meter appearance size,
footer aperture size, nameplate identification features and LCD screen identity are
gathered to form the sample library. Then, the meter to be inspected is compared
with standard information in sample library, realizing the appearance consistency
inspection.

The entire system consists of two parts: hardware and software. Hardware part
mainly includes positioning platform with mechanical transmission part and load-
ing table and image acquisition part, which is used to construct accurate spatial
positioning environment of industrial cameras and light sources for smart meter,
and to realize the image acquisition and data transmission. Figure 22.1 is the hard-
ware framework of the system. The software part realizes the shaft drive movement
control, image analysis and processing.

The system working processes are as follows:

1. Put the smart meter on loading table and keep it horizontal and fixed with posi-
tioning components. For starting the task, after successful connection of hardware
with software, click on the software interface to automatically start the test work.
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Fig. 22.1 Hardware framework of the system

2. By adjusting the four biaxial linkage control subsystem, appearance image, footer
image, LCD screen information image and nameplate image of smart meter are
acquired by the industrial cameras. And then the software image analysis algo-
rithm is used to get the appearance size, footer aperture size, LCD character
information features and nameplate identification character information of smart
meter.
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3. Compare the exterior type information of the smart meter obtained from the field
test with the information of the same specification type in the library to deter-
mine whether the appearance of the smart meter type consistency under test is
qualified.

This system can realize the consistency test of appearance size, footer aperture size,
LCD screenand nameplate appearance of smart meter. And it can also achieve the
consistency test of software items for smart meter, such as communication protocol,
function and certificate of encryption. It also includes mobile yuntai, background
management, data query, history query, graphic correlation and other functions,
which make it easy to use and comprehensive to test. The system is also equipped
with alarm protection device. If something abnormal happens in the operating pro-
cess, the alarm protection device will start automatically. The function modules of
the system are shown in Fig. 22.2.

In this system, the image acquisition is based on the four biaxial linkage control
subsystem. And the laser ranging method based on Steger algorithm and the char-
acter detection algorithm based on fast image template matching are developed in
system inspection software. Thus, this system has high detection accuracy and reli-
ability, as shown in Table 22.1.

22.3 Four Biaxial Linkage Control Subsystem

The four biaxial linkage control subsystem is used to control the industrial cameras,
light sources, gauge stands and laser ranging module, which enables the industrial
cameras to not only do horizontal scanning, but also do side and even multi-angle
clear scanning. And this subsystem is one of the key parts of the hardware system.
The four biaxial linkage control subsystem is designed as each biaxial with one
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Table 22.1 The smart meter exterior type consistency inspection results
Test item Standard value (mm) | Measured value (mm) | Result
Length 150.7 149.86 Qualified
Width 170 169.32 Qualified
Height 85 83.94 Qualified
LCD screen visual width 85 84.85 Qualified
LCD screen visual height 50 50.03 Qualified
Model character height 4.89 Qualified
Active and reactive power char- 3.87 Qualified
acter height
Asset barcode character height 18 18.11 Qualified
Manufacture character height 5 4.90 Qualified
Signal wiring diagram width 48 48.16 Qualified
Signal wiring diagram height 21 21.01 Qualified
Voltage and current wiring 48 48.05 Qualified
diagram width
Voltage and current wiring 23.5 22.94 Qualified
diagram height
Left ear screw aperture 11 10.59 Qualified
Right ear screw aperture 11 10.54 Qualified
Voltage screw aperture 4.5 4.42 Qualified
Current screw aperture 6 5.98 Qualified
Signal screw aperture 35 3.50 Qualified

module axis to control movement and with another guide axis to control support.
This kind of design is to make the cameras and light sources move smoothly, and
to avoid unclear image caused by cameras or light shaking. Driven by the industry
control system, the subsystem works in accordance with the set positioning require-
ments. The precision of movement and control is directly related to the following
image acquisition and recognition, so the precision must be accurately controlled.
The loading table is used to place smart meter under test. Due to different sizes
of smart meters, the loading table plane is designed as 290 x 290 mm according to
the maximum appearance size of smart meter. For convenient placement, the total
30 threaded holes at five rows and six columns are drilled on the plane, with the
interval of 50 mm. The threaded holes are used to fix smart meters of different sizes.

22.4 Key Algorithms of System Inspection Software

22.4.1 Laser Ranging Based on Steger Algorithm

When detecting the thickness of smart meter appearance, image collections do not
contain thickness information. Therefore, precise laser distance measuring technology
is put forward to realize the precise measurement of the thickness of the smart meter.
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Fig. 22.3 Flow chart of laser stripe center detection

In active binocular stereo vision system based on laser stripe, the laser stripe is
distorted because of the modulation of deep changes of the surface. The distortion
degree contains the information of depth of the object surface under test. In order
to get the depth information, the accurate position of the light stripe center must be
acquired from the image containing light. As a result, in active binocular stereo vi-
sion system based on laser stripe, a very important task is to accurately extract the
center of laser stripe.

In the laser stripe center detection algorithm of high precision, Steger algorithm
is the best in terms of accuracy and adaptability, but the shortcoming of taking long
time restricts its wide application. Therefore, this paper puts forward applying the
advantages of fast detection speed of extreme value method to Steger algorithm,
which greatly improve the detection speed of Steger algorithm under the premise
of the same precision. Figure 22.3 is the flow chart of laser stripe center detection.

22.4.2 Character Detection Algorithm Based on Fast Image
Template Matching

Current character detection algorithms are mainly divided into two categories: the
reference image and the non-reference image [7]. Reference image algorithm is
given the standard image of the character. The target character image area needs to
be found in the whole image under test. This method is enjoying a wide application
because of its easy implementation and high recognition rate. Since its shortcom-
ing is the complexity, it is not suitable to be applied in the system which demands
high detection efficiency. Thus, the OCR algorithm based on fast image template
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matching is put forward, in order to realize character inspection of nameplate iden-
tification, bar codes and LCD screen of smart meter.

The basic principle of the algorithm is to use the character image in the standard
library as a template, and then to search for the template image at the embedded
area of the tested image. All characters of the tested image can be detected one by
one, or the key area needs to be searched according to demands. Identify the word
image first, and then do precise image matching. According to the similarity of the
standard template and the tested image, it is determined whether there are characters
of consistent type in the region, and outputs the character information.

22.5 Conclusion

Based on computer vision technology, automatic control technology, laser ranging
technology and image processing technology, this paper has designed and devel-
oped the smart meter exterior type consistency inspection system. The system has
high accuracy and reliability with the image acquisition based on the four biaxial
linkage control subsystem, the laser ranging appearance size based on Steger algo-
rithm and the character detection algorithm based on fast image template matching.

This system can automatically complete all kinds of smart meter exterior type
consistency inspection items without manual intervention. The system has effec-
tively solved problems such as detection efficiency, manual misjudgement and in-
telligent inspection. The detection items can be flexibly configured without modi-
fying software source program, which improves its usefulness and flexibility. With
large-scale smart meter used in power user electric energy data acquire system,
this system will be widely used by domestic electric power companies to replace
current manual detection method and has a promising prospect of application and
spreading.
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Chapter 23

Novel Fault Isolation Method for Distributed
Regional Longitudinal Protection in Smart
Distribution Grid

Fanxiu Fang and Wei Cong

Abstract Considering the unique fault detection requirements of smart distribution
grid, a distributed regional protection system is proposed. The distributed genera-
tions (DGs), which are widely installed in smart distribution grid, are considered
to impact the power system protection performance, especially the operation of
overcurrent relays that are widely used in traditional distribution grid. This chapter
revises the principle of overcurrent protection that can reflect the phase-to-phase
fault of next line. Then, the smart distributed terminal unit (SDTU) can use the over-
current information and direction information to judge the fault to be at upstream or
downstream. With protection-associated areas known, SDTU can exchange infor-
mation with forward associated area to complete the fault isolation function. The
algorithm has high selectivity and reliability through simulation verification.

Keywords New principle of overcurrent - Associated areas - Fault isolation

23.1 Introduction

Nowadays, an increasing number of renewable resources are connected to distribu-
tion grid to satisfy the customer’s energy demand and decrease the use of fossil
fuel [1]. However, the trend also brings challenges for traditional protection sys-
tem. Traditional distribution networks are radial and unidirectional that the power
flows from power source down to customers, but not vice versa. On the contrary,
when DGs are connected to distribution grid, the magnitude and direction of cur-
rent changed as a result of the bidirectional power flow since the DGs inject power
to the grid. Under this condition, traditional protection cannot detect and isolate
faults anymore; in other words, traditional fault detection, isolation methods for
distribution grid will be invalid and unable to adapt to the requirements of smart
distribution grid [2, 3].
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Fig. 23.1 Structure of area of longitudinal protection system

According to these problems, a distributed regional longitudinal protection sys-
tem is proposed in this chapter. It uses pilot protection in distribution grid which
has been widely used in transmission line. Owning to the large amount of branches
and various types of DGs in distribution grid, definite associated area should be
divided for each SDTU [4]. This chapter mainly presents a fault isolation method
that each SDTU communicates with associated area to determine whether to break
or not. The information exchange among SDTUs is fault synthetic information,
which suggests the fault location. This proposed method overcomes disadvantages
of current protection coordinating by time, improves reliability, and accelerates the
action speed of relay protection.

23.2 Distributed Regional Longitudinal Protection
System

23.2.1 Structure of Distributed Regional Longitudinal
Protection System

In this chapter, in order to well illustrate the fault isolation method, the distributed
regional longitudinal protection system will be briefly introduced. The protection
system consists of three components: master computer, communication network,
and SDTUs, as shown in Fig. 23.1.

The master computer can divide the protection zone and associated areas for
each SDTU. It allocates the associated areas and sends the information to SDTUs
as long as the network topology changes.
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The communication network provides peer-to-peer communication and client—
server communication. To be specific, a SDTU can communicate not only with
other SDTUs but also with the master computer.

The primary functions of SDTU are status monitoring, fault detection, and
switching control, which are realized by collecting local electrical information and
communicating with other SDTUs to obtain electrical information of other nodes
through peer-to-peer communication. Through embedded fault detection and fault
isolation algorithm, it can make decision that whether the controlled breaker should
trip or not.

23.2.2 Associated Area of SDTU

Unlike breakers in transmission line which protect only one line, each SDTU in
distribution grid protects one or more areas and communicates with one or more
SDTUs. It is unpractical for SDTU to communicate with every SDTU in distribu-
tion grid; thus, the protection-associated areas must be defined first.

Each terminal has its associated areas, including forward associated area and
reverse associated area. The direction from main source down to DGs or loads is
defined as the forward direction. One SDTU forward associated area is an SDTU
which must trip to isolate the forward nearest line’s fault.

Just as shown in Fig. 23.2, the SDTU9 and SDTU10 are the forward associated
areas of SDTUS; the SDTUG is the reverse associated area. Once SDTUS cannot get
the information of associated areas, it can search the backup protection-associated
areas. For example, SDTU11 and SDTUI2 are the forward backup protection-as-
sociated areas, while the SDTUS is the reverse backup protection-associated area.
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23.3 Fault Isolation

23.3.1 New Setting Calculation of Overcurrent Protection-
Associated Area of SDTU

As generally accepted, the overcurrent protection is so of high sensitivity that it has
large protection scope [5, 6]. Therefore, improper overcurrent setting may induce
redundant communication among SDTUs, resulting in unnecessary calculations,
and as a result slow down the speed of protection. In order to simplify the com-
munication and enhance the process efficiency, a modified principle of overcurrent
setting is defined.

Just as SDTUI in Fig. 23.3, its new overcurrent setting is shown in Eq. 23.1.

B L ! (23.1)
2 Zy+7Z,+2Z, K,

Ilset =

Z, is the impedance of the grid and primary transform;
Z, is the impedance of the line AB;
Z, is the impedance of the line BC;

K., is the sensitivity factor.

When the SDTU does not have lower stage line, the conventional overcurrent
setting calculation method will be employed. From the new principle of overcurrent
protection, it can be known that the lower stage line can be protected, meaning that
its sensitivity is enough for protection.

23.3.2 Fault Synthetic Information

SDTU collects local relays’ information, including direction relay and overcurrent
relay. The direction relay output is defined as follows (Eq. 23.2).

1 forward fault
d =<4-1 reverse fault (23.2)

0  not operation

The overcurrent relay output can be defined in Eq. 23.3.

1 t 1
e { over current operate (23.3)

0  no operate
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Table 23f1 Fault synthetic Fault synthetic information (s) (d c)
information
1 (1,1), (0,1)
-1 L1, (=10
0 (1,0), (0,0)

Based on these results, SDTU can figure out fault synthetic information in Table 23.1.
Assume that the direction relay has higher sensitivity and lower reliability than
overcurrent relay.
If fault synthetic information equals 1, it means the fault occurs in the forward
line; if fault synthetic information equals —1, it means fault occurs in the reverse
direction line. In addition, if it equals 0, it means this fault does not relate to it.

23.3.3 Fault Isolation

In order to isolate the fault, when the fault synthetic information of SDTU equals 1,
it must communicate with its forward associated area in Eq. 23.4. Once SDTU does
not have forward associated area, it can operate immediately.

b= 505 (23.4)
k=1

b, =1 means SDTUi should trip to isolate fault and send tripping command to its
forward associated area. p, =0 means SDTU need not operate. Example is used to
illustrate the process of the proposed tripping calculation.

A simple distribution grid (as shown in Fig. 23.5) is simulated using PSCAD
software to explain the method of fault isolation in detail. AC phase-to-phase short
circuit fault is applied in line 4 (Table 23.2).

As shown in Fig. 23.4, SDTU4 is the forward associated area of SDTU2, and
SDTUS, SDTU6, and SDTU?7 are the forward associated areas of SDTUA4.

b2=ZszOsk=szOs4=l 1=0 (23.5)
k=1

3
by=Y 5,05, =5, 085+5;, 055 +5, 05, =100+100+10(-)=1 (23.6)
k=1

Table 23.2 Fault synthetic information

SDTU 1 2 3 4 5 6 7 8
d 1 1 -1 1 0 0 -1 0
c 0 1 1 1 0 0 1 0
s 0 1 -1 1 0 0 -1 0
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Table 23.3 New setting calculation of overcurrent protection
SDTU 800 802 806 808 812 814 850
Setting 7.938 0.9451 0.4676 0.3348 0.3341 0.3330 0.2752
SDTU 816 824 828 830 854 852 832
Setting 0.2731 0.2280 0.2257 0.1732 0.1730 0.09814 | 0.0444
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Fig. 23.5 1EEE 34-bus generator system

From Egs. 23.5 and 23.6, it can be concluded that SDTU2 need not operate, while
SDTU4 not only acts trip but also sends tripping command to SDTUS, SDTU 6, and
SDTUT7 to act trip.

23.4 Simulation Analysis in Distribution Grid System

In order to verify the fault isolation algorithm, the IEEE 34-bus system (as shown
in Fig. 23.5) is simulated using PSCAD. AC phase-to-phase short circuit fault is set
at bus 854, and as a result, the overcurrent setting of SDTUs is shown in Table 23.3.

Using the new overcurrent principle, the setting can be got as shown in Table 23.3.
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Table 23.4 Output of direction, overcurrent relays, and synthetic fault information

211

SDTU | 814 850 816 818 824 828 830 854 852 832
D 1 1 0 1 1 1 -1 -1 -1
C 1 1 0 1 1 1 0 1 1
S 1 1 0 1 1 1 -1 -1 -1
Table 23.5 SDTUs’ associated area

SDTU 850 816 824 828 830
Associated areas | 816,818 824 828 830 854
Table 23.6 Tripping command result of SDTU

SDTU 850 816 824 828 830

B 0 0 0 0 1

Simulation operating time is 3 s, the fault occurs at 1 s, and its duration time is
2 s. The output of direction relays and overcurrent relays can be acquired and shown
in Table 23.4.

From Table 23.4, it can be concluded that some SDTUs’ fault synthetic infor-
mation equals 1. In order to detect fault, their associated areas should be got first,
which are shown in Table 23.5.

According to Eq. 234, it can be decided that whether the SDTUs act trip and send
message or not.

According to Table 23.6, SDTU830 should break to isolate fault. Additionally, it
sends tripping command to its forward associated areas (SDTU853). The SDTU853
will break immediately after it receives the tripping command. The result is that
both SDTU830 and SDTU853 act trip.

23.5 Conclusion

A distributed regional protection system is proposed in this chapter. Based on the
known forward associated area, the SDTUs can exchange fault synthetic informa-
tion among them to isolate faults. Through the simulation analysis, the proposed
fault isolation method can isolate the fault accurately. Because fault synthetic infor-
mation that combines overcurrent information and direction information is referred
in protection procedure, the reliability of protection system is enhanced.
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Chapter 24

The Effect of Hazheng Ultra High Voltage
Direct Current Commutation Failure on Wind
Power

Can Yang, Haibo Zhang, Weiyong Jiang and Yanan Li

Abstract In order to study the effect of transient overvoltage caused by DC com-
mutation failure on the wind farms, a simplified AC-DC model of the Northwest
China power grid is built based on PSCAD/EMTDC. The mechanism of AC over-
voltage caused by commutation failure is studied in depth. The simulations of a
single-phase grounding fault at the inverter side under different conditions are
performed. The factors that influence the level of overvoltage are analyzed.

Keywords Commutation failure - Overvoltage - Off-Grid wind turbines - Grid stability

24.1 Introduction

Hami is one of the planned seven wind power bases with a capacity of more than
10,000 MW in China. Commutation failure is one of the common faults in ultra high
voltage direct current (UHVDC) system. The voltage of AC system may increase
too high in a short time during the fault of DC system [ 1-3]. Once the transient volt-
age is higher than the voltage protection threshold of wind farms, the wind turbines
will be disconnected with the grid, which will further affect the system’s frequency
stability; therefore, the research on the influence of Hazheng UHVDC commutation
failure on the wind power in Hami is of great significance.
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This paper analyzes the mechanism of AC transient overvoltage caused by DC
commutation failure and studies the effect of commutation failure on wind power
from three aspects of flow transferring during fault, capacity of DC power and AC
system operation model. All simulation results can provide a theoretical basis for
the operation and dispatch of Xinjiang power grid.

24.2 Simulation Grid

24.2.1 Simulation Software

Program PSCAD/EMTDC (Power System Computer Aided Design and Electro-
Magnetic Transient in DC System) is an important power system analysis software
and its main function is time-domain and frequency-domain simulation. It is typi-
cally applied to calculating variation of the system parameters over time under a
disturbance and is widely used for the research on the interaction of AC-DC system.
PSCAD/EMTDC allows users to create custom simulation module by Fortran, C
and Matlab programming languages.

24.2.2 Model of Simulation Grid

The geographic diagram of Northwest China power grid in a small basic operation
mode in 2012 is shown in Fig. 24.1. It contains AC systems of Xinjiang, Gansu and
Qinghai Province. Figure 24.2 shows the simulation mode of Hazheng UHVDC. It
uses 2 X 12-pulse valve groups per pole as the circuit designing structure. In a steady
state, Hazheng UHVDC is in bipolar operation mode, the transmission power is
4000 MW, the rated DC voltage is+800 kV and the rated DC current is 5 kA. There
are 31 generators and 124 nodes in the AC system of rectifier side. The total output
of wind power is 1870 MW with 1550 MW wind power connected to 330 kV node
Dunhuang, 250 MW wind power connected to 220 kV node Shanbei and 70 MW
wind power connected to 110 kV node Shi Sanjiang.

24.2.3 Equivalent Model of Wind Farm

There are many methods of equating wind farms [4-5], but they almost need te-
dious parameters reduction and the simulation accuracy is not necessarily guar-
anteed. The wind farm is equated to a power source in this article, as shown in
Fig. 24.3. A custom module which can convert wind power to current is established
by C language. C program adopts the method of single-phase average voltage [6].
Because the main program of PSCAD/EMTDC is written with Fortran language,
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the C program is invoked by a Fortran program in order to be embedded in the main
program. The custom module, the wind turbine and the controlled current source
constitute the complete dynamic wind farm model.

24.3 Simulation Research

24.3.1 Mechanism of Overvoltage Caused by Commutation
Failure

This paper mainly concerns the commutation failure caused by AC system fault at
the inverter side. The performance of rectifier under single-phase grounding fault
of inverter bus is shown in Fig. 24.4. The fault moment is 1s and the duration is
100 ms. Thanks to the control and regulation of DC system, the power grid restores
the stability eventually with no measures.

The rectifier current control system is shown in Fig. 24.5. 1, is the DC current
setting signal from the main control layer; /,, _is the setting DC current valve, it
is derived from 7, _after Voltage Dependent Current Order Limit (VDCOL); [,
is the measured DC current; [ is the advanced firing angle which can be obtained
from the difference between /, and I,,  after PI control link; according to
B=180°~ a, the delayed firing angle & can be derived from 180°minus .

After the failure is cleared at 2.1s, VDCOL increases /,, _ to decrease o so
that the DC current can restore gradually; however, the speed of DC current recov-
ering is slow while the filters in the rectifier station are providing reactive power
during fault. Excess reactive power flows into AC system, which brings about an
increase in AC voltage. If the inflow of reactive power is too much, the AC voltage

may increase too high to trip off the wind farms and threaten the grid’s stability.

24.3.2 Analysis of the Impact of Commutation Failure on Wind
Power

According to the above analysis, the inflow of reactive power can easily result in AC
overvoltage during the fault recovery process. The highest and stable voltage levels
of the buses at wind farm terminals after DC commutation failure at 4000 MW DC
power level are shown in Table 24.1. The following simulations are all assumed that
a single-phase grounding fault occurs in the inverter bus and the wind turbines have
the ability of high voltage ride-through (HVRT).

According to China’s Technical Rule for Connecting Wind Farm to Power Sys-
tem, the high voltage protection threshold of wind farms is 1.1pu. So the wind farms
connected to Shanbei and Shi Sanjiang are in the danger of off-grid. The 1550 MW
wind power connected to Dunhuang can maintain the normal operation.
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Fig. 24.5 Rectifier current
control system
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Table 24.1 Wind Farm Volt-

Buses Highest (pu) Stable (pu)
age Level under Commuta-
tion Failure Dunhuang 1.0668 1.0055
Shanbei 1.1147 1.0700
Shi Sanjian 1.1235 1.0791
Table 24.2 Voltage Levels of AC buses Before failure | After failure (pu)
750 kV Nodes -
(pw) Highest Stable
Hami 0.9994 1.0400 0.9994
Dunhuang 1.0013 1.0506 1.0013
Shazhou 1.0063 1.0600 1.0063
Yuka 1.0125 1.0700 1.0125

The voltage level of the main 750 kV nodes is shown in Table 24.2. The highest
transient voltage is only about 5% higher than that before failure. The results show
that commutation failure does not cause a severe AC overvoltage at 4000 MW DC
power level. This is because a lot of active power is transferred to Qinghai grid along
with the lines Hami-Dunhuang-Shazhou-Yuka-Qiadam during the fault, which
inhibits AC voltage from rising. Figure 24.6 shows the response of transmission
active power of 750 kV lines to DC commutation failure. The power of Hami-Dun-
huang is increased by 31 % than that before fault, the power of Dunhuang-Shazhou
is increased by 35%, the power of Shazhou-Yuka is increased by 49% and the
power of Yuka-Chai Damu is increased by 53 %.

24.3.3 Commutation Failure at Different DC Power Levels

The capacity of DC power is an important factor which affects the AC system tran-
sient voltage. Table 24.3 shows the highest AC bus transient voltage and the fluctua-
tions of grid frequency after failure under different DC power levels.

The simulation results have shown that the more DC power is, the higher AC
transient overvoltage level will be. The highest transient voltages of the three wind
farms exceed 1.1pu at 6000 MW DC power level and the voltages of Shanbei and
Shi Sanjian exceed 1.2pu at 8000 MW DC power level.
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Fig. 24.6 Transmission Power of the 750 kV Lines

Table 24.3 AC System Voltage and Frequency

DC power (MW) | Voltage (pu)

South Hami | Hami Converter | Dunhuang | Shanbei Shi Sanjian
4000 1.0513 1.0857 1.0551 1.1152 1.1243
6000 1.0756 1.1001 1.1472 1.1472 1.1587
8000 1.0964 1.1235 1.1849 1.2708 1.2892

24.3.4 Commutation Failure in Different AC System Operation
Mode

With the expansion of the system, the transmission lines require regular overhaul in
order to reduce the probability of fault. When one of the double lines is examined,
all flow will be transferred to the other one, which may cause circuit overload.
Table 24.4 shows the highest voltage of wind farm in different AC system N-1
mode. In the mode of the main transformer in the rectifier station N-1, Hami huan-
Hami N-1 and South Hami-Hami huan N-1, both of the voltages of Shanbei and
Shi Sanjian exceed 1.1pu and the voltage of Dunhuang is higher than that in other
modes.

The results show that the placement of overhaul line may influence AC transient
overvoltage level. It is much easier for the commutation failure to cause transient
overvoltage if the maintenance line is near to the converter station. It is necessary
to strengthen the security and reliability construction of the converter station and
the nearby lines.
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Table 24.4 Voltages of Wind Farms in Different N-1 Modes

Operation mode Highest voltage (pu)
Dunhuang Shanbei Shi Sanjian

Transformer N-1 1.0584 1.1204 1.1286
Hami huan—Hami N-1 1.0529 1.1126 1.1213
Hami—Dunhuang N-1 0.9983 1.0704 1.0804
Dunhuang—Shazhou N-1 1.0209 1.0965 1.1052
Shazhou—South Hami N-1 1.0318 1.0813 1.0909
South Hami—Hami huan N-1 1.0558 1.1143 1.1230

24.4 Conclusion

The effect of Hazheng UHVDC commutation failure on wind power is studied
based on the established AC-DC model of Northwest China power grid in this pa-
per. The highest transient voltage levels at wind farm terminals under different con-
ditions are checked. It is suggested enhancing the high voltage threshold of wind
farms to 1.3pu so as to avoid tripping of the wind turbines. The simulation results
show that the more DC power is and the nearer the maintenance line is to converter
station, the higher the transient voltage will be.
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Chapter 25
A Maximum Power Point Tracking Method
for Photovoltaic Systems

Rong Fan, XiuXia Zhang and ShunXian Bai

Abstract At present, as the use of renewable energy has attracted the people’s
attention, the solar power generation technology has become one of the effective
ways to solve the crisis of energy and environment. In order to improve the
efficiency of solar power systems, it is important to track the maximal power
point (MPP). Quadratic interpolation is a method of searching optimization of a
function using the sampling points function value within a certain range by means
of a low interpolation polynomial approximation to the original objective function,
and the polynomial optimization has been worked out and adopted to estimate the
optimization target function. Based on perturbation and observation algorithm as
well as the quadratic interpolation method which is introduced to narrow the scope
of MPP, an improved maximum power point tracking method for PV systems is
proposed. On the basis of perturbation and observation algorithm, the principle
of quadratic interpolation control method is analyzed. The improved system is
simulated by MATLAB. The simulation results show that the proposed method can
search the maximum power point effectively and state the steady performance of
the PV power systems.

Keywords PV power system * Quadratic interpolation method - Maximum power
point tracking
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25.1 Introduction

At present, as the use of renewable energy has attracted the people’s attention, the
solar power generation technology has become one of the effective ways to solve
the crisis of energy. In order to improve the efficiency of solar power systems, it is
important to track the maximal power point (MPP).

Ordinarily, the method of achieving maximum power point tracking (MPPT)
control is based on the combination of hardware and software. Recently, some new
control algorithms have been realized [1-3], such as the constant voltage method,
the linear approximation method, the power disturbance observation method, the
total conductance method, the fuzzy control method and some other MPPT control
methods. In order to improve the efficiency of the solar power systems, it is impor-
tant to track the MPP. The perturbation and observation control method of MPPT
features few measured parameters and simpler structure. The method of MPPT fea-
tures less measurement parameters, simple structure, and constant disturbance to
the track maximum power point [4] while the disadvantages highlight the tracking
precision and speed closely related to the tracing step length and the initial value,
and moreover likely to have shock phenomenon near the maximum power point,
which thus leads to miscarriage of justice. The quadratic interpolation is a method
of searching optimization of a function by using the sampling points function value
within a certain range by a low interpolation polynomial approximation to the origi-
nal objective function. The polynomial optimization is worked out and used to esti-
mate the optimization target function [5].

Based on the traditional MPPT control method, the perturbation and observation
algorithm and the quadratic interpolation method which are introduced to narrow
the scope of MPP, an improved maximum power point tracking method for PV
systems is proposed in this paper.

25.1.1 Quadratic Interpolation Method

Quadratic interpolation is a method of searching optimization of function f(x) by
using the sampling points function value within a certain range [6] by using a low
interpolation polynomial approximation to the original objective function, and the
polynomial optimization is worked out and adopted to estimate the optimization
target function f(x).

In order to satisfy the given precision, the fitting process can be repeated.
There are three points (. /(xp)). (. /(). (. f(%)), (a<xp < <5, <)
in the searching rang of target function f(x), which is shown in Fig. 25.1.
On the condition of satisfying the nature of the parabola of f(x), three points
should be f(x), < f(x);, f(x),> f(x),. The quadratic interpolation basis

Goxmm) o Gy

, , and
(xo = x)(x9 —x5) (X —x0) (% —x3)

function of x,, x;, x, is [;(x) =

(x=xp)(x—x;)

L (x) =
2(%) (x5 —x)(x3 —x7)

; the quadratic interpolation polynomial is [5]:
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Fig. 25.1 Fitting curve A
of quadratic interpolation f (x)
method
f(x) —
7
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Ly (x) = Iy (x) f (x) + 1, (x) f (xp) + 1, (x) f(x) (25.1)

2
The maximum point of fitting curve is _b ,ﬂ
2a 4a

25.1.2 Perturbation and Observation Control Method
of the PV Systems

Photovoltaic cell could produce light voltage and photo-generated current if the
load is joined in the external circuit in the sunlight shine, but the light voltage is
neither constant nor the photo-generated current. They are both influenced by sun-
shine intensity and environment temperature. The relations between light voltage
and photo-generated current is given by

qV+IRy)

[=1,~1p~1y4=1,-I[e 4T -]

V +IR

25.2
x, (25.2)

In the equation, / is photovoltaic cell output current, /,, is photo-generated cur-
rent, I, is current of diode, 7, is leakage current of shunt resistance R, I is
reverse saturation current, ¢ is charge constant, V' is output voltage, 4 is p-n junc-
tion coefficient of diode, K is Boltzmann constant, and 7 is Kelvin temperature.
According to the electronics theory [7], the physical equivalent circuit model for
photovoltaic cell is shown in Fig. 25.2. The relationship between solar cell output
voltage, current and power is shown in Fig. 25.3, the I-V characteristic curve and
the P-V characteristic curve. The maximum output power is P, =1, V,; thus, the
MPP has characteristics of sunlight intensity and temperature variation. A tradi-
tional MPPT control method (Perturbation and Observation) is often used with the
basic principle shown as below: First, an output voltage signal U, and a perturba-
tion step length AU are initialized, then the voltage signal and its power value are
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Fig. 25.2 Equivalent circuit :'l»
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Fig. 25.3 P-V and I-V characteristic curve of solar energy battery

measured. If the relationship between the voltage and the power variation is posi-
tive, it is proved the direction is right; thus, it continues to disturbance to the same
direction (+AU); on the contrary, if the relationship is negative, the disturbance to
the adverse direction (—AU) [8].

25.2 Improved Maximum Power Control Algorithm of
PV Systems

The perturbation and observation control method of MPPT features few measured
parameters and simpler structure. The advantage perturbation and observation
control method of MPPT highlights less measurement parameters, simple structure
and with constant disturbance to track maximum power point. The disadvantage is
the tracking precision and speed closely related to the tracing step length AU and
the initial value Up;, and moreover likely to have shock phenomenon near the
maximum power point. Thus, it leads to miscarriage of justice. With the advantages
of quadratic interpolation, the curve of solar power is fitted by it. Three points
U,,R), (U,,P,), (Us, B,) within a limited range are selected and they should meet
the conditions as below:

(U, >U, >U3) & (P, > B,P, > B) (25.3)



25 A Maximum Power Point Tracking Method for Photovoltaic Systems 225

(U, <U,<U))&(P,<P,P,<P) (25.4)
b

Then calculate voltage of maximum power point voltage as U,, = 2
a

The flow chart of the improved method for MPPT is shown in Fig. 25.4:

1. Set the step of AU and the initial value of U, §; the perturbation and observation
algorithm is used to reach three points (U,, B),(U,, P, ),(Us;, P,); then search the
MPP. Stop the search when the variation of voltage is less than J;

2. According to the MPP as searched in step 1, select three points nearby it, and

content Eq. (25.3) or Eq. (25.4), the maximum power point voltage U,, = ——
is calculated; 2a

25.2.1 Simulation Results

In this paper, a MATLAB simulation is built based on the maximum power tracking
control of the small solar power system as the research object. Set AU =0.1v,
I, =324V, =22V, 1, =2.944 and V,, =17V with the light intensity changing
from 1000 to 500 W/m? at 0.15 s. The simulation diagram of PV output power based
on the disturbance observation algorithms is shown in Fig. 25.5. It can be seen
that power value fluctuation is larger at the beginning and 0.15s. The results show
that the proposed strategies can narrow the scope of MPP and find MPP accurately
when the environment is changed, avoid the oscillation of perturbationobservation
algorithms and improve the power efficiency.

The simulation diagram of PV output power based on the improved algorithms
is shown in Fig. 25.6. By comparing Fig. 25.5 and Fig. 25.6, it could be seen that
power value fluctuation is smaller at the beginning and 0.15 s. Both the power error
and the searching time based on two control algorithms are analyzed. The results are
listed in Table 25.1, which shows the PV output power based on improved control
algorithm. The PV output power is 199.73 and 95.09 W, respectively, which is clos-
er to the theoretical value than that of perturbation and observation algorithm when
light intensity is changed. Table 25.1 also shows that the time to search the maxi-
mum power point. The improved control algorithm takes 0.02382 s and 0.02422 s,
respectively, with less time in searching MPP when the light intensity is changed.
Experimental results verify that the proposed algorithm is superior to the perturba-
tion and observation algorithm in terms of precision and searching time.
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Fig. 25.5 Simulation of PV output voltage and power with light intensity change

Fig. 25.6 Simulation of

PV output power with light

intensity change based on
improved algorithm

Table 25.1 PV output power and searching time based on two algorithms

PV output power (W) Searching time (S)
1000 W/m? | Error 500 W/m? | Error 1000 W/m? | 500 W/m?
P& O 195.96 2.26% 93.32 1.93% 0.05153 0.04164
algorithm
Improved | 199.73 0.38% 95.09 0.07% 0.02382 0.02422
algorithm
Theoretical | 200.49 - 95.16 - - -
value
Time sav- | — - - - 0.02771 0.01742
ing (S)
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25.3 Conclusion

From the comparison, it could be drawn that the improved control algorithm could
find maximum power point more quickly when the external environment condition
is varied. And the shock phenomenon can be avoided with the power conversion
efficiency improved at meanwhile. Experimental results verify that the improved
control algorithm is superior to the perturbation and observation algorithm, and the
proposed method is stable and feasible.

Acknowledgements The project was supported by the National Scientific Fund of China
(N0.51365001) and North National University Scientific Fund (No.2011Y029).
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Chapter 26

Motion State and Transient Analysis

of the Hybrid Power Coupling Mechanism
Based on Matlab and Solidworks

Sulan Han, Shufang Feng and Junlong Zhao

Abstract The hybrid vehicle is an important development of the automobile indus-
try because of its capabilities in reducing pollution and saving energy. The key com-
ponent of its power system is the power coupling mechanism which determines the
power efficiency. Therefore, the planetary gear power coupling mechanism which
is applied in heavy hybrid vehicles is studied. By using Matlab, an entire vehicle
simulation model is established to obtain the output rotating speed and torques under
different working conditions. And with the application of Solidworks, a simulation
model of the coupling mechanism is set up to obtain its dangerous working period.
Then, the simulation data are used to carry out the transient analysis of the coupling
mechanism working during the dangerous period. The research results indicate that
this method is simple and reliable and can provide technical support for strength-
optimized design of the mechanism.

Keywords Matlab - Solidworks - Hybrid + Coupling mechanism - Transient
analysis

26.1 Introduction

Transient dynamic analysis is a method to determine the dynamic response of
structure under arbitrary time-varying loads. It can be used to analyze the time-
varying stress, strain, and displacement of structure under the arbitrary combination
of steady loads, transient loads, and harmonic loads.

Hybrid vehicles generally refer to cars which have an assembled power system
with internal combustion engine, electric motor, and storage battery. According
to the drive coupling mode, the hybrid power system can be divided into parallel
hybrid, series hybrid, and mixed hybrid. Due to the flexibility in adjusting the output
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power of combustion engine and electric motor under various circumstances, the
mixed hybrid power system has been widely applied. There are two typical mixed
hybrid system layout schemes: planetary gear and clutch. The major part of the
planetary gear mixed hybrid vehicle is its coupling mechanism [1].

The planetary gear hybrid coupling mechanism used in heavy hybrid vehicles
is studied, and, the transient analysis is applied to analyze its working states. First,
Matlab is used to establish an entire vehicle simulation model to get the output
rotating speeds and torques under different working conditions, and the dangerous
part of the coupling mechanism can be obtained through theoretical calculation.
Second, the three-dimensional modeling, virtual assembling, and kinematics simu-
lation of the hybrid coupling mechanism are executed by using Solidworks to get
the dangerous working period. Finally, the simulation data are used to carry out the
transient analysis of the coupling mechanism working during its dangerous period.
Therefore, the achievements will provide technical support for strength-optimized
design of the mechanism.

26.2 Mixed Hybrid Vehicle Coupling Mechanism

The working principle of a hybrid vehicle is to couple the power from the engine
and motor and export it to the driving wheels. The major part of a mixed hybrid
vehicle is its coupling mechanism.

Because brake and clutch are merely the assisting parts to switch the motion
mode, the core part of the coupling mechanism is the planetary line. Due to the
complication of the actual model which is hardly used to analyze the strain and
stress of the whole coupling mechanism, a simplified model has been developed.
With neglecting the rotating friction between them and the planet gears, removing
bearings, hubs, and unifying tooth width, the simplified model is composed by sun
gear, planet carrier, ring gear, and planetary gear, considering the planetary gear
shafts and the planetary disk as a whole.

When driving a vehicle, the power from the engine is divided into two parts:
one part is used to drive the vehicle, and the other is used to drive the motor
to generate electric power which will be stored in the storage battery. Thus, the
earning power of the engine is used. During normal driving, the driving power is
provided by the motor from the electric power stored in the storage battery. While
driving at lower speed and with higher driving torque (i.e., while climbing), the
driving torque provided by the motor is inadequate, and the vehicle will enter
into the hybrid driving mode; the engine will start to provide power to drive the
vehicle at the same time through the coupling mechanism. It will not only ensure
the higher power requirements of the vehicle, but also improve fuel economy and
avoidwaste of energy [2].
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26.3 The Simulation of the Coupling Mechanism
Working Modes

26.3.1 Establishing the Vehicle Model Based on Matlab

The SimDriveline of Matlab is applied to select battery, generator, motor, and in-
ternal combustion engine modules to build the entire vehicle frame based on the
actual structure. Using the electric system provided by the components library of
SimDriveline, all modules are connected together to establish the entire vehicle
simulation model, as shown in Fig. 26.1.

26.3.2 Analysis of the Vehicle when Accelerating to 90 km/h

Using the simulation model established in Matlab, the different working conditions
of vehicle can be simulated. By simulating the working condition of accelerating
to 90 km/h, the experiment result is achieved. Based on the specific time-varying
rotating speed of the sun gear and planet carrier, the torque of the sun gear and the
experimental data are cataloged for import into Excel to draw the charts. The vary-
ing charts of the vehicle speed, the rotating speed of the sun gear and planet carrier,
and the torque of the sun gear are shown in Figs. 26.2, 26.3, and 26.4, respectively.

motor
RingE——3|In  Out In
in outlE 3| Carrier
Rear Gear
Sun GearBox Veh Load
Front Gear -
engine Split PGS
- o—i o
acc E
generator

Fig 26.1 Vehicle simulation model
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Fig. 26.2 The changing vehicle speed when accelerating to 90 km/h
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Fig. 26.3 The rotating speed of sun gear and planet carrier when accelerating to 90Km/h
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Because of the large number of data, we represent only the typical data within the
range of 174-274 s, and the dynamic characteristics of the coupling mechanism will
be studied in this range. Set the start time to 0 and save it as .txt file for the future
application. From the figures given below, we can see that the three parameters vary
at different times, especially the rotating speed of sun gear, which is related to the
input of planet carrier.

26.4 Theoretical Calculation of the Coupling Mechanism

The research object is a single-row planetary gear, the modulus m=3, the number
of sun gear teeth Z, =25, the number of ring gear teeth Z,=63, and the torque is 900
N-M, loading on the planet carrier.

The gear surface contact stress calculation formula is [3]:

KF, (ux1) (26.1)

ou=Zyly b

The tooth root bending stress calculation formula is [3]:

KF
GF:b_mtXYFaXYSa (26.2)

In formula (1), Z,, is the node region coefficient, Z,, is the elastic coefficient, K is
the load coefficient K = KAKVK 3 (where K , is the usage coefficient, K, is the dy-
namic load factor, and K 4 is the tooth load distribution factor), b is the tooth width,
u=7,/Z,, and the positive sign is for external mesh, negative sign is for internal
mesh.

In formula (2), Yy, is the tooth shape coefficient, Yy, is the stress correction
factor, and K is the load coefficient. The value and meaning equals to the K of the
contact stress, and in static analysis, K =1.

Calculate the stress of sun gear and ring gear according to the above analysis, as
shown in Table 26.1.

The calculation shows that the maximum surface contact stress appears at the
ring gear, and the bending stress of the sun gear is similar to that of the ring gear.
Considering that the coupling mechanism of the planetary row is a mechanism with
an increasing speed and a decreasing torsion [3], the torque and stress of the ring
gear should be larger than those of the remaining components; thus, only the “dan-
gerous” gear ring needs transient analysis and check.

Table 26.1 The stress of sun gear and ring gear
Stress Sun gear (N-M) Ring gear(N-M)
Contact stress 256 275
Bending stress 315 314
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26.5 3D Modeling, Virtual Assembly and Transient
Analysis of Coupling Mechanism

26.5.1 3D Modeling and Virtual Assembly

Create a new part of drawing in Solidworks and save it as “planetary gear”. If z (the
number of gear teeth) and m (the number of modulus) are already given, the 3D
model of the planet gear, sun gear, planet carrier, and planetary axle can be created
successively [4].

Create a new assembly file and save it as “coupling mechanism.” At the begin-
ning of assembling, the sun gear will be inserted first and assembled correspond-
ingly due to the matching relation; then, the carrier, planet wheels, and ring gear will
be inserted successively to establish the coupling mechanism, as shown in Fig. 26.5

[5].

26.6 Transient Analysis of Coupling Mechanism
when Accelerating to 90 km/h

Use the rotating speed and torque achieved in section 26.3.2 as the input data to
make transient analysis of the above 3D model, and the processes are as follows:

1. Open Solidworks and select Solidworks Motion and Solidworks Simulation in
plug-ins.

2. Open the coupling mechanism assembly, execute "Motion Studies" and select
the type of study as “Motion Analysis.”

Fig. 26.5 The assembling
drawing of the coupling
mechanism
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3. Contact setting: Since the organization is more complex, it requires the defini-
tion of 12 contacts.

4. Torque and speed definition: There are three data need to be defined in each
working conditions; they are, respectively, the speed, torque of sun wheel, and
the speed of the planet carrier.

5. Simulation setting: In order to get the time-varying stress—strain curve, add sim-
ulation settings to sun gear, planetary gear, and the ring gear.

6. Calculation.

Because of the large number of data points, merely the torque of the planet carrier
within the time interval with maximum value is chosen to calculate the simulation
results. Execute the “Results and Plots” command; the diagrams of the correspond-
ing torque, the speed of gear ring, and the sun gear torque will be generated after
a certain time of calculating. In the gear ring torque diagram, we will find that the
larger carrier torque interval is within the range of 178—183 s, as shown in Fig. 26.6.

Furthermore, take the rotation speed and torque of the sun gear, as well as the
planet carrier speed as input data, and execute the “computer simulation results”
command; the stress nephogram of the coupling mechanism under two different
working conditions will be obtained, as shown in Fig. 26.7.

The above study indicates that the theoretical values are consistent with the sim-
ulation results and in accord with the expected material properties. The stress error
is in the allowable range.
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Fig. 26.6 Carrier torque when accelerating to 90 km/h
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Fig. 26.7 Stress nephogram of coupling mechanism under two working conditions

26.7 Conclusion

Matlab and Solidworks are jointly used in this chapter, and Matlab is used to simu-
late the output forces. Based on the theoretical calculation for the planetary gear
coupling mechanism, the Motion module is applied to carry out the transient analy-
sis for the stress and strain of the “dangerous” part, the ring gear. By using transient
analysis, this method has overcome the limitation of static analysis in verifying
the strength of designed structure. And the smaller dangerous range can efficiently
reduce the dynamic data input. The research results indicate its simplicity and reli-
ability.
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Chapter 27
Robust Variance Control Algorithm for the Dish
Solar Generation Tracking System

Chen Chen, Pingkang Li and Xiandeng Ping

Abstract The problem of strong winds with sands is encountered in the application
environment of the dish solar thermal power technology. This chapter presents the
modeling robust variance control (RVC) of the dish solar generation tracker. The
structure and the operation principle of the dish solar tracking system are discussed.
On this basis, the state space model of tracking servo system with the random dis-
turbances of wind load and system parameter uncertainties is built. In order to over-
come the disturbances and uncertainty, the robust variance constraints algorithm is
applied to the tracking system in the form of the state feedback matrix. This chapter
also analyzes the influence of circle centre location which is the key design param-
eter of the robust variance control on the output angle variance. Compared with
the existing results, the simulation results show that the robust variance control has
better robustness and higher control accuracy.

Keywords Tracking system - Dish solar thermal power generating - Robust
variance control - Wind disturbances - System uncertainties

27.1 Introduction

With the rapid development of the new energy technology, the solar thermal power
generation has become an important part of distributed generation. According to
different ways of heat accumulation, the solar thermal power generation is divided
into tower type, dish type, trough type, and Fresnel type. Among them, the dish type
has the highest photoelectric conversion efficiency [1]. The key factor of the high
photoelectric conversion efficiency of dish solar system is how to focus the light
reflection on the central region of the receiver steadily. Furthermore, the tracking
system mainly determines the position of the focus on the receiver. Therefore, the
control performance of the tracking system affects the thermal efficiency of the
receiver. Dish solar systems can be used as a separate power supply in distributed
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generation or as a subsystem connected to the grid. Most dish solar systems have
to be located in the area with rich solar energy resources [2]. The characteristics of
strong winds with sands, large temperature difference, and severe pollution require
the tracking system to resist wind, sand, and dust. Therefore, the study of high pre-
cision with robust performance dish solar tracking control technology is of great
significance.

Recently the control strategies of the solar tracking system have been discussed
in many works. Fuzzy, sliding, phase lead, and other control strategies are brought
to analyze the tracking control system to improve tracking accuracy [3—5]; how-
ever, the influence of the disturbance from wind loads on the thermal efficiency has
not been analyzed. The disturbance causes the pointing error to reduce the tracking
performance. Thus, it is very necessary for the dish solar tracking system to de-
sign the controller with high precision, good stability, and strong anti-disturbance to
overcome the external wind load disturbance.

In this chapter, the operation principle and composition of the dish solar track-
ing control system are introduced in Sect. 2. Considering the uncertainties and the
external random disturbance of the tracking system, the state space model of the
tracking servo system is established. In Sect. 3, the state feedback controller based
robust variance control (RVC) algorithm is present. In Sect. 4, the affecting relation
between the circle centre location and the output angle variance is analyzed. Finally,
the conclusion is presented in Sect. 5.

27.2 Dish Solar Tracking Control System

The solar thermal power generation is composed of parabolic reflector, track-
ing system, receiver, thermoelectric converter, and power converter, as shown in
Fig. 27.1. The parabolic reflector is applied to gather sunlight on the receiver. Then,

Fig. 27.1 Components of
solar thermal power genera-
tion system

Motor A ,

/ Motor B
solar reflector
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the heat is absorbed into the thermoelectric conversion system and converted into
electrical energy [6].

27.2.1 Operation Principle and Composition of the System

As a core component, the tracking system usually uses the axis of condenser to par-
allel to the sun’s rays. According to the location information of the sun, the biaxial
mixed mode calculates the deflection angle. The servo motor drives the condenser
to track, and sensors are used to correct the position deviation. The mixed mode
reduces the tracking cumulative error. At the same time, the weather conditions can
be avoided as much as possible.

However, the component aging and random disturbances such as wind loads may
reduce the system’s tracking accuracy and even make the system deviate from the
steady state; therefore, the controllers which achieve rapid tracking and guarantee
the tracking accuracy are not satisfied in practical application. On this basis, the
external disturbance and the system uncertainty should be considered appropriately
when designing the controller.

27.2.2 Model of Tracking Control System with Uncertainties

Figure 27.2 shows the subsystem block diagram of the tracking servo system. In
Fig. 27.2, where f is the external random disturbance including the wind loads, 6,
is the input angle value, K is the amplification coefficient of magnetic amplifier, u
is the input voltage of the servo motor, R and L are the resistance and inductance
of the motor armature circuit, respectively, K, is the torque coefficient of motor, 7,
is the electromagnetic torque of motor, ./, is the inertia of the rotor and the motor
load, B, is the damping coefficient of the mechanical rotating system, K is the back
electromotive force coefficient, w is the motor angular velocity, 6, is the positional
signal of angle, and s is Laplace operator.

From the structure diagram in Fig. 27.2, 6 _denotes the system input, and 6, is the
system output. Three state variables x/ :60, x2=w, and x3=T ., are defined in the
system. The wind loads can interfere with the servo motor load torque; therefore,

S
v
|—

Ja-s+Ba

%
N

Fig. 27.2 Structure diagram of the tracking servo system
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the wind loads disturbance f with variance of2 and zero mean white noise w is
defined. Meanwhile, the nonlinearity and time-varying uncertainty of the system
affect the tracking accuracy. Motor armature reaction may cause the nonlinearity
of the torque coefficient K,. Damping coefficient B, varies within 20 % range of the
nominal value [7]. The matrix A4 and AB containing system parameter uncertain-
ties are added when the state space model of the system is established. Upon analy-
sis, the state space model with parameter uncertainties and disturbance is obtained
as follows:

i(1) = (A+ AM)x(6) + (B + AB)u(t) + Gw(1), 27.1)
0 1 0 0 0 0
A=|0 -B,/J, 1/J, |,AM=|0 -AB,/J, O,
0 -K,K,/L -R/L 0 —AK,K,/L 0
where B=[0 0 K, K/L],AB=[0 0 AK/K/L],

G=[0 -o,/J, 0.

27.3 Tracking System Based on Robust Variance Control

Considering the system described by the state space model of Eq. (27.1), the RVC is
a useful control algorithm to attain good control effect. Firstly, the matrixes A4 and
AB are transformed to the form as shown below [8]:

[A4,AB]= MF[H,,H,], (27.2)
where FeR'*/ satisfies the uncertainty matrix FFT<I, M, H .» and H, are constant
matrixes. In robust covariance control, the state feedback controller u=K X is ap-
plied to the tracking system. Supposing A=A+ BK +MFH,+MFH,K,, Eq. 27.1)is
rewritten as: '

x(1) = Ax(t) + Gw(r). (27.3)

In order to ensure good transient performance of the system, all the poles of the
closed loop system are located in the circular area with the center (—¢, 0) and the ra-
dius 7 on the complex plane. According to the principle of regional pole placement,
the system of Eq. (27.3) meets the matrix inequality:

(A+ql)P(A+ql)" —r*P+qGG" <0. (27.4)

In order to guarantee that the system is asymptotically stable, a steady state variance
matrix X exists and satisfies the following Lyapunov equation:

AX +x4" +GGT = 0. (27.5)
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Combining Eq. (27.4) with Eq. (27.5), the variance constraints of state variables
are given:

[Pl <07,(i=1,2,+,n) (27.6)

By configuring the system state variance less than a certain upper bound, the RVC
makes the closed-loop system have good steady performance. Let Y=K P With the
Schur complement lemma, the solution to the feedback matrix K, of RVC is con-
verted to the solution to the linear matrix inequality.

For the given circular area D(g, r) and a set of constants o> (i=1, 2, 3, ..., n),
there is a constant value ¢ (£>0), the matrix ¥, and symmetric matrix P to make the
following linear matrix inequality true [8]:

—rP PA" +Y"B" +qp  PH! +Y"H,
AP+BY +qP qr'GG" —rP+eMM” 0 <0 27.7)
H,P+H,Y 0 —el o

[P]ii < O—iz’(izlﬂza”'an)

Based on the above analysis, the algorithm steps of the RVC are summarized as
below:

1. Conduct the system model, including the disturbances matrix G, the parameters
uncertainty matrixes A4 and AB.

2. According to formula (2), the appropriate matrixes M and F are selected to get
matrixes H, and H,.

3. Considering the control requirement, aiz (i=1, 2, 3) now are determined. Then,
the linear matrix inequality (LMI) (3) is built up.

4. Applying the LMI toolbox to solve the LMI. Firstly, ¥, P, and ¢ are defined using
the “Imivar” function. Secondly, Eq. (27.7) is constructed by using the “Imiterm”
function. In the end, the “feasp” function is used to solve Y and P.

5. The state feedback matrix is obtained as K = YP'=[K,K,, K,].

27.4 Control Performance Analysis

Table 27.1 shows the basic parameters of the servo system [9].
4B, and 4K, are set to+2e-5 and+0.009, respectively. The basic parameters
from Table 27.1 are taken into Eq. (27.1):

Table 27.1 Basic parameters

Parameter (unit) | Value | Parameter | Value
of the servo system

K 1 B, Se-3
L(H) 2.83¢-3 | K, 0.0924
R(Q) 1.75 K 0.093

v

J (Kgm?) 3e-5
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5] [o 1 0 X,
% [=|0 —(166.740.67) 3.33¢+4 || x,
% [0 —(3.04£03) —61837 || x,

0 0
+ 0 0, +|(-3.33e+4)0, |w. (27.8)
32.65+3.18 0

In the uncertainty matrix of the Eq. (27.2), Mis setto [0 1 0; 0 0 1]T and F is set to
the random number between — 1 and 1. M, F, A4, and AB are put into the Eq. (27.2):

(27.9)

0 —-0.67 0 0
[HI’HZ]:|: ]

0 -03 0 3.18

After the model of the tracking servo system is established, the corresponding feed-
back controller should be analyzed. As mentioned above, all closed-loop poles are
in the circular area with the center (—¢, 0) and the radius » on the complex plane. The
number of the poles which meets the performance requirements would be reduced
if ¢ does not change and » gets smaller. Then, the solvability of the linear matrix
inequality turns poor.

Assuming r is equal to g, the relationship between ¢ and 6, is analyzed. The
randomness of ¢, should be constrained to be less than 0.1; therefore, o/=1e-4,
02=0.032, and 63=0.1. Because the coefficients of the noise input matrix G is too
large, the wind loads with small variance constraints value would interfere with the
tracking system to result in bad solvability. Thus, the standard deviation of the noise
of is set to le-5.

Figure 27.3 shows that the standard deviation value of the positional angle 6,
gets smaller as g gets larger. In Fig. 27.3, when ¢ <270, the standard deviation value
of 6, rapid decreases. But it is still greater than the standard deviation value of the
noise (of is le-5). In other words, the designed controller has bad effects on noise
reduction. When ¢>270, the standard deviation value of 6, starts to be less than of
(of is 1e-5). After g is greater than 2000, the standard deviation of 6, tends to be
stable. At this time, the standard deviation is near 2.35e-7. Thus, good control effect
can be achieved when ¢ is chosen to be greater than 270.

In Fig. 27.4, the variance value of the noise is greater as the variance value
of output angle is greater. When ¢=2000, the variance value of the output angle
changes slowly, and the noise is reduced well. When ¢=500 and the variance of the
noise exceeds Se-11, the variance value of the output angle starts to grow fast and
the noise cannot be ignored.

Let ¢g=1000, »=990, and the linear matrix inequalities (7) are solved. Then
K f:[—240.88, —0.88, —43.75]. The contrast between output angle and the noise is
shown in Fig. 27.5. And the standard deviation value of the output angle is 1.2e-6,
and the noise (of is le-5) is suppressed well.
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The contrast of the unit step response between proportional integral derivative
(PID) control (Kp= 88, K.=2, K;=0.14) [3] based on the stability boundary method
and RVC is shown in Table 27.2. From Table 27.2, the results show that the RVC
has a better transient performance than a traditional controller.
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Fig. 27.5 Contrast between the output angle and the noise

Table 27.2 Comparison of transient performance of control methods

Control methods Overshoot (%) Rise time(s) Regulation time(s)
PID 17.6 0.007 0.0244
RVC (q=1000) 0 0.006 0.0105
RVC (q=5000) 0 0.0048 0.0088

PID proportional integral derivative, RVC robust variance control

27.5 Conclusion

In this chapter, the state space model of dish solar generation tracking servo system
with the random disturbances of wind load and system parameter uncertainties is
built. Then, the robust variance constraints algorithm for tracking system is given
to overcome the disturbances and uncertainties; furthermore, the influence of circle
centre location on control performance is analyzed. The simulation results show the
RVC is an effective control strategy to be applied in the solar tracking systems, thus
offering the possibility of an advanced control application in the renewable power
generation process.
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Chapter 28

Internal AC Fault of a Converter Station Based
on Modular Multilevel Converter High Voltage
Direct Current

Tianfu Shen and Wenbo Shi

Abstract The chapter introduces the structure and operational mechanism of a
modular multilevel converter based on high voltage direct current (MMC-HVDC),
analyzes the internal alternating current (AC) system fault with emphasis, and puts
forward the corresponding protection and control strategy. The MMC-HVDC con-
nected to a wind farm simulation model is set up in power system computer aided
design/electromagnetic transient including direct current (PSCAD/EMTDC). The
simulation results show that during the interphase, the short circuit fault in the AC
bus could cause serious accidents and the fault could be passed through the DC
line to the nonfault converter. So it often requires to shut down the converter sta-
tion—even both. However, the AC voltage on the nonfault converter would not be
impacted. When troubleshooting, the system could adjust by self-tuning the control
system into a stable state again.

Keywords Modular multilevel converter - HVDC - Internal AC system fault

28.1 Introduction

The high voltage direct current (HVDC) Flexible is a new type of high voltage direct
current transmission technology, which is based on voltage source converter (VSC),
a full-controlled device insulated gate bipolar transistor (IGBT) and pulse width
modulation (PWM) technology [1]. The modular multilevel converter (MMC) with
scalable and modular design features, can effectively achieve the power conversion
on a high voltage level, which is the most popular topology applied to VSC-HVDC
converter currently. At present, though there are some HVDC Flexible projects that
have already being put into operation, the HVDC Flexible technology research
mainly focused on the study of topology and control strategy. However, for the
fault analysis and corresponding overvoltage protection studies, few articles are
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Fig. 28.1 Power flow U, 20 Y U, 26
between the converter AC \ f\({(\(\ ‘ Converter
and alternating current Network‘ - 5 ‘ AC side

(AC) network diagram P10

introduced currently. Based on the above situation, the chapter describes the basic
structure and operating principle of MMC, analyzed internal AC system fault simu-
lation in MMC, and discussed corresponding protection strategies.

28.2 MMC Basic Structure and Operating Principle

28.2.1 Power Transmission Principle

The VSC-HVDC power transmission is shown in Fig. 28.1. When the commutation
reactor loss and harmonic components are ignored, the active power P and reactive
power Q transfer between the VSC and AC network are as shown below [2]:

U, U, .
P=—-—"—"5sing (28.1)
X
0= YW —XUC c0s 9) (28.2)

U, represents the fundamental voltage component in the common connection point
of AC bus, U, represents the fundamental voltage component of VSC output, J is
the phase difference between U and U, and X is the equivalent reactance. By the
formulas (1) and (2), the active power transmission depends on phase shift angle o,
and the reactive power mainly depends on the fundamental voltage amplitude U, in
the AC output of VSC.

28.2.2 MMC Working Mechanism

Nowadays, the HVDC Flexible projects mostly adopt the MMC topology, which
uses half-bridge series technology. Its outer characteristic has the VSC feature and
can do the four-quadrant operation. As shown in Fig. 28.2a, a three-phase MMC
main circuit topology structure contains six bridge arms; each arm consists of »
number of submodule (SM) units and one reactor in series [3]. The SM unit struc-
ture as shown in Fig. 28.2b consists of an insulated gate bipolar transistor (IGBT)
as the switch element and a half-bridge DC energy storage capacitor C in parallel.
The IGBTs of up-bridge and down-bridge arm cannot conduct at the same
time in SM unit, thus there are three kinds of working state as shown in Fig. 28.3.
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Fig. 28.4 Double-end modular multilevel converter based on high voltage direct current (MMC-
HVDC) system topology of Nanao wind farm. DC direct current, AC alternating current

(1) Atresia: upper and lower IGBT (T1, T2) are in the off state, the forward con-
tinuity of the anti-parallel diode (D1, D2) decides the SM state. When the current
flows through diode D1, the bridge arm is in charged condition, and the capacitor
C connected in series; when the current flows through diode D2, the capacitor C is
bypassed. (2) Conduction: T1 is opened, T2 turned off. Regardless of the direction
of the current, the SM output voltage is the capacitor voltage, and the direction of
the current determines whether the capacitor is charging or discharging. (3) Shut-
down: T1 is off, T2 opened; the current follows through T2 or D2; the SM capacitor
is always bypassed, and therefore the output voltage of the module is 0.

28.3 Fault Simulation

The MMC-HVDC system mainly consists of converter station, DC transmission
line, AC power grid, and wind farm (or passive load) [4]. The internal MMC mainly
contains DC bus, AC bus, and the control and protection equipment. The DC trans-
mission line is composed of DC overhead lines or DC cables, or both. In this chap-
ter, we take Shantou Nanao’s wind farm double-end HVDC Flexible project for
an example, as shown in Fig. 28.4. And AC system fault in the internal converter
shows in Fig. 28.5.

|51\111| |51\£11| |SM1|
| | |
|s1\'4n| |51\'4n| |s1\'4n|
4 3 \
a‘ TV L s | X
|SM1| |SM1| |SM1|
| | |
1 1 1
|SMn| |SMn| |SMn|

[ | |
Fig. 28.5 Alternating current (4C) system fault in the internal converter. SM submodule
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28.3.1 AC Bus Fault

AC bus fault refers to a short circuit fault that occurs between the AC transformer
secondary side and the AC output of VSC side, as shown in Fig. 28.5 in which
the fault point is between 1 and 4. According to the different fault set points, the
fault conditions can be divided into interphase short circuit and single-phase ground
short circuit (corresponding to the fault 4 in Fig. 28.5). The interphase short circuit
contains a three-phase ground short circuit, a two-phase short circuit, and a two-
phase ground short circuit fault [5], respectively corresponding to the fault condi-
tions between 1 and 3 as in Fig. 28.5. Choose the most serious fault three-phase
short circuit in the AC bus as an example to simulate and put forward the protection
methods. The other fault characteristics are similar to the three-phase short circuit
fault, only the fault level is a little weaker.

28.3.2 Fault Simulation Waveforms

The MMC-HVDC system capacity is 200 MW and the rated DC voltage is+ 160 kV.
The MMC-rated AC output voltage is 110 kV, which is connected through a double-
winding transformer with the 220 kV AC system. The VSC2 adopts the constant
DC and AC voltage control strategy, and the VSC1 uses the constant active power
and the AC voltage control strategy. Each bridge arm uses 10 SMs in the simulation
model. Setting three-phase nonmetallic ground fault besides the AC side of the wind
farm, the fault point seated in VSCI1 side. When the system accessed the steady
state, the input of the fault is at 0.5 s and the fault duration is 0.2 s. Fault features are
shown in Figs. 28.6 and Fig. 28.7.

28.3.3 Failure Analysis

According to the above waveforms, after the three-phase short circuit occurred, the
system voltage instantaneously dropped, but the AC voltage of the VSC fault side
had a certain inertia in the adjustment process that could not follow the system volt-
age drop quickly; so the AC side overcurrent occurs. Meanwhile, the fault-side VSC
simultaneously transmittes active power P and reactive power O, and the current of
DC side 7, would decline. However, the nonfault-side converter transmitted power
ability was not affected. The input and output energy imbalance would be reflected
in the total DC voltage U, and the capacitor voltage of SMs. Once the DC voltage
could not be maintained at the set value, it would affect the operating characteristics
of nonfault-end, and the fault spreads from the converter station at one side to the
other side.
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28.4 Protection and Control

The AC bus interphase short circuit is mostly caused by defective insulation [6], and
due to the fact that the electrical distance between the fault point and the converter is
small, the fault is always serious. By the analysis of fault waveforms it was shown
that when the system AC voltage sagged, the AC current would rise, and the more
severely voltage sagged, the more obviously the AC current rose. The bridge arm
current overflowed due to the increasing AC component in the converter; the power
input was blocked; the DC current that followed decreased, and the fault passed
through the fluctuation of DC line to the other side of the VSC, but the AC voltage
on the other side would not be impacted. While troubleshooting, the system could
adjust by a self-tuning control system into a stable state again.

Through the above analysis, on the one hand, ensuring the interior of the con-
verter does not lead to the overvoltage or overcurrent, and the security and integrity
of all kinds of devices are maintained. On the other hand, maintaining the total DC
voltage stable prevents the spread of the fault. So often it requires shutting down
the HVDC Flexible system at one side of the converter station, sometimes even on
both. So the protection method as shown in Fig. 28.8 is as follows: (1) detect wheth-
er the arm current is overcurrent or not; (2) if so, the bridge arm overcurrent caused
the overcurrent protection action, blocking the fault converter. (3) Detect whether
the DC voltage is abnormal or not; (4) if so, the DC undervoltage or overvoltage
occurs, coordinating the control and protection of the nonfault side.

If the fault VSC adopts constant DC voltage control, it will lose the ability to
control DC voltage after atresia. This energy imbalance can lead to too high or too
low DC voltage, causing the DC-side overvoltage/undervoltage; adopting the pro-
tection action and locking the nonfault converter to protect the converter capacitor
element, the entire MMC-HVDC system stops running. If the wind farm is still con-
nected to the MMC-HVDC system, it will conduct uncontrolled rectifier through
the diode, continuing injecting energy into the MMC-HVDC system. Therefore, the
wind farms must also be removed.

If the fault converter adopts fixed AC voltage control, the constant DC voltage
control loop of the nonfault converter will gradually adjust the input/output of ac-
tive power after locking, maintaining one constant DC voltage, and the fault will not
spread. However, as the existence of the fault point and the voltage of the wind farm
grid interface reduced, the fan needs the low voltage control.

28.5 Conclusion

1. The characteristics of interphase short circuit fault in the AC bus: (1) AC bus
voltage drop; (2) AC side and bridge arm current surge; (3) DC side current fall;
(4) transmission power down; (5) input and output energy imbalance can cause
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Fig. 28.8 Protection method for the interphase short circuit fault in alternating current (4C) bus.
DC direct current, V'SC voltage source converter, MMC-HVDC modular multilevel converter
based on high voltage direct current

DC system voltage and SM capacitor voltage abnormal; (6) the abnormal volt-
age of the DC system leads to the spread of fault.

2. The interphase short circuit fault occurred in VSC usually belongs to permanent
fault; this fault can be passed through the DC line to the other side of VSC, which
makes the entire line of the MMC-HVDC power fluctuate and run instable. It is a
serious fault that should lead to timely shutting down of the power and electronic
device and disconnecting the grid circuit breaker.

3. Due to the electrical distance between the fault point and the converter is small,
the fault is relatively serious, and in order to ensure the security and integrity of
all kinds of devices, and to prevent the spread of fault, so often it is needed to
shut down the MMC-HVDC system at one side of the converter station, even
both.
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Chapter 29
Harmonic Analyzing Based on Cubic Spline
Interpolated Arithmetic Fourier Transform

Jie Wu, Kaipei Liu, Jian Le, Li Wang and Yihuang Chen

Abstract The data sampling frequency of the signals in digital substation is gen-
erally fixed to 10 kHz. The fast Fourier transform may not be suitable for its har-
monic analysis. The arithmetic Fourier transform (AFT) is more appropriate for
analyzing discrete signals due to the advantages such as simpler computation, better
parallelism, and no limitation on the number of sampling points. It requires non-
uniform sampling points, so the uniform sampled signals should be interpolated
when using AFT. The zero interpolation is the most widely used method of AFT. It
produces a negative effect on the accuracy of the harmonic analysis, which cannot
satisfy the requirements of the power system. This chapter proposes a new interpo-
lation method of AFT after comparing the accuracy performance of four interpo-
lation methods, i.e., the zero interpolation, the first-order linear interpolation, the
piecewise cubic hermite interpolation, and the cubic spline interpolation. Finally,
the cubic spline interpolation is selected to improve the accuracy due to its higher
precision and better stability. The MATLAB simulation results show that the new
interpolation can meet the requirements of power system harmonic analysis, make
AFT computational more accurate, and provide new ways for harmonic analysis.

Keywords Arithmetic Fourier transform - Interpolation methods - Harmonic
analysis * Precision
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29.1 Introduction

At present, harmonic analysis in power systems is mostly based on fast Fourier
transform (FFT) and discrete wavelet transform [1-4], while the calculation process
of FFT harmonic analysis is complicated and contains lots of child processes [5].
The filter used in wavelet transform has serious influence on the analysis results
[6]. The arithmetic Fourier transform (AFT) has simpler construction and less mul-
tiplication, which is more suitable for harmonic analysis. Nonuniform sampling is
required in AFT, while the power system only has uniform sampling; so the discrete
signals should be continued by interpolation methods before nonuniform sampling
is done. The zero interpolation method AFT used widely [7] in processes will bring
huge errors to analysis results and influence the precision of harmonic analysis
badly, which cannot meet the requirements of the power system.

In this chapter, the cubic spline interpolation as a new interpolation method for
AFT is found to solve the problems above. To prove its superiority, the principle
of the zero interpolation, the first-order linear interpolation, the piecewise cubic
hermite interpolation, and the cubic spline interpolation are introduced to make
comparison. Then, MATLAB is used to achieve the simulations of the signal, which
contains harmonics with the order up to 20. Finally, the cubic spline interpolation is
chosen as the new method according to the results.

29.2 Arithmetic Fourier Transform

Arithmetic Fourier transform (AFT) is a method to calculate the Fourier coeffi-
cients of periodic signals by introducing the Mobius inversion formula [8]. It was
named by Tufts and Sadasiv in 1988.

Comparing AFT with FFT, the advantage of AFT is that the numbers of its mul-
tiply operations can be reduced markedly by replacing multiplication with mod-
erate addition operation. For example, in N-point FFT, due to its symmetry, the
number of plural multiply operation and plural addition operation is N/2xlog,N
and N xlog,N, respectively. While for AFT, these two numbers are reduced to N/2
and N2. Because the efficiency performed by the computer of addition operation is
faster than multiply, the computation speed of AFT is faster than FFT. AFT also has
the better parallelism, and it can be used to calculate Fourier coefficients of complex
continuous functions and is especially suitable for VLSI design.

The samples of a signal, for which the fundamental frequency is f=1/T(Hz), can
be expressed as A(f).

N N
A(t) = ay+ Y, a, cos2znfi+ Y b, sin 27nft (29.1)

n=1 n=1
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Use AFT to analyze the harmonics of this signal, where a
calculated as follows:

» @, and b can be

LT 29.2
a _?jo Atdt, (29.2)
[N/n]
a,= Y u(l)B(2nl,0), (29.3)
1=1,3,5,...
[N/n]
b= Y, u()(=D"""?B2nl1/4nD), (29.4)
1=1,3,5,...
where
1 2}1*1 m
B2n,o)=— Y (-)"A(—T+ aT), 29.5
(2n, 0) 2'1,,,2:6() (2n ) (29.5)

where m=0,1,2,....2n—1, and —1<a<1;
The Mobius function is defined as follows:

LI=1

u(l): (_l)ral:p1p2pr» (296)
0,3p, makes p* |1

where p, represents different prime numbers. When [ is the prime number or the
product of odd prime numbers, u(/)=—1. When / is the product of even prime num-
bers, u(/)=1. When [ has square factors, u(/)=0.

The primary method used in AFT is zero interpolation. While its accuracy is not
high enough to meet the requirements of the power system, other interpolation ways
are found to improve the accuracy.

29.3 Interpolation Methods

Assume that the interpolation is in the interval [a, b], where a=x <x <...<x =b,
the corresponding function values are y,, y,... y,, and A(¢) is the interpolation
function.
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29.3.1 Zero Interpolation and the First-Order Linear
Interpolation

The principle of the zero interpolation is shown in Fig. 29.1a. It means that if the
points needed by AFT have not been sampled, then they will use the value of the
nearest point to replace.

The first-order linear interpolation connects the adjacent sampled points with
straight lines. If the points needed by AFT have not been sampled, their values can
be obtained by the interpolation function curve, as it is shown in Fig. 29.1b.

In Fig. 29.1, points marked with “*” represent the original sample points, hori-
zontal coordinate x means the points that have not been sampled, and the ordinate
axis y represents the corresponding values of the points.

29.3.2 The Piecewise Cubic Hermite Interpolation

The hermite interpolation is the basis for spline interpolation and has strong adapta-
tion and controllability [9-10], as shown in Fig. 29.2.

It requires that the interpolation function A(?) is the three-order polynomial in
the child interpolation interval [x,_,, x(i=1,...,n)] and at the same time meets the
conditions as follows: 4(x,)=y,, 4’(x,)=y,". The way to calculate 4 (x,) can be de-
scribed as follows (29.7):

FA(xi) =y ta,(x—x_)+a,(x—x_ )2 +a,(x— xi—1)3
a, = A (%)
_3(yi_yi_l)_ZA'(xi_l)—i_A'(xi) 29.7
i2 T > .
miz—l iy ( )
_ Z(yi _yi—l) A'(xifl)-’_A'(xi)
i3 3 + 2
mi;. m;.
where m_,=x,—X

1 i i—1°
For the two end nodes, the first derivative 4’(x,) can be calculated as follows:

' X, — X,
A(x0)= 1_ 0
SO (29.8)
A'(xn): xn xn—l
yn_ynfl

while for other points, the first derivative 4’(x,) can be calculated as follows:
, 3y, —y)y. —y. =X
A (xi) — 5 (J’;H yz )(yz yz—l)(xm—l xz—l )2 5 (299)
Vi — yi)(__x,- tx..t 2%,,%)+ (v, =y, )(_x,-ﬂ -x;t 2x,x,))
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The interpolation function 4(#) can then be calculated by substituting 4’(x,) in

(29.7).
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Fig. 29.2 Piecewise cubic hermite interpolation

29.3.3 The Cubic Spline Interpolation

The cubic spline interpolation connects the adjacent sampled points with no more than
three orders of polynomial, as shown in Fig. 29.3. It requires A(x,)=y, and the inter-
polation function A(?), the first derivative 4’(x), and the second derivative 4”(x) are
continuous functions in the child interval [11], and 4(x) can be calculated as follows:

' (xi — x)3 ' (x— Xio )3 A'('xi— )m[— ’ X —X
A(x)=A(xi—l)—+A(xi)—1+(yi—l_ ; 1 )
om, 6m, | 6 m_,
+(y,— A (x)m, )’ ) XX
6 m,_,
(29.10)
where m,_,=x~x,_ |. For A(x) which has continuous second derivative in point x,,
add free boundary conditions as follows:
A"(xo) = J/O" =0
A(x)=y, =0 (29.11)

The equation of 4°(x) can be obtained as follows:
WA (X )+24 (x,)+ A A (x,,,) =6, (29.12)
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Fig. 29.3 Cubic spline interpolation
where
m;_
H; = :
m;_, + m;

ﬂ,,- =1-y4 (29.13)
5 =6 Yier ZVi Vi TV (m, +mi_1)—1
| m; m;_,

where 1, =0,8,=9,=0,4,=0.
To solve the Eq. (29.11)—(29.13), bring the results in (29.10), the cubic spline
interpolation in every child interpolation interval can be obtained.

29.4 Simulation Analysis

The simulation software is MATLAB. Write the computer programs in its function
interface according to the principles above and the results can be obtained.

The procedure of the simulation includes signal sampling, four methods interpo-
lation, sampling of the interpolated functions, and using AFT to analyze signal and
error comparison, all of which are shown in Fig. 29.4.
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A distortion signal f{x) contains harmonics with the order up to 20 as shown in
(29.14):

20
f(x)=10sin(27 fyt)+ Y sin(27k fyt) (29.14)
k=2

where £ is the harmonic order, and the fundamental frequency is f,=50 Hz. Sample
the signal shown by (29.14) with the rate of 10 kHz, and then interpolate the dis-
crete sampled points into continuous function 4(¢) by the four methods introduced
above. Analyze the frequency spectrum characteristics of A(¢) by AFT, and then the
amplitudes of each harmonic component can be obtained. Compare the result with
the amplitudes of function f{x), work out the errors.

After using the zero interpolation, the first-order linear interpolation, the piece-
wise cubic hermite interpolation, and the cubic spline interpolation, the frequency
spectrum characteristics analyzed by AFT are shown in Table 29.1. The relative er-
ror comparison of these four interpolation methods is shown in Table 29.2. Fig. 29.5
shows the calculation of the relative error curves. It can be seen that the calcula-
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Table 29.1 Results of AFT analysis after interpolation
Harmonic times | 1 2 3 4 5 6 7 8 9 10
Ampli- | Zero |10.208|0.910 | 0.795 |0.795 | 0.906 | 1.011 | 1.084 | 1.070 | 0.951 |1.059

tude (A) | First |9.988 |0.987 |0.991 | 1.018 |0.985 | 1.004 | 0.990 | 1.001 |0.993 |0.997
order
Her- |10.0310.988 | 1.007 | 1.002 | 0.984 | 1.006 |1.008 |1.000 | 1.000 | 1.001
mite
Spline | 10.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000
Harmonic times | 11 12 13 14 15 16 17 18 19 20

Ampli- | Zero | 1.009 |0.931 |0.981 |0.922 |0.944 |0.960 |1.039 |0.944 |1.025 | 1.145

tude (A) | First |0.983 |0.986 |0.986 | 0.975 |0.982 | 0.980 |0.981 | 0.973 |0.969 | 0.961
order
Her- |1.000 |0.999 |0.999 |0.993 |0.990 1 0.992 | 1.004 |1.005 |1.002 | 1.004
mite
Spline | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |1.000

Table 29.2 Comparison of the relative error

Harmonic times 1 2 3 4 5 6 7 8 9 10

Relative error (%) | Zero 2.08 /9.0 205|153 /94 1.1 |84 |7.0 49 |59
First order | 0.12 | 1.3 |09 |18 1504 |1.0/0.1 0.7 03
Hermite |0.31 1.2 /0.7 (02 |16 |06 |08 0.0 |00 |0.1
Spline 00 |0.0/0.0 (00 |00/00 [0.0/]00 |00 |0.0
Harmonic times 11 12 |13 14 15 /16 |17 (18 |19 |20
Relative error (%) | Zero 09 09|19 |78 [56[40 |39 56 |25 145
Firstorder | 1.7 |14 |14 |25 |18 /2.0 |19 27 |31 |39
Hermite 0.0 0.1 0.1 0.7 |1.0 0.8 |04 /05 |02 |04
Spline 0.0 0.0 /0.0 (00 |00/00 [00/0.0 |00 |0.0

tion accuracy of the cubic spline interpolation is several orders higher than other
methods.

It can be seen that the zero interpolation and the first-order linear interpolation
have huge harmonic calculation errors around the fundamental wave. This is be-
cause fundamental amplitude is very different from the harmonics, which harms
the interpolation results. As the harmonic frequency increases, the errors will in-
crease, too. Accuracy is not stable. The piecewise cubic hermite interpolation is
one among cubic interpolations, mainly based on its first derivative. Its accuracy is
higher than that of the above two methods, i.e., the overall error is within 2 %, but
not stable enough to meet the requirements of the power system. The cubic spline
interpolation has more limitation than the hermite, and it makes the accuracy of the
spline higher. Its average relative error is 3.31E-5. It is suitable for the accuracy
requirements of the power system. From the above, the cubic spline interpolation
is selected as AFT harmonic analysis interpolation instead of the previous method.
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29.5 Conclusion

In the power system, the number of sampling points is fixed to 200, which is not an
integer power of 2. That does not make FFT so suitable for harmonic analysis. This
chapter proposes a method to analyze harmonics in the power system by AFT. AFT
has advantages such as simpler calculation, better parallelism, higher accuracy, and
no limitation on the number of the sampling points. However, its application is
limited by the interpolation. This chapter uses four interpolation methods for AFT
harmonic analysis. The result is that the cubic spline interpolation has least influ-
ence on the accuracy of AFT harmonic analysis, achieves the requirements of the
power system, reduces the limitation of AFT, and provides new ideas of power
system harmonic analysis.
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Chapter 30
Distribution System Reliability Assessment
Based on the Improved Monte Carlo Method

Xiaofang Sun and Huijia Liu

Abstract In order to assess the reliability of complicated distribution networks, the
complicated network structure is simplified and stored in some serial numbers in
the computer according to the network topology and the function of the components
in the distribution system; at the same time, a new efficient assessment method for
distribution network reliability is presented based on the Monte Carlo simulation
method and the numbering method in this chapter. The application of the proposed
method to the subsystem F4 of RBTS-Bus6 displays its efficiency.

Keywords Power distribution networks - Reliability assessment - Numbering
method * Monte Carlo simulation

30.1 Introduction

Power distribution system is directly connected with the customers and located at
the end of electrical power system. With the improving of the customer’s require-
ment for the reliability of power supply, it is very important to assess the reliability
of distribution networks.

Several methods have been developed to assess the reliability of distribution
networks, such as grouping into the analytical method [1-3] and the simulation
method [2—7]. The analytical method is based on failure mode and effect analysis
(FMEA), and the simulation method can be divided into the non-sequential Monte
Carlo simulation method [6] and the sequential Monte Carlo simulation method [7].
The advantage of the analytical method is that these methods have high accuracy
and fast speed with the disadvantage of the basic data requirement; besides, it is dif-
ficult to model the complex distribution system. As to the advantage of the simula-
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tion method, it is flexible in application, can avoid the disadvantages of the analyti-
cal method and reflect the running state of system in a truer manner. The accuracy
of the simulation method is proportional to the length of the simulation time, but
the simulation method features the unique advantage of large distribution systems.

As the executive components determine the fault effect range, the breakers, fus-
es, isolating switches and loop switches are deemed as boundaries to determine the
fault effect region and form zones. Thus, distribution systems can be simplified and
numbered into some serial numbers, and a new approach for reliability assessment
of complicated distribution systems is proposed based on the Monte Carlo simula-
tion method and the numbering method in this chapter.

30.2 Sequential Monte Carlo Method Based on State
Duration Sampling of the Component

The state duration sampling of the component is a sequential Monte Carlo method.
The failure time of the components and the repair time of the components obey
exponential distribution with the equations shown as below:

f)=2e" (30.1)
g(0)=pe™

where 4 is the failure rate of the component (f/yr); 4 is the repair rate of the com-
ponent (f/yr); f(¢) is the failure probability of the component of  moment; g (¢) is
the repair probability of the component of ; moment.

F(t)y=1-e* (302)
G(t)=1-e*

where F (f) is the probability of the component failure time less than #; G (¢) is the
probability of the component repair time less than ;.

F'()=1-F@)=e* (30.3)
G'H=1-G(t)=e™

where F'(t) is the probability of component working time more than #; G'(t) is the
probability of component repair time more than ¢.
1 - 1 | (30.4)
ITF =——InF (t)=——InR(¢
7 ® 7 O

TTR = —llnG’(t) = —llnR(t)
u u
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where TTF = the failure time of the failed component; 77TR = the repair time of the
failed component; F’(f) and G'(¢) are all random numbers, R(¢) = F'(t) = G'(¢).

30.3 Realizations of Feeder Partition and Zone
Numbering Method

30.3.1 Feeder Partition

A representative distribution network has three main types of executive compo-
nents: disconnecting switch, fuse, and circuit breaker, which can isolate the fault
and restore the power supply of the non-fault zone.

The zone is defined as the maximum combination of feeder line segments, trans-
former and load, which are connected with each other with the switches as the
boundary. Every load point at the same zone has the same interruption duration
time and the same failure rate, and the distribution network is formed by zone and
executive components.

The complicated distribution network is displayed in Fig. 30.1. The zone is sepa-
rated by the switching element, and the simplified distribution network of F4 is
shown in Fig. 30.2. All feeders, including the distribution transformers and LP18
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57— )—1Lp1o

F3 Fl F2
=—0)—1Lp21
39 LPI LPI Lp7
41
< 0)—1p23
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Fig. 30.1 IEEE RBTS-Bus6 test system
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Fig. 30.2 Simplified distri-
bution network of F4 Bl

~LP24 as separated by B1, B3, S1, constitute the first zone D1. Zone D1 and zone
D2 are separated by S1, while zone D2 and zone D3 are separated by B2.

30.3.2 Numbering Rules of Zones

Based on the feeder partition of distribution networks, all the zones are numbered,
and the zone numbering method presented in this chapter can simplify the structure
of distribution network, which is easy to be stored and processed by the computer.
A new effective evaluation method for distribution system reliability is proposed
based on the Monte Carlo simulation method and the zone numbering method.

Firstly, the simplified distribution network is stratified; the network layering
method is shown in Fig. 30.3. The next is numbering the zones, and the number of
a zone is represented with one-dimensional vector, which is used for describing the
topology of the zone; the first bit of the vector represents the feeder interval number.
The specific form of each bit of the vector is shown in Fig. 30.4.

The meaning of each bit of the vector is shown below:

Fig. 30.3 Pre-processing of
the simplified distribution
network

First layer

Second branch

First branch Second layer

Third layer

First class

Fourth layer

Alternative supply
Second class
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First layer number

Second layer number

Nth layer number
A
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Fig. 30.4 Specific form of each bit of the vector

Alternative supply

Class sign

Branch sign

Forward switch element sign

Layer sign

Feeder interval sign

1. The feeder interval sign indicates the feeder interval number.

2. Layer sign indicates the layer number of the zone.

3. Upward switch element sign indicates the upward switch element of the zone. If
this bit is “1,” it represents the disconnecting switch; if this bit is “2,” it repre-
sents the circuit breaker.

4. Branch sign indicates the zone branch number.

5. Class sign indicates the zone class number, representing which class the zone is

from.

6. Alternative supply sign: if the zone has alternative supply, the bit is “1”’; other-
wise, the bit is “0.”

30.3.3 Fault Effect Zone

The radial distribution system is divided into the following four different regions as
shown in Fig. 30.5. The fault effect can be determined by checking the bits of the

zone vector.
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1. The fault zone: The fault zone contains the fault component; the interruption
frequency of the load points in this zone increases by 1, and the interruption
duration time is the repair time of the failure component.

2. Upward zone: If the upward switch element of the fault zone is the disconnecting
switch, the zone between this disconnecting switch and the operating breaker is
defined as the upward zone; the interruption frequency of the load points in this
zone increases by 1, and the interruption duration time is the isolating time of the
fault zone.

3. Downward zone: The downward zone to the fault zone is defined as the down-
ward zone. The interruption frequency of the load in this zone increases by 1, and
the interruption duration time is determined by whether the zone has the alterna-
tive supply or not.

4. No effect zone: The zone not affected by the fault is defined as the no effect zone.

30.4 Realization of Algorithm Based on Zone Numbering
Method and Monte Carlo Method

In combination with the Monte Carlo method and the zone numbering method, a
new method of reliability evaluation is developed. In the Monte Carlo simulation
process, the failure time and the failure sequence order of the various components
are simulated. Based on the zone numbering method, the fault element of the zone
is searched and the position of the zone is located, and the fault consequences are
determined; then, the consequences of failure records are returned to the Monte
Carlo simulation program. Finally, upon the simulation calculation for a period of
time, the reliability indexes are produced. The steps of the method are shown below:

Step 1: Input the original data.

Step 2: Simplify the network and number the zones.

Step 3: Generate n random number between 0 and 1 and calculate the correspond-
ing TTF by equation (4).

Step 4: Search the minimum TTF and calculate the corresponding TTR by Equa-
tion (4).

Step 5: Use the numbering method and determine the fault effect region.

Step 6: Change the time sequence, make 7TTF, = TTF, + TTR, + TTF, and form the
new time sequence with no fault components.

Step 7: Check the simulation time; if the time limit does not exceed, return to step
3; otherwise, stop the simulation.

Step 8: Calculate the reliability indexes of the load point and system.

According to the zone numbering method and the Monte Carlo method, the reliabil-
ity indexes of load points and the distribution system can be calculated.
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30.5 Example Study

The IEEE RBTS is a representative electrical distribution system, and its subsystem
F4 demonstrated in Fig. 30.1 is selected as the test object in this chapter. This sub-
system has a main feeder, two lateral feeders and 30 load points. The corresponding
data of all the components and load points are provided in [8]. The repair time and
failure rate of the feeder line are 5 h/f and 0.05 f/yr km, respectively; the failure rate
and repair time of the transformer is 0.015 f/yr and 20 h, respectively; the switch
operation time is 1 h. Assume that all the switch components such as fuse, breaker,
and isolating switch can take correct action.

Apply the algorithm presented in this chapter to the example system. The set
time is 5000 years, and the calculation result of the reliability assessment of the
subsystem F4 is shown in Tables 30.1 and 30.2.

Compared with the analytical method [9] as shown in Tables 30.1 and 30.2, the
method proposed in this chapter shows that the deviation of load point reliabil-
ity indexes is 0.01 % ~4.81% and the deviation of the system reliability indexes is
0.01%~3.26%. The maximum deviation is less than 5%. The calculation results
demonstrate the efficiency and accuracy of the approach presented in this chapter.

30.6 Conclusion

According to the function of the switching element, the distribution network can
be simplified and the simplified network consists of zones and switch elements. As
every component in the same zone has the same fault interruption time, every load

Table 30.1 Load points reliability indexes in F4

Load point | This method Analytical method

A (flyr) y (D) U (h/yr) A (flyr) y (W) U (h/yr)
LP18 1.2648 4.9236 6.2274 1.2900 4.7015 6.065
LP25 1.2648 6.2587 7.9161 1.3200 6.2272 8.22
LP 28 1.6726 5.8098 9.7175 1.7150 5.7142 9.8
LP31 1.9556 4.5246 8.8484 1.9550 4.4627 8.725
LP 36 1.9488 5.3230 10.373 1.9724 5.4903 10.83

Table 30.2 Reliability indexes of subsystem F4

Index This method Analytical method
SAIFI(f/syst.cust) 1.5975 1.547
SAIDI(hr/stst.cust) 8.1592 7.926
CAIDI(hr/cust) 5.1075 5.002

ASAI 0.9991 0.9991
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point in the same zone has the same reliability index. The simplification can largely
condense the number of components and cut calculation complexity of reliability
assessment. Based on numbering method proposed in this chapter, it is easy to de-
termine the fault effect region. With the zone component as the calculation object,
the calculation result of the method proposed herein shows its validity and accuracy,
and it can be applied to the reliability assessment of the complicated distribution
networks.
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Chapter 31

A Computing Tool for Composite Power System
Reliability Evaluation Based on Monte Carlo
Simulation and Parallel Processing

Tran Ky Phuc, Vu Toan Thang, Pham Hai Binh and Le Thi Thanh Ha

Abstract This paper describes some of our efforts to reduce the execution time
of a computing tool, namely VietReli, for composite power system reliability
evaluation based on sequential Monte Carlo simulation, especially when alter-
nating current (AC) load flow and optimal power flow techniques are used. The
approach is an adaptation of the sequential computing algorithm to parallel and
distributed environment based on a cluster of multithread and multicore personal
computers (PCs) as hardware and Message Passing Application Programming
Interface (MPAPI) as software framework. Test results obtained on several actual
power systems showed the high performance of the new computing tool in terms
of speedup and simulation time. It is also shown that each thread of PC should
be responsible for one simulation year at a time and that the number of threads
involved on each PC must be defined beforehand for optimized utilization of com-
puting resources.

Keywords Composite power system - Reliability evaluation - Monte Carlo
simulation - Parallel and distributed processing - MPAPI

31.1 Introduction

The electric power sector in Vietnam has been undergoing radical changes in its
market structures and regulatory laws. In addition, growing demand for electric
energy has caused operating conditions close to the physical limits of system
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components. A computational tool that allows evaluation of the power system reli-
ability becomes a necessity.

The reliability evaluation can be divided into four levels (Billinton & Allan,
1994; Tran Ky Phuc, et al., 2011)[1, 6]: generation (Hierarchical Level I, i.e. HL-I),
generation and transmission (HL-II), generation + transmission + distribution (HL-
IIT) and generation + transmission + distribution + distributed generation (HL-IV).
Composite generation and transmission reliability evaluation (HL-II) is the level
that draws more interest from the Vietnam industry.

For power system reliability evaluation, as well as analytical approaches, the
Sequential Monte Carlo Simulation (SMCS) is one of the most important meth-
ods due to its advantages (Billinton & Allan, 1994)[1], such as: more accurate
modelling of power system components and operating conditions, providing
probability distributions of variables of interest and handling the chronological
aspects of system operation. SMCS is especially suitable for systems which are
dominantly hydro, like in Vietnam. Literature survey has shown that the reliabil-
ity evaluation based on SMCS has undergone a great deal of development in the
last some decades (Borges, et al., 2001; Lingfeng Wang & Singh, 2009)[3, 7]. To
reduce computation time, approximate load flow techniques such as direct cur-
rent (DC) model are often used in most works. In the case of the Vietnam power
system, AC load flow and OPF techniques must be used to obtain more accurate
estimates of the line power flows, the bus voltages and the generating unit reac-
tive power limits. Unfortunately however, the simulation approach implemented
in sequential computing environment has often caused unacceptable computation
requirements.

Substantial improvements are more likely to come from intelligent system
methods or parallel processing that is feasible because of naturally decoupled
characteristics of MCS (Lingfeng Wang & Singh, 2009) [7]. It is observed that
in many works, a parallel version of a MCS algorithm was implemented on
parallel computer architectures with distributed or shared memory (Gubbala &
Singh, 1995)[4]. Relatively few works have reported on the implementation of
parallel computing in distributed systems (Borges, et al., 2001)[3]. However,
with the availability of high-speed PC a reliability evaluation system can benefit
from this form of decentralized computer architecture due to its geographically
distributed nature, flexibility, scalability, cost advantages and great computing
speed.

This paper describes our work on VietReli—an adaptation of the SMCS sequen-
tial computing algorithm for composite reliability evaluation to parallel and distrib-
uted processing based on a cluster of PCs as hardware and MPAPI, a message pass-
ing implementation(Thomsen, 2008)[9], as the software framework. Performance
of this computing tool implemented in a cluster environment will be shown from
tests on the IEEE Reliability Test System (RTS) (IEEE Committee Report, 1979)
[5] and the Vietnam power system.
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31.2 Composite Reliability Evaluation Implemented
in Sequential Computing Environment

The sequential Monte Carlo simulation technique is based on sampling the prob-
ability distributions of the system component state durations (Billinton & Allan,
1994) [1]. The SMCS based algorithm for composite reliability evaluation can be
summarized in the following steps (Billinton & Wangdee W, 2006)[2]:

Step 1 Specify the initial state of each component.

Step 2 For each simulation year sample the system state that consists of load level,
generation status and line status.

Step 3 For each hour of the simulation year conduct power system analysis, includ-
ing: calculate power flow; check if any operating constraint is violated; if yes, cor-
rective action to alleviate constraint violations must be conducted using an optimal
power flow (OPF) solution.

Step 4 If the OPF solution shows that there is no load curtailment, go to step 3 for
the next simulation hour. Otherwise, accumulate the reliability indices functions
@(S) for the simulation year and go to step 5.

Step 5 Repeat steps 3—4 till the end of the simulation year. Calculate the yearly
reliability indices functions and update the expected values of the indices £(®) and
the accuracy of SMCS.

The expected value of the indices E( @) can be calculated as follows (M. V. F.
Pereira & L. M. V. G. Pinto, 1992)[10]:

NS [ 1;(S)
z[ Y CD(SN.)J (1.1

E@) ="\ :;vs

where 1,(S) number of occurrences of system state S in year i,

(.D(Sj, ;) indices function corresponding to j¢k occurrence in year i,

NS number of simulation years.

The accuracy of SMCS may be expressed by the coefficient of variation 5, which
is a measure of the uncertainty around the estimates, and is defined as:

P JV(®@)/ NS (312)

E(D)

where V(@) is the variance of the estimator.

Step 6 If the accuracy of the estimates of the index function f is less than a pre-
defined error &, the simulation is terminated. Otherwise, return to step 2.
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As was noted before, the key feature of this algorithm is that AC power flow and
OPF techniques have been used to get more accurate estimates of the power system
parameters. Whenever AC power flow method is not suitable, which is mostly due
to ill-conditioned network or multi-failure situations, the software automatically
uses the DC method to obtain solution.

31.3 Parallel and Distributed Processing Models for
Composite Reliability Evaluation based on Monte
Carlo Simulation

Parallel processing can be defined as the utilization of multiple hardware compo-
nents to perform a computation job. A distributed computing system is a collection
of autonomous computers, interconnected by a communication network, that work
together to satisfy the information processing needs. A cluster of multicore PCs has
been selected as basic hardware for our computing tool. For cluster of multicore
PCs, the most suitable software model is the master—slave model with message
passing interface (MPI) as communication tool (Thomsen, 2008)[9].

As shown above the sequential algorithm of composite reliability evaluation
consists of two kinds of iterative loop: through each simulation year and through
each simulation hour. Moreover, the simulation process of each hour (or each
year) is independent from the process of other hours (years). Thus, the main
simulation job can be partitioned in two ways: (i) one year or (ii) one hour as
distributed processing grain. However, one hour grain partition may cause an
increase in communication time and a difficulty in arranging simulation output.
Therefore in VietReli each thread of PC should be responsible for one simulation
year.

Based on the above selected hardware and software models, distributed comput-
ing system architecture has been designed for VietReli as shown on Fig. 31.1.

The distributed computing algorithm for composite reliability evaluation can be
summarized as follows:

* Registration: Master Node and Computing Nodes register to Register Node.

* Simulation preparation: Master Node sets up simulation parameters through
user interface or database, initiates its own simulation environment, and sends
general simulation information to the Computing Nodes. Each Computing Node
uses general information received from Master Node and its own specific infor-
mation to set up simulation environment of the Computing Node.

» Simulation Process: Each Computing Node sends a message to the Master
Node to inquire a simulation task — Master Node sends information about as-
signed tasks (which operating years to be simulated), to the Computing Node, —
Each Computing Node dispatches simulation tasks to its workers. Each worker
carries out simulation for assigned year and returns the result to the Computing
Node — Computing Node returns simulation results (i.e. yearly reliability indi-
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Fig. 31.1 Computing system architecture for VietReli

ces) for assigned years to the Master Node — Master Node updates estimate of
reliability indices based on results for simulated time span, checks convergence
and stopping criterion. This process is repeated until the Computing Nodes re-
ceives a termination request from the Master Node.

* Termination: Computing Nodes will terminate simulation if they receive a ter-
mination request from the Master Node. Simulation results will be presented to
users and stored in the database.

31.4 Test Results

The tests are explored in several power systems, mainly the 24 bus IEEE Reliability
Test System (IEEE Committee Report, 1979)[5] and VietPS — the Vietnam power
system. The communication environment is a Local Area Network with up to 8 PCs,
each PC with core i5 processor. The LAN speed is 100 Mbps. The parallel and dis-
tributed processing is implemented in Visual C# with TCP/IP protocol for message
passing based on a MPAPI framework (Thomsen, 2008)[9].

The testing procedure is described as follows. First, the test systems are exam-
ined for reliability evaluation on standalone multicore PC (core i5) using different
numbers of threads (from 1-8). Secondly, the test systems are examined on a cluster
of 8 PCs (core i5); each PC involves 4 threads for simulation. Performance indices
are average computation time per simulated year, speedup and efficiency. Speedup
and efficiency are defined by the following equations:
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Table 31.1 Simulation time, speedup and efficiency with different number of threads

Test system | Performance Number of threads
indices 12 (3 |4 |5 6 |7 |8
IEEE-RTS | Simulation time (s) 193 |99 66 48 50 52 57 55
Speedup (times) 1.00 | 1.95 1292 |4.04 3.86 |3.68 |3.41 |3.51
Efficiency (%) 100 |97 97 101 |77 61 49 44
VietPS Simulation time (s) 1954 | 1011 | 843 | 725 | 1066 | 1724 | 868 | 1071
Speedup (times) 1.00 | 1.93 1232 |270 | 1.83 | 1.13 |2.25 | 1.82
Efficiency (%) 100 |97 77 67 37 19 32 23
Speedup =1, /T, (31.3)
Efficiency=(Speedup/p) (31.4)

where 7, and T are average simulation time on 1 and p threads, respectively (for
test on standalone PC); 7', and T, are average simulation time on 1 and p PCs, re-
spectively (for test on cluster of p computers).

These are the observations from the test results:

* Multithreading test on standalone multicore PC: As shown in Table 31.1, for
IEEE-RTS, when number of involved threads increases from 1 to 4, the speed-
up increases from 1 to 4.04, the simulation time is reduced from 193 to 48 s and
the efficiency, in general, decreases; when number of threads increases from 4
to 8, the speedup drops and the efficiency decreases at a higher rate. Thus, one
should find out the optimal number of threads to optimize utilized computing
resource of the PC (in this instance, 4 threads). It is easy to see from Table 31.1
that, the larger system scale is, the lower rate of increase of speedup when
number of involved threads increases.

e Cluster test on 8 connected multicore PCs: For IEEE-RTS, when the number of
PCs increases from 1 to 8, the speedup increases from 1 to 7.92, the simulation
time is reduced from 49.6 to 6.2 s. For VietPS, the speedup increases from 1 to
7.62 and the simulation time is reduced from 729.4 to 95.7 s.

31.5 Conclusion

The execution time of the computing tool ( VietReli) for actual composite power
system reliability evaluation based on sequential Monte Carlo simulation be-
comes critical and needs to be reduced when AC load flow and OPF techniques
are involved in the system state analysis step. It is shown that a cluster of high
speed multithread and multicore computers and message passing MPAPI frame-
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work are a suitable parallel processing environment for improving the computing
tool due to availability and low cost of hardware and simplicity in programming.
Analysis has shown that each thread of PC should be responsible for one simu-
lation year at a time. Tests on IEEE-RTS and the Vietnam power system have
shown that the computation time is reduced with the increasing number of PCs in
cluster, and for each PC the number of threads involved in simulation should be
defined beforehand to optimize the utilization of computing resources.
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Chapter 32
Review of Voltage Sag Disturbance Recognition

Hao Yang, Jianwen Li and Yonggang Li

Abstract In this chapter, the characteristics of various types of voltage sag distur-
bances are analyzed. The domestic and foreign research on voltage sag disturbance
recognition methods is reviewed both in process and results. The methods based
on direct parameter classification, wavelet decomposition and neural networks,
S-transform and similarity classification, support vector machine (SVM), and other
classification methods are discussed in detail. Finally, the present problems of
voltage sag disturbance recognition methods are analyzed, and future research is
discussed.

Keywords Recognition - Review - Voltage sag disturbance

32.1 Introduction

With the growth of power technology and the large-scale application of sensitive
equipment, harm caused by voltage sags attracts more and more attention. As one
of the most serious failures, it happens when the root mean square (RMS) voltage
decreases to a value between 10 and 90 % of nominal voltage for one half-cycle to
1 min [1]. Voltage sags may be caused by many reasons. So the voltage sag sources
which can be detected correctly are necessary for the analysis and control of power
quality. Currently, the study of the problem has formed relatively mature thoughts:
First, characters of disturbance signals are analyzed and extracted by a variety of
methods, such as time-domain analysis, frequency-domain analysis, time—frequen-
cy-domain analysis, mathematical statistics, and artificial intelligence. Then, the
voltage sag sources are classified by variety of techniques, such as artificial neural
networks, template similarity matching, support vector machines (SVMs), classifi-
cation expert system, and fuzzy classification. Including some improved methods,
wavelet transform has become an effective tool for feature extraction, especially its
singularity detection and multiresolution analysis capability [2]. As the development
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of the continuous wavelet transform and short-time Fourier transform, S-transform
has a good time—frequency-domain analysis capability. The signal amplitude over
time and frequency constitutes the S-mode matrix, analysis and calculation of the
matrix achieves the feature extraction and quantification [3]. The practical applica-
tion of artificial neural networks is increasing, which has a strong ability to pattern
classification, nonlinear function approximation, and adaptive learning [4]. After a
number of sample trainings, voltage sag source can be classified by artificial neural
networks. Similarity template matching distinguishes the voltage sag sources based
on the similarity and differences of sag signals [5]. The classification principle of
SVM can be simply interpreted as follows: The optimal separating hyperplane is
constructed by different kinds of samples in mapping high-dimensional space or
original space, and then the classification is achieved [6].

32.2 Characteristics of Voltage Sag Disturbance Source

Voltage sags may be caused by short-circuit faults, transformer energizing, and in-
duction motor starting. In this chapter, characteristics of the various types of voltage
sag disturbance are analyzed by an example of RMS voltage waveform. Figure 32.1
shows the waveforms of three-phase RMS voltage during four common faults.

In Fig. 32.1, from the view of symmetry of three-phase voltage, the waveforms
of three-phase short-circuit fault and induction motor starting are symmetrical,
while the waveforms of single-phase short-circuit fault and transformer energizing
are asymmetrical. From the view of the trends of three-phase voltage waveform,
voltage of fault phase mutates at the starting and ending of the short-circuit fault,
and it keeps unchanged essentially during voltage sag. Voltage of induction motor
starting suddenly reduces at the starting time of sag and remains unchanged for a
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Fig. 32.1 Waveforms of three-phase voltage (RMS) during four common faults [14]
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period of time and then rises slowly. Voltage of transformer energizing suddenly
reduces at the starting time of sag and then rises slowly. Accordingly, RMS voltage
waveforms of different types of voltage sags have the distinct characteristics, and
voltage sources can be identified based on these features.

To obtain the characteristics of voltage sag, methods to detect voltage sags such
as peak voltage detection [7], RMS detection [8], Fourier transform [9], the tra-
ditional Direct Quadrature (DQ) transform [10] and its improved method [11] are
required.

32.3 Methods of Voltage Sag Disturbance Recognition

Currently, research methods of voltage sag disturbance recognition can be attribut-
ed to the following: First, signal processing or theory and mathematical statistics are
adopted to extract features. Secondly, the voltage sag sources are classified based on
these features. In this chapter, the methods are divided into five categories: direct
parameter classification, wavelet decomposition and neural networks, S-transform
and similarity classification, support vector machine (SVM), and other methods.

32.3.1 Direct Parameter Classification

In this method, power parameters are calculated and analyzed directly for the clas-
sification. Then, the voltage sag sources are classified based on threshold setting.
The process is simple and straightforward and easy to implement.

The RMS voltage during sag is analyzed by the RMS method [12]. Sag depth,
beginning and ending time, and any other characteristics are obtained. The effec-
tiveness of the full-cycle RMS algorithm and the half-cycle RMS algorithm is ana-
lyzed, and then the delay error curve of the start time and end time of voltage sags is
obtained. And a more accurate voltage sag duration could be obtained after the error
correction by the curve. The voltage sag source is identified by the computational
analysis of RMS voltage [8, 13]. As shown in Fig. 32.1, the RMS voltage waveform
contains many characteristics such as sag depth, starting and ending time, recovery
characteristics, voltage temporarily rise, duration, and phase voltage balance. These
features could be first extracted by calculation and then analyzed comprehensively
by some determination process: If sudden cha