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Chapter 1
Modeling and Simulation of the Emergency 
Diesel Generator Based on MATLAB

Dongfu Zhang and Jianhua Cui
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D. Zhang () · J. Cui
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e-mail: zdf403217@126.com

Abstract  The loading calculation is one of the key technologies for the emergency 
diesel generator which plays an important role in nuclear power. For the purpose of 
analyzing the process of loading, this chapter has established a simulation model 
of the emergency diesel generator based on MATLAB/Simulink, which may accu-
rately reflect the mechanical and electromagnetic coupling process and the nature 
of the strong coupling and nonlinearity. The author simulates the loading process of 
the emergency diesel generator with the simulation results showing that the model 
is correct and reasonable; in the meanwhile, a theoretical guidance for the capacity 
choices of the emergency diesel generator is provided.

Keywords  Diesel generators · Simulation · Loading calculation

1.1 � Introduction

In the nuclear power plants, it is important to ensure the continuity of power supply. 
The emergency power system must be adopted except for the redundant power sup-
ply line. The world widely uses the emergency diesel generator (EDG) to provide 
emergency power for the emergency bus in the loss of normal power supply and 
thus ensures continuous power supply for the critical equipment.

Under the background of nuclear localization, it is significant to analyze and 
simulate the EDG, which has not been localized yet. The simulation analysis of 
asynchronous motor loading process is a key technology in EDG that determines 
the selection of diesel and generator and the overall design requirements of EDG.

The EDG is a strongly coupled and complex nonlinear system. The author es-
tablishes a detailed mathematical model of the EDG and analyses the process of 
loading induction motors.
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1.2 � Mathematical Model of the Emergency Diesel 
Generator

The EDG mathematical model, which is established based on the MATLAB/Simu-
link platform under the guidance of modular thinking, is shown in Fig. 1.1. The syn-
chronous generator model, excitation system model, diesel, and its speed controller 
model and asynchronous motor model are included in the model.

1.2.1 � Mathematical Model of the Synchronous Generator

The generator with uniform air gap can be considered as a special case of nonuni-
form air-gap generator; therefore, it is universal to analyze the salient rotor genera-
tor. The author focuses on the analysis of the salient rotor generator’s mathematical 
model.

Fig. 1.1  Model of an emergency diesel generator
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The electromechanical transient model is sufficient to characterize the generator 
features [1]; thus, the five-order practical generator model is adopted:

�

(1.1)

wherein p  is the differential operator, "
dE  is the d-axis sub-transient force, "

qE  is the 
q-axis sub-transient force, Eq

’ is the q-axis transient force, Ef  is the stator excita-
tion force; Tm is the drag torque of the generator, and D  is the generator damping 
[2].

1.2.2 � Mathematical Model of the Excitation System

Most of the EDG excitation systems use the alternating current (AC) exciter. AC 
exciter with rotary rectifier, from which carbon brushes and slip rings are removed, 
is more reliable and highlights higher performance than the exciter with a static 
rectifier.

The author has established a mathematical model of an AC exciter that takes into 
account the effect of magnetic saturation, voltage drop caused by changing arc, and 
demagnetization caused by armature reaction. The schematic diagram is shown in 
Fig. 1.2.

1.2.2.1 � Saturation Coefficient of an AC Exciter

Figures 1.3 and 1.4 show the excitation characteristics of the AC exciter:
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wherein EFD is the exciter output voltage, VR is the excitation voltage of the exciter, 
and the meaning of the other parameters above is shown in Figs. 1.3 and 1.4 [3].

Combining Eqs. (1.2) and (1.3), we can get the following relationship, which 
takes the magnetic saturation into account:

�
(1.4)FD

R E E E E E

/ ( (1 / )) / ( (1 / ))
,

(( ) / ) / (1 / )

E K R R r K R R r

V K A B B R r T s K S T s

+ += =
+ − + + + +

Fig. 1.4   Exciter structure. 
AC alternating current
 

Fig. 1.2   Schematic diagram of an AC exciter. AVR automatic voltage regulator

 

Fig. 1.3   Exciter saturation 
characteristics
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wherein E (( ) / ) / (1 / )S A B B R r= − + , which is the exciter saturation factor, and KE 
is the self-excited coefficient of the AC exciter. If we excite the exciter separated, r 
equals ∞, and SE  equals ( ) /A B B− .

1.2.2.2 � Armature Reaction of the AC Exciter

The biggest difference between the AC and the direct current (DC) exciter on the 
characteristics is that the armature reaction of the AC exciter is strong and must be 
taken into consideration. The load current of the AC exciter can be considered as a 
vector on the vertical axis; and it uses KD to represent the armature reaction coef-
ficient.

1.2.2.3 � Voltage Drop Caused by Changing Arc

When the arc is changed, the voltage drop will be produced. If the voltage drop of 
rectifiers is ignored, the DC output voltage equals to no-load voltage minus the volt-
age drop caused by changing arc. According to the current operating characteristics 
of the three-phase rectifier bridge, we can derive the corresponding formula [4]:

�

(1.5)

1.2.2.4 � Mathematical Model of the Automatic Voltage Regulator (AVR)

The voltage regulator mainly consists of the voltage detecting part, the comparing 
part, and the correction part. The voltage detection part can be generally expressed 
by the first-order inertial link with its transfer function as:

�
(1.6)

where KT is the ratio coefficient of the RC filter and TT is the time constant.
In order to improve the static and dynamic characteristics of the excitation sys-

tem, it is necessary to correct the excitation system. The transfer function of cor-
rection link is:
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where KF and TF are the ratio coefficient and time constant of the feedback, respec-
tively.

1.2.3 � Mathematical Model of the Diesel Engine and Its Governor

The diesel engine and its governor are a complex, nonlinear, and dynamic system, 
whose structure diagram is shown in Fig. 1.5.

1.2.3.1 � Mathematical Model of the Controller

The controller is mainly used to adjust the speed of the diesel engine, while the 
proportional integral derivative (PID) controller is widely adopted in engineering. 
The author tunes the parameters of the controller with the critical ratio method 
and obtains satisfactory control performance. The speed measurement is generally 
expressed by the first-order inertia link. If its dynamic impact on the governor is 
ignored, its transfer function can be set to 1.

1.2.3.2 � Mathematical Model of the Actuator

The actuator’s role is to convert the controller output to the axial displacement, 
which is positively correlated with the controller output. The actuator transfer func-
tion is:

� (1.8)

wherein K1 is the actuator gain and T1 is the time constant of the actuator.

1.2.3.3 � Mathematical Model of Torque Lags

As to certain diesel engine, the time delay caused by actuator, combustion process, 
and thermodynamic process can be expressed by the following formula:

1

c 1

( )
,

( ) 1

Ka s

u s T s
=

+

Fig. 1.5   The structure of diesel and its governor
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�
(1.9)

where td is the time constant, which can be calculated according to the formula: 
n d n n(15 / ) (15 / 120 / ( ))n t n n i≤ ≤ + , where nn represents the rated speed of diesel 

engine and i represents the number of strokes of diesel engine.

1.2.3.4 � Mathematical Models of Diesel

The diesel engine normally can be expressed by first-order transfer function:

�
(1.10)

wherein Cd and Ta refer to the damping coefficient and the time constant of the die-
sel engine, respectively.

1.2.4 � Mathematical Model of the Induction Motor

In general, the stator winding transient process of asynchronous motors is much 
faster than the electromagnetic transient process of rotor winding, and even faster 
than the power system transient process [5]; therefore, the stator transient process 
of induction motor can be ignored. The Park equation of induction motor is listed 
as below:
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where Lls, Llr, Ls, Lr, Lm,p j, and J  refer to the stator leakage inductance, the ro-
tor leakage inductance, the stator inductance, rotor inductance, the mutual induc-
tance between stator and rotor, the number of pole pairs, and the moment of inertia, 
respectively. e l r, ,T T ω  refer to the motor electromagnetic torque, the motor load 
torque, and the instantaneous angular velocity of the motor rotor, respectively.

1.3 � Simulation Results

Choose one synchronous generator which is rated at 5MVA with the rated line volt-
age of 6 kV and rated frequency of 50 Hz.

Main parameters of the diesel engine: td is 0.042, Ta is 2.247, Cd takes 0.03. PID 
controller parameters: KP is 20, TI is 0.1, TD takes 0.05.

Model 6kV_asyn_group and model 380V_asyn_group, in the simulation model, 
used to simulate the EDG loading process, shown in Fig. 1.1, and are used to simu-
late the plant pump, the safety injection pump, the spray pump, the feed pump, the 
chiller, the blower, etc.

The EDG automatically starts, accelerates, and establishes voltage when the se-
curity segment loses power supply. If the entire load is loaded at the same time, the 
voltage and frequency will fluctuate drastically, and the requirement for the capac-
ity of EDG is relatively high; therefore, the EDG loads the asynchronous motor step 
by step that would reduce the capacity of the EDG, reduce costs, and enable the 
loading in a fast and efficient manner. The simulation results are shown in Figs. 1.6, 
1.7, 1.8, and 1.9.

Fig. 1.7   Terminal current 
curve
 

Fig. 1.6   Terminal voltage 
curve
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The diesel engine starts first to drag the synchronous motor to synchronous 
speed, the exciter starts at 2 s, the first asynchronous motor is loaded at 5 s, and the 
other induction motors are loaded sequentially at 7, 9, 11, 13, 15, 17, 18, and 20 s.

The synchronous motor terminal voltage has the rise time of 0.93 s, the peak time 
of 1.11 s, the overshoot of 9 %, the adjusting time of 1.37 s (deviation of 2 %). The 
generator rotor speed has the overshoot of 24 %, the rise time of 0.14 s, the peak 
time of 0.24 s, and the adjustment time of 1.02 s (deviation of 2 %). The excitation 
system starts to work at 2 s, and VR  reaches its maximum after 0.1 s.

The figures show that the inrush current is large when the induction motor is 
loaded. As soon as the EDG loads the asynchronous motor, the stator current rapidly 
rises to the maximum amplitude, 6–8 times of its rated value; in addition, the effect 
generated by the loading process on the synchronous generator rotor speed is not 
significant.

We can know that the power factor of the diesel generator system becomes small-
er and smaller with the loading induction motor step by step because the asynchro-
nous motor is inductive. During the process of loading, the amplitude of voltage is 
stable, the adjustment of the exciter is timely and accurate, and the speed fluctuation 
is relatively small. At the end of the loading process, the load rate is 32 % with the 
maximum load rate of 51 %; thus, the simulation system has a two-fold margin to 
meet the actual demand.

1.4 � Conclusion

As the EDG is an important facility to ensure the safety of nuclear power plants, it 
is significant to simulate and analyze the EDG. The author has established a simula-
tion model of the EDG based on the MATLAB/Simulink platform and simulated the 

Fig. 1.9   AVR output voltage 
curve
 

Fig. 1.8   Genetator speed 
curve
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loading process of the induction motor with the simulation results showing that the 
model is reasonable and correct; besides, the results provide a method and basis for 
the capacity choice of diesel engines and generators.
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Chapter 2
The Metal Oxide Arresters Online Monitoring 
System Based on WIA-PA

Dan Li, Jie Tong, Mingyue Zhai and Yanhong Zhao
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e-mail: LiDan376@163.com

J. Tong
China Electric Power Research Institute, 100192 Beijing, China
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Abstract  Metal oxide arresters (MOA) are widely used to protect the power facili-
ties’ overvoltage in substation, but it is very hard to find the fault point due to its 
large amount of usage and wide distribution. Thus, a kind of wireless networks for 
industrial automation-process automation (WIA-PA) online monitoring system for 
MOA is developed. First, the monitoring device contacts the gateway via wireless; 
then, the software is designed to realize the real-time monitoring of MOA situation, 
and finally, the test and analysis are carried out.

Keywords  MOA · Online monitoring · WIA-PA

2.1 � Introduction

The Metal oxide arrester’s (MOA) operating quality will directly influence the se-
curity of the power system. In the operating voltage, the leakage current will flow 
through the arrester. In this case, the heat generated will increase the temperature 
of the resistor and the long-term work will make the resistors aging [1]. Once the 
overvoltage is produced, the arrester will be subject to the heat collapse or even an 
explosion, followed by the loss of the protective effect; therefore, we need uninter-
rupted online monitoring to ensure the safe operation of the arrester.

Back to the regular maintenance phase, generally through the nonperiodic pre-
ventive test, charging test, etc., there are big shortages represented from the follow-
ing two aspects: The voltage applied to the sides of the arrester and the withstand 
voltage in the normal working state are different, and then, the measured data cannot 
accurately reflect the operating condition of the arrester; there is heavy workload 
and big security risk for staff. If the economic considerations and basic equipment 
are not enough, it will easily cause excess or lack of maintenance.

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_2
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Thus, the traditional nonperiodic preventive test and charging test are unable to 
detect a fault timely; it is more difficult to detect the possible failures [2].

If the arrester monitoring system uses the traditional wired network as the com-
munication mode, the staff should wire the on-site power lines and communication 
lines before establishment of the station by clearing the cable channel and distri-
bution. In the course, the cabling and wiring work is more complicated, even it is 
heavy workload with high costs. As the long-distance transmission of analogy will 
introduce a lot of interferences, it is difficult to ensure the validity of the results.

The use of wireless communication is an effective solution to these problems. 
In this system, the industrial application of wireless networks for industrial auto-
mation-process automation (WIA-PA) technology enables wireless transmission 
substation in the local area with signal-synchronized capture and data-centralized 
transmission. We can easily achieve the system’s requirements on availability; be-
sides, it can fully comply with the unmanned substation and the demanding of state 
maintenance.

2.2 � WIA-PA Technical Overview

WIA-PA is oriented to the information interaction among the equipments, is applied 
to bad industrial field environment [3]. It was put forward by Shenyang Automation 
Research Institution of Chinese Academy of Sciences and other 10 units; currently, 
it has become the official IEC standard by unanimous vote on October 14, 2011, 
as one of the important standards in the fields of international industrial wireless 
technology.

WIA-PA network of self-organization and self-healing smart mesh networks 
with ad hoc network routing mechanisms are very similar. As to the mesh networks 
in a number of communications [4], the key factor affecting network reliability is 
the routing. It features the property of real-time communication, high reliability, 
low power consumption, etc. WIA-PA network uses a double mesh and star network 
architecture, as shown in Fig. 2.1. It combines the centralized and the distributed 
management as the network resources managing methods. In this manner, the WIA-
PA network has good performance and will become a focus of study in the industrial 
applications.

Accordingly, as demanded by the arrester online monitoring, WIA-PA can solve 
such problems of monitoring as the leakage current of the arrester. As a wireless 
communication network, each of the voltage sensor, the current sensor, and the 
gateway all contacts via wireless, which will not give rise to any additional risk and 
has a high degree of system reliability; meanwhile, according to the superiority of 
WIA-PA, the new online monitoring of industrial wireless communication systems 
can be designed so as to promote the upgrading of traditional monitoring network 
[5].
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2.3 � Monitoring System

This MOA online monitoring system conducts a comprehensive hardware and soft-
ware design and gives the system’s architecture designed principles and main mod-
ule software flow diagram.

2.3.1 � Structure of the Monitoring System

The online monitoring system’s overall structure refers to IEC61850 protocol. It is 
divided into three parts: the station control layer, the spacer layer, and the process 
layer. And the distribution of this work is as shown below: The arrester monitor-
ing device is mounted on each arrester’s discharged valve plate and located in the 
process layer, which is transmitted to the wireless gateway via WIA-PA. The wire-
less gateway, mounted on the spacer layer, is responsible for data acquisition of the 
corresponding area through the short-distance WIA-PA while interacting the infor-
mation with the software in PC. The software, installed on a PC which is mounted 
on the station control layer, can display the operational status of the arrester visu-
ally. The architecture is shown in Fig. 2.2:

Fig. 2.1  Wireless networks for industrial automation-process automation (WIA-PA) network 
topology architecture
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2.3.2 � Arrester Monitoring Device

The arrester monitoring device is composed of several units [6]: current sensor, 
signal conditioning circuit, A/D sampling circuit, rectifier, limiting optical isola-
tion circuit, lightning counter circuit, processor, WIA-PA communication module, 
display module, and solar-powered component.

The small active zero flux current sensor is connected to the ground line, extract-
ing the current signal from the bottom of the arrester, as shown in Fig. 2.3:

The signal conditioning circuits consist of the current to voltage converter cir-
cuit, the analog filter circuit, and the enlargement circuit, as shown in Fig. 2.4.

The WIA-PA communication module operates in 250 kbps and 2.4 GHz (the free 
band). Its receiving sensitivity can reach − 90 dBm with the signal transmitted to the 
WIA-PA gateway. And the solar-powered component is shown in Fig. 2.5

Fig. 2.3   Current signal 
extracting circuit
 

Fig. 2.2   Online monitoring system architecture
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2.3.3 � WIA-PA Gateway

The furthest communication distance of intelligent WIA-PA gateway and monitor-
ing device can reach 200 m. Each intelligent WIA-PA gateway can manage the mul-
tiple monitoring devices. Usually, at the network level of spot WIA-PA monitoring 
device, we use advanced and standard-based encryption, identification, authentica-
tion, key management, anti-jamming technology, etc, including the normal opera-
tion of the main wireless gateway and a redundant gateway device (to real-time 
backup the network information of the main gateway so that it can timely replace 
the original gateway and continue the network maintenance when an exception 
occurs).

Intelligent WIA-PA wireless gateway adopts the wired cable communication to 
(namely station level) PC to support Ethernet or RS485 interface way for the ap-
plication of station level; then, the update cycle of data can also be configured to 
support the update cycle of less than 1 s. In the engineering design, compared to a 
wired network, the institution of the entire communication network is more concise 
and the construction of the network is convenient and much fast [7].

Intelligent WIA-PA wireless gateway mainly has three functions:

1.	 Being responsible for the management of network resources, namely, to manage 
the access and leave of the whole field device nodes in wireless sensor network; 
form and configure the WIA-PA network for the device nodes.

2.	 Security management of the network performance, namely, to monitor the secu-
rity of the whole network.

3.	 Maintenance of network database, namely, to process the data in the network

2.3.4 � Host Computer Software

The host computer software will firstly regard the physical addresses of the WIA-
PA module or the WIA-PA gateway as the index to save the received data to the 
corresponding database table. According to the type of data, the software will do 

Fig. 2.5   Solar-powered component

 

Fig. 2.4   Signal conditioning circuits
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the corresponding analysis and statistics and display the exceptions and warnings 
on the visual interface [8].

It has multiple features such as data acceptance, data storage, data display, date 
query, data printing, etc.

The software has the following features:

4.	 Data acceptance: mainly to program based on socket, be responsible for receiv-
ing packets sent by WIA-PA wireless gateway, and send control command from 
the monitoring center.

5.	 Data storage: mainly to be responsible for storing the data such as acquisition 
time and acquisition value in the corresponding form.

6.	 Data display: to curve the collected lightning arrester online monitoring param-
eters and show network topology and so on.

7.	 Date query: to generate any format of the statistics, summary tables, such as 
histogram by calling the database files; data query and statistics can choose any 
period of time; data query and statistics can define the equipment item number 
range by themselves.

8.	 Data printing: These arched data and forms can be previewed and printed, etc.

The remote request primitive is as below:

The test results are as below:

2.4 � Conclusion

It can be seen from the test results (Table 2.1) that the WIA-PA communication 
module can work best in the 2.4 GHz band and the communication interval is less 
than 1 s to ensure the good communication performance; under the power of solar 
battery, the system can work at least 2–3 years and the communication distance can 
be up to 800 m in the outdoor and 200 m indoor.

The WIA-PA standard is introduced in this system. With the modular design 
method to design an industrial wireless network system based on WIA-PA standard, 
the system includes most of features of WIA-PA standard. The experiment indi-
cates that the system runs stably and further development of WIA-PA network is 
possible; at the same time, it verifies the design of WIA-PA standard is reasonable 
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and realizable, and it could be widely used in various domains under WIA-PA situ-
ations, such as industrial control flow and process monitoring of industrial safety.
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Abstract  Electric power industry is energy-intensive industry. The energy 
efficiency improvement, change of energy utilization mode, and reduction of 
carbon-based energy use of electric power industry play important roles in alle-
viating the contradiction between supply and demand of energy and improving 
the ecological environment. Theory and practice indicated that the priority use of 
clean and renewable energy and making cleaning power and thermal power com-
bined operation are effective ways to make the power system economic operation, 
improve energy utilization efficiency, and save nonrenewable energy. At present, 
hydroelectric energy is in dominant among clean and renewable energies in China. 
Hydrothermal power system combined operation is an effective way to enhance 
the energy utilization efficiency of power systems and promote the adjustment of 
energy utilization mode. The rational coordination of hydrothermal power system 
operation mode which can make the best use of the complementary advantages of 
power systems can promote power system energy-saving operation. Tightly focus-
ing on combined optimization dispatch problems for hydrothermal power system, 
this chapter has made deep research on power supply and demand as well as power 
output and replacements of hydrothermal units for the purpose of water resources 
reasonable utilization and coal and non-renewable energy conservation.

Keywords  Hydrothermal units · Optimal scheduling · Energy conservation · Ideal 
elements extension model
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3.1 � Introduction

In the current electricity market environment, the power generation scheduling still 
gives priority to the contract power mode, although some provinces promote ener-
gy-saving generation scheduling, and due to the constrained resource conditions, 
the applicability of energy-saving generation scheduling has been greatly restricted. 
So during hydrothermal generation scheduling, the optimal replacement mode still 
needs to be considered under the contract hydrothermal electricity generation [1]. 
Therefore, in this section, we construct two-phase optimized scheduling model of 
fire and water turbines based on generation performance. In the first stage, we dis-
cuss the relationship between company’s purchases of electricity and state electric-
ity distribution and set different power supply and demand situations and make 
power arrangements. In the second stage, in order to improve the overall system 
performance, the power trading center leads to make power replacement among 
turbines and then comes to the conclusion of actual electricity distribution.

Hydrothermal joint optimization scheduling in power system is under certain 
constraints, by optimizing certain criteria reasonably allocable share of hydropower 
and thermal power output, in order to achieve a certain predetermined goal [2].

Power industry implement market-oriented which adds some economic con-
straints in power system operation integration of new constraints, it impacts the 
size of the unit output, the power grid operation mode, power flow distribution, 
and ultimately affects the way the use of energy, efficiency, and economics of grid 
operation.

General hydrothermal optimization objectives are minimizing system power 
consumption, minimizing the cost of consumption in the entire system, the maxi-
mum profit from the sales generation side, the minimum purchase cost, the mini-
mizing equivalent purchase cost in power plant, and other targets.

Hydrothermal power system optimization scheduling model has properties of 
massive, strong nonlinear. For solving them effectively, there are two types of effec-
tive optimization method [3, 4]. One is the traditional optimization algorithms, in-
cluding heuristic methods, such as a slight increase rate method, Lagrange multiplier 
method, network flow programming, linear programming, dynamic programming, 
triangle cycle algorithm, triangle gyration algorithm, and coordination algorithm. 
The other one is to simulate the biological characteristics of some intelligent algo-
rithms, including genetic algorithms, artificial immune algorithm, artificial neural 
networks, simulated annealing method, chaos algorithm, particle swarm optimiza-
tion, fuzzy optimization, ant colony algorithm, differential evolution algorithm and 
so on [5, 6].

In this chapter, the main contents are to consider the connection in the purchase 
of electricity by electric company, contractual generating capacity of generation 
units, and the maximum generating capacity [7]. After subdividing, in the compre-
hensive integration of the methodology, aiming at maximizing the performance of 
generating units, we establish an ideal element extension model of turbine power 
output and displacement to analyze and calculate. According to the data of a domes-
tic regional hydrothermal generators’ operation, verify the feasibility of the model.
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3.2 � To Set the Situations of Electricity Supply and 
Demand

To set the situations of electricity supply and demand, you need to discuss the con-
nection in electricity demand, the company's actual intended power purchase, and 
maximum power output, which mainly are in the following three situations.

3.2.1 � Purchase of Electricity is Over than the Maximum 
Generating Capacity

Situation 1: In the region, the purchase of electricity by Electric Power Company 
outstrips the sum of maximum generating capacity of each unit. This time, in or-
der to meet the electricity demand, we need the purchase of electricity outside the 
region. The regional units just need to generate in accordance with the maximum 
generating capacity. We do not need to consider the power generation performance 
in inter-unit power output. The main task is to meet the demand for electricity.

3.2.2 � Purchase of Electricity is Between the Contractual 
Generating Capacity and the Maximum Generating 
Capacity

Situation 2: As the purchase of electricity by Electric Power Company below the 
sum of maximum generating capacity of each unit, we could divide it into two 
situations. One is that the purchase of electricity is over the contractual generating 
capacity, and the other is lower than it. In the first situation, all the units need to gen-
erate in accordance with the contractual generating capacity. The surplus is allot-
ted in different units according to the power performance. We should organize the 
power output in each unit that aims at maximizing the surplus power performance.

3.3 � Optimization Model of Power Output in Unit

For ease of calculation, in this section, we take a year as a scheduling circle and 
suppose the purchase of electricity is Qb, the generating capacity of all the units is 
Qs. While purchasing, we should consider the transmission power loss θ, and the 
relation of electricity supply and demand is as follows:

�
(3.1)/(1 )b sQ Q θ= −
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Furthermore, we suppose that there are I  generators in the system. Among them, I1 is 
thermal power units, I2 is hydropower sets, 1 2I I I=∩ , the ith thermal power unit’s 
maximum generating capacity is max

iV , annual generation hours is Ti
0, maximum 

hours is Ti
max, feed-in tariff is pci, auxiliary power ratio is iα , and the performance 

value is iλ ; the jth hydropower set’s maximum generating capacity is Vj
max, annual 

generation hours is Tj
0, maximum hours is Tj

max, feed-in tariff is phj, auxiliary power 
ratio is jβ , and the performance value is jϕ . National electricity distribution and 
maximum generation capacity of units is calculated as follows:

�
(3.2)

� (3.3)

Annual maximum quantity of electricity is:

�
(3.4)

�
(3.5)

3.3.1 � Situation 1

In this situation, 
1 2

max max

1 1

I I

b i j
i j

Q Q Q
= =

≥ +∑ ∑ , each unit needs to generate in accordance 

with the maximum generating capacity. The actual quantity of on-grid electricity in 
each unit is:

� (3.6)

� (3.7)

3.3.2 � Situation 2

In this situation, 
1 2

max max

1 1

I I

b i j
i j

Q Q Q
= =

< +∑ ∑  and 
1 2

0 0

1 1

I I

b i j
i j

Q Q Q
= =

≥ +∑ ∑ , all the units need 

to generate in accordance with the contractual generating capacity, and the surplus 
is allotted in different units according to the maximum power performance. The 
surplus quantity of electricity is:

� (3.8)

0 max 0 (1 )i i i iQ V T α= −

0 max 0 (1 )j j j jQ V T β= −

0 max max (1 )i i i iQ V T α= −

0 max max (1 )j j j jQ V T β= −

max
i iQ Q=

max
j jQ Q=

1 2
0 0

1 1

I I

b i j
i j

Q Q Q Q
= =

∆ = − −∑ ∑
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This time, the target is to maximize the performance value. The special model is:

�
(3.9)

The specific constraint conditions are as follows:

�
(3.10)

� (3.11)

� (3.12)

In the formula,

iQ∆ 	� represents the i th thermal power unit’s remaining power capacity which is 
over than the contractual capacity;

jQ∆ 	� represents the j th hydropower unit’s remaining power capacity which is over 
than the contractual capacity.

Solving the above model, you can obtain the result of the other power output of each 
unit in this situation, and the actual on-grid electricity of each unit is:

�
(3.13)

�
(3.14)

3.4 � The Optimized Generation Replacement Model of 
Units

In order to maximize the performance of the electric system, on the basis of the first 
stage, we should make further effects on power performance replacement. Suppose 
that granter is S and recipient is B, the performance value is WSand WB, among 
which 1 2( , , , )TS s s sIW w w w= …  and 1 2( , , , )TB b b bJW w w w= … ; the sold quantity of 
electricity of granter is 1 2=( , , , )S s s sIQ q q q… ; the prices are 1 2( , , , )S s s sIP p p p= …
; the sold quantity of electricity of recipient is 1 2=( , , , )B b b bJQ q q q… ; the prices are 

1 2( , , , )S s s sIP p p p= … ;
Then, the objective function of the model is:

� (3.15)

1 2

1 1

max
I I

i i j j
i j

f Q Qλ ϕ
= =

= +∑ ∑

1 2

1 1

I I

i j
i j

Q Q Q
= =

+ = ∆∑ ∑

0 i iQ Q≤ ≤ ∆

0 j jQ Q≤ ≤ ∆

0
i i iQ Q Q= + ∆

0
j j jQ Q Q= + ∆

1 1

max ( )
S B

bi si ij
i j

w w Q
= =

−∑∑
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Via the power performance replacement, we can get the result of the quantity of 
electricity of replacement in involved units Qij ; furthermore, we can obtain the final 
generating capacity.

For the granter, the surplus is:

�
(3.16)

In the formula,
Qsi

( )1 	 represents the granter’s generating capacity in the first stage;
Qsi

* 	 represents the granter’s actual generating capacity after replacement;
Qij

	� represents the quantity of electricity of replacement by the ith granted unit and 
recipient unit.

For the recipient, the generating capacity of jth unit after replacement is:

�
(3.17)

In the formula,
Qbj

( )1 	 represents the recipient’s generating capacity in the first stage;
Qbj

* 	 represents the recipient’s actual generating capacity after replacement.

3.5 � Example Analysis

In order to make emulation on two-stage optimized scheduling model of hydrother-
mal units, in this section, we collected some relevant data of hydrothermal genera-
tors running in a region and discuss the different results of output scheduling in 
three situations. There is a sufficient storage capacity as well as relatively more 
hours in generating of hydropower units in this region. In order to enhance the grid 
connection on hydropower, we should decrease generating hours in thermal power 
units. In this section, we employ the ideal element extension model which is based 
on comprehensive integration model. Combined with the relative data (because that 
there are the large quantity of relative data, and our research is not focused on them. 
In this section, we only make out the results, not the relative data), we are going to 
evaluate the performance of power plants and apply the obtained data to the two 
stage optimized scheduling. In the second stage, we make the trade of generating 
replacement for the purpose of maximizing the performance. The specific generat-
ing performance and relative operating data are as follows in Table 3.1:

Furthermore, we take the regional actual on-grid quantity of electricity as the 
demanded one and then use the contractual distribution model and output arrange-
ment. The statistics in on-grid energy of hydropower, the on-grid energy of thermal 
power, and electricity purchasing cost based on the results of the two optimizing 
scheduling models are in Table 3.2.

* (1)

1

J

si si ij
j

Q Q Q
=

= −∑

* (1)

1

I

bj ijbj
i

Q Q Q
=

= +∑
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The proposed model can be effectively applied to reduce overall system power 
purchase costs. In terms of these units, due to the relatively higher performance 
of hydropower generating units, the allocated quantity of electricity based on the 
mentioned model is higher than the one based on the contractual model, which also 
verified the rationality of the model mentioned in this article.

3.6 � Conclusion

In this article, it is divided into three kinds of power supply and demand situations, 
namely a maximum purchase of generating capacity, and all the units just need to 
generate in accordance with the maximum generating capacity. In the second situ-
ation, the purchase of electricity is below the contractual generating capacity, this 
time; the units reduce electricity generating capacity in accordance with the value of 
the power performance. We should give priority to the hydropower grid-connected 
power generation, when the hydro ones do not fulfill the surplus purchase of elec-
tricity; the thermal power units take the responsibility. In situation 3, purchase of 
electricity is between the contractual generating capacity and the maximum gener-
ating capacity. At this time, all the units generate in accordance with the contractual 
one; in addition, we should distribute the power output in each unit that aims at 
maximizing the surplus power performance. Furthermore, we analyze the generat-
ing replacement model, which is based on the above three situations. We employ the 
ideal element extension model which is based on comprehensive integration model 
to analyze and calculate. The model has been verified reasonably by the actual data 
in this region.

Acknowledgements  This chapter is supported by the Project of Beijing municipal philosophy 
and social science planning (12JGC080).

Table 3.1   Unit output arrangement in the three scenarios
T-U1 T-U2 T-U3 H-U1 H-U2 H-U3

St1 125000 240000 300000 164000 776000 24000
St2 116750 222361 222200 64000 116850 457840
St3 125000 227400 295120 164000 776000 12480

Table 3.2   the comparative results of two kinds of electricity distribution model
Thermal Hydro Cost

Contractual model 630350 616290 44640.665
Our model 461130 785510 41250.58
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Abstract  Doubly fed induction generators (DFIG) are gradually used in wind 
power generation, and its capacity is becoming bigger and bigger. Turn-to-turn 
short circuit of winding is common fault in DFIG, and in order to study the steady 
electromagnetic characteristic of DFIG with the stator windings turn-to-turn short 
circuit, a simulation model is built based on the finite element method. In order 
to improve the accuracy, the excitation current in finite element is calculated by 
multicircuit equation. The proposed model is employed to simulate the magnetic 
field and current of stator and rotor windings when turn-to-turn short circuits occur 
on stator windings of DFIG. From the simulated result, we obtained the frequency 
spectrum of magnetic flux density of air gap, analyzed the difference of magnetic 
field and line current of stator and rotor windings between faulty and healthy gen-
erators, and concluded the feature of stator inter-turn fault in DFIG.

Keywords  DFIG · Fault feature · Finite element method (FEM) · Multi-circuit 
equation · Stator turn-to-turn short circuit
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4.1 � Introduction

Wind power generation has been gradually increasing in the world; doubly fed in-
duction generators (DFIG) are used in wind power generation and with capacity 
being also bigger and bigger, so security and reliability of DFIG become more im-
portant. Turn-to-turn short circuit of winding is one of the common faults in electric 
machines, so the detection of stator inter-turn short fault has drawn a lot of attention 
[1–4]. It summarized and compared the stator inter-turn fault detection approaches 
[2]. Nonintrusive condition-monitoring methods, which monitor the motor’s condi-
tion using only the currents and voltages of the motor, are preferred due to their low 
cost and nonintrusiveness [2]. Different methods were used to study the variation of 
physical quantities for inter-turn fault machine [5–11]. Inter-turn short circuit of sta-
tor winding in permanent magnet motors was studied by the finite element method 
[5]. Finite element model was used to study inter-turn short circuits in induction 
motors. The wave of stator current, magnetic flux density in air gap, and torque was 
gave, analyzing frequency spectrum of stator current [6, 7]. Multicircuit model was 
employed to study stator inter-turn short circuits in DFIG with star connection stator 
winding, which indicated that stator inter-turn short circuit causes triplex harmonic 
component occurring in stator line current [8]. Multicircuit model of DFIG was 
presented with delta connection stator winding and analyzed current with inter-turn 
fault [9]. Harmonic component of rotor current was analyzed when inter-turn short 
circuits occur at stator winding in DFIG and used search-coil voltage signature to 
detect stator inter-turn fault in DFIG [10]. Time-stepping finite element method 
(FEM) of PM motor presented with inter-turn fault and studied magnetic field and 
identification of the machine parameters [11].

In the field of studying monitor, diagnosis, and protection approach when inter-
turn short-circuit fault occurs in electrical machines, it is the basis to obtain the 
feature of the electric and magnetic quantities in machines with turn-to-turn short 
circuit. This chapter presents an accurate model of DFIG with delta connection sta-
tor winding, simulates steady process of magnetic field and current of stator and 
rotor windings, and summarizes the electromagnetic characteristic of DFIG with 
stator inter-turn fault.

4.1.1 � Mathematical Model

To accurately have the model of the complex geometry structure and magnetic 
circuit saturation of DFIG, two-dimensional (2D) finite element method was em-
ployed [5–6], and the governing equation is given by (4.1)

�
(4.1)

0

:

:

Z Z
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Z Z

A A dA
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x x y y dt
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where AZ  and JZ  are the axial components of the magnetic vector potential and 
the source current density, respectively; ν  is the material reluctivity; σ is the mate-
rial conductivity; and AZ0  is the magnetic vector potential in the first boundary.

For efficient and precise determinations of the magnetic field of DFIG on the 
stator windings turn-to-turn short circuit, source current density of stator and rotor 
windings in (1) is needed, and the current of stator and rotor windings is computed 
by multicircuit model of DFIG. The multicircuit equations of DFIG are given by 
(4.2) and (4.3) [9].

� (4.2)

� (4.3)

In (4.2), A HLH p HLH HRHT T T= − +−( ) [ ( ) ]1  and B HLH HUT= −( ) 1 ,
where H is the conversion matrix from branch to loop, 'I and I are, respectively, 

loop and branch currents’ matrix, L and R are, respectively, inductance and resis-
tance matrices, and U is the branch voltage matrix in stator and rotor windings.

The proposed model is utilized to study electromagnetic field and current of sta-
tor and rotor windings in DFIG, the simulated machine is 5.5 kW and three-phase 
generator, there are 37 turns in a single stator coil, and other parameters of generator 
are listed in Table 4.1. The study concentrates on the turn-to-turn short circuit occur-
ring in a single coil because it is the incipient stage of severe fault, which is the basis 
for studying other severe inter-turn faults. When inter-turn fault occurs at a branch 
of stator phase winding (e.g., C phase), the number of loop and branch in multicir-
cuit model increases one than that of healthy generator, which is shown in Fig. 4.1.

'
' +=

dI
AI B

dt

'= TI H I

Table 4.1   Parameters of the simulated generator
Parameter Value Unit
Rated power 5.5 kW
Rated frequency 50 Hz
Rated voltage 380 V
Number of pole pairs 2
Stator slots 36
Stator winding △ connection
Stator parallel branchs 2
Rotor slots 24
Rotor winding Y connection
Rotor parallel branchs 1
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4.2 � Simulation Results and Analysis

We studied the turn-to-turn short-circuit fault occurring in a single stator coil of 
stator C phase winding. The generator is modeled supposing that the rotor speed is 
constant when stator inter-turn short circuit occurs, a three-phase symmetrical slip 
frequency source is used for energizing the rotor winding, and stator winding is 
connected to a balanced grid. To make a clearly show of the features of the electric 
and magnetic under different operating conditions, the following different cases are 
considered in this chapter.

1.	 Case A: Healthy DFIG with symmetrical stator and rotor windings, rotor runs at 
1560 and 1800 rpm, respectively;

2.	 Case B: Faulty DFIG with symmetrical rotor winding, inter-turn short circuit 
occurs in a single stator C phase coil, subjected to 1-turn fault, 5-turns fault, and 
10-turns fault, respectively, at 1560 rpm rotor speed;

3.	 Case C: Faulty DFIG with symmetrical rotor winding, inter-turn short circuit 
occurs in a single stator C phase coil, subjected to 1-turn fault and 5-turns fault, 
respectively, at 1800 rpm rotor speed.

Figures 4.2 and 4.3 describe the magnetic field and magnetic flux density in the air 
gap for healthy machine. As shown in the graph, magnetic field and magnetic flux 
density in air gap are symmetrical.

As shown in Fig. 4.4, the air gap magnetic field contains 250 and 350 Hz har-
monic, and very few 150 and 450 Hz harmonic. In addition to this, it also includes 
550 and 650 Hz of rotor tooth harmonic, and 850 and 950 Hz of stator tooth har-
monic because the developed model is 2D and rotor slot skew is neglected causing 

a b

Fig. 4.1   Choice about branch and loop of generator with inter-turn fault
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a stronger variation in the reluctance path. For healthy generator, the magnetic flux 
density of air gap only contains odd harmonic, not even and fractional one. Stator 
and rotor line currents are also symmetrical, respectively, in case A. In case B, the 
magnetic field, magnetic flux density in the air gap, and current of stator are asym-
metrical. Due to space limitations, Figs. 4.5–4.7 give only magnetic field, magnetic 
flux density in the air gap, and its frequency spectrum under 5-turns shorted in a 
single stator C phase coil at 1560 rpm rotor velocity.

In Figs. 4.3 and 4.6, the horizontal ordinate represents space distance of air gap 
in unit millimeter and the vertical ordinate represents magnetic flux density in unit 
Tesla. From Fig. 4.2 and Fig. 4.5, comparing with the healthy generator, magnetic 
field is asymmetrical for the fault one, and the saturation degree in position of inter-
turn fault increases.

Fig. 4.3  Magnetic flux density in air gap for healthy generator

 

Fig. 4.2  Magnetic field for healthy generator
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From Fig. 4.7, harmonic component in faulty generator is obviously richer than 
healthy machine. For inter-turn fault machine, the magnetic field contains all odd, 
even, and fractional harmonic. In the fault machine, comparing with healthy ma-
chine, 550 and 650 Hz of rotor tooth harmonic slightly decreases, 50 Hz fundamen-
tal component, 850 and 950 Hz of stator tooth harmonic slightly increases, 150 Hz 
harmonic obviously increases. In addition to that, all fractional harmonics occur on 
magnetic, in which 75, 175, 275 Hz harmonics and so on obviously increase. Hun-
dred hertz even harmonic and so on occur on magnetic field too.

Figures 4.8 and 4.9 describe stator and rotor line currents, stator line currents are 
asymmetrical and rotor line currents are symmetrical.

Fig. 4.4   Frequency spectrum of magnetic flux density in air gap for healthy generator

 

Fig. 4.5  Magnetic field for faulty generator on 5 turns shorted, in case B
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Fig. 4.8   Line current of stator windings on 5-turns shorted, in case B

 

Fig. 4.6  Magnetic flux density in air gap for faulty generator on 5-turns shorted, in case B

 

Fig. 4.7   Frequency spectrum of magnetic flux density in air gap on 5-turns shorted, in case B
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Tables 4.2 and 4.3 demonstrate the difference of amplitude and phase angle of 
the stator line currents between healthy and faulty generators in case B. IHm  rep-
resents the line current amplitude of healthy generator, and m

m

∆

H

I

I
expresses the rate 

of change of line current amplitude in faulty generator relative to the healthy one.
As deduced from Table 4.2, it is clear that stator line current increases with grow-

ing number of inter-turn shorted and stator C line current ICm is more greater than 
other line currents IAm and IBm  when inter-turn short circuit occurs in a branch of 
C phase winding. From Table 4.3, phase angle difference θAB  between stator line 
currents isA  and isB  decreases and less than 120°, and the other phase angle differ-
enceθBC  and θCA  increases and greater than 120° with growing number of inter-
turn shorted, when inter-turn shorted occurs in a branch of stator C phase winding. 
We simulate the current when inter-turn shorted occurs at a different phase coil, and 
the result indicates that the phase angle difference between the fault phase and the 
leading phase is greater than the others.

In case C, magnetic field, magnetic flux density in the air gap, and the current 
of stator and rotor windings follow the same principles with case B. Tables 4.4 and 
4.5 demonstrate the difference of amplitude and phase angle of stator line currents 
between healthy and faulty generators in case C. The rate of change of stator line 
current ICm in case C is larger than in case B. The phase angle difference between 
the faulty phase and the leading phase is greater than that in case B on the same 
fault degree.

Fig.4.9   Line current of rotor windings on 5-turns shorted, in case B

 

Table 4.2   Amplitude value and rate of change of stator line currents in case B
Condition IAm (A) IBm (A) ICm (A) m

m

∆ A

H

I

I (%)
Bm

m

∆

H

I

I (%)
Cm

m

∆

H

I

I (%)

Healthy 14.1 14.1 14.1 0 0 0
1-turn 
shorted

14.4 14.4 14.6 2 2 3

5-turns 
shorted

14.8 15.0 16.5 5 6 17

10-turns 
shorted

14.8 15.7 17.3 5 11 22
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In Tables  4.3 and 4.5, the difference of phase angle of stator line currents is 
defined by comparing zero-crossing point of every current wave. From the simu-
lated result, it is deduced that the inter-turn short circuit can cause asymmetry of 
current in stator winding. An asymmetrical fundamental current generates reversal 
magnetic field, which results in harmonic occurring in magnetic field of air gap and 
stator and rotor currents. Amplitude of current and phase angle difference increases 
with growing rotor slip.

4.3 � Conclusion

The proposed model was used to simulate the electromagnetic characteristic when 
inter-turn fault occurs in a single stator coil. This chapter analyzed the magnetic 
field distribution and saturation degree, magnetic flux density of air gap, and am-
plitude and phase angle difference of stator and rotor currents and gave the differ-
ence of these quantities between healthy and faulty generators. The simulated result 
indicated that:

Table 4.3   Angle difference between stator line currents in case B
Condition θAB θBC θCA

Healthy 120 120 120
1-turn shorted 118.8 121.1 120.1
5-turns shorted 112.4 124.2 123.4
10-turns shorted 110.5 128.3 121.2

Table 4.4   Amplitude value and rate of change of stator line currents in case C
Condition IAm (A) IBm (A) ICm (A) m

m

∆ A

H

I

I (%)
Bm

m

∆

H

I

I (%)
Cm

m

∆

H

I

I (%)

Healthy 16.5 16.5 16.5 0 0 0
1-turn 
shorted

16.8 16.8 17.4 1.7 1.7 5.1

5-turns 
shorted

16.8 18.1 19.0 1.7 9.4 14.5

Table 4.5   Angle difference between stator line currents in case C
Condition θAB θBC θCA

Healthy 120 120 120
1-turn shorted 119.6 123.4 116.6
5-turns shorted 114.7 126.6 118.7



38 J. Li et al.

1.	 Inter-turn fault of stator winding causes faulty branch current to substantially 
increase.

2.	 The phase angle difference between the fault phase and the leading phase is 
greater than the others, over 120°, which increases with growing number of 
inter-turn short circuits.

3.	 Stator inter-turn fault results in the variation of harmonic component in air 
gap magnetic field. This chapter summarized characteristic of all harmonic 
components.
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Abstract  It is the key technical parameter for the battery management system in 
electric vehicles to estimate the state of charge (SOC) of batteries. It is difficult to 
establish an accurate mathematical model due to the influence of characteristic of 
monomer battery, consistency of batteries, and balance control technology. First, 
the driving cycles of the vehicle are classified by the Bayes classification method; 
secondly, the SOC prediction model of multi-scale support vector machine based on 
the driving cycle discrimination is constructed. According to the statistical charac-
teristics of different driving cycles, the model parameters are optimized by Leven-
berg–Marquardt algorithm to improve the prediction accuracy of SOC. Finally, the 
rationality and practicability of the proposed method are verified through simula-
tion and analysis.

Keywords  Driving cycles · SOC estimation · Support vector machines · 
Levenberg–Marquardt

5.1 � Introduction

The storage battery is one of the key technologies for electric vehicles. How to 
improve the accuracy of state of charge (SOC) estimation is the key technique for 
the battery management system and it is related to many factors: the functions of 
SOC including the density of the battery electrolyte, the open-circuit voltage, the 
resistance, and other parameters. In order to improve the accuracy of SOC estima-
tion, many kinds of methods have been proposed such as the discharge test method 
[1], Ah metrology, the open-circuit voltage [2], the load voltage method [3], the 
electrochemical impedance spectroscopy [4], the resistance method, the linear mod-
el approach, the neural network and so on [5]. The traditional method of battery 
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estimated performance is based on precise mathematical models, but the establish-
ment of it is based on the physical and chemical regulations reacted in the battery 
internal. It applies a large number of the assumptions and empirical parameters to 
the process of modeling, and the model precision is limited. And the expression of 
the model is a multi-parameter set of partial differential equations, and the solving 
process is so complicated to solve some simpler problems. As to the battery under 
the actual working state, the internal reaction is very complex and it is very difficult 
to meet the actual needs.

Support vector machines (SVM), as developed in the statistical learning theory, 
have been widely used in terms of nonlinear classification, function approximation, 
and pattern recognition [6, 7]. Compared with the neural network, the SVM method 
has more solid theoretical foundation of mathematics, and it can effectively solve 
the problem of high-dimensional data model constructed under limited conditions; 
besides, SVM also features the advantage of generalization ability, convergence to 
the global optimum, and the dimension of insensitivity.

Levenberg–Marquardt (LM) algorithm, as a kind of iterative technique to locate 
the minimum variable function, is one of the basic technologies of solving nonlinear 
least squares problems. It can deal with redundant parameters effectively, and it has 
been widely used in the optimization algorithm.

In this paper, in combination with characteristics of the storage battery remaining 
energy in HEV which is used as bus in one city, the prediction mode is established 
based on the least squares support vector machine. According to different driving 
cycles, the established prediction model is decomposed under multi-scale. As to 
different battery discharge modes, a different-scale kernel function is adopted to 
implement the prediction of the battery remaining capacity with its structure as 
shown in Fig. 5.1.

Fig. 5.1   Based on least squares support vector machine of the battery remaining capacity estimated
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5.2 � Prediction Model of Battery Remaining Capacity 
Based on Least Squares Support Vector Machine

The idea of SVM for multivariate nonlinear estimation is to introduce the hyper-
plane thought to map all of the nonlinear estimation problems into a hyperplane lin-
ear estimation. The input of the system is the ambient temperature, battery voltage, 
and current x = [x1, x2, x3], while the output of the system is the battery remaining 
capacity y = [y]. Based on the least squares SVM, the steps of the prediction of bat-
tery remaining capacity are shown as below:

The kernel function is selected as the quadratic polynomial:

� (5.1)

where the category of data that are acquired by the input sensor is 3, xi = [xi1, xi2, xi3], 
and n is the number of data samples, i = 1, 2,…, n.

The Lagrange function is defined as:

�
(5.2)

where ω is the weight vector, b is the bias, and ω and b are the undetermined param-
eters. ei is the accuracy of the training data, and ei

2 is the least squares loss function. 
C is the capacity factor. α i is the Lagrange multiplier, and xi and yi are the known 
input–output data samples, where yi = [yi]. In order to reach the maximum of G, 
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where i = 1,…,n. Remove the parameters ω  and ei, and the equation becomes
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(5.4)
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j = 1,2,…,n. According to the Formula (5.4), we will obtain the parameters α and b 
with the method of the squares method.
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�
(5.5)

5.3 � Based on the Levenberg–Marquardt Algorithm of the 
Multi-Resolution Support Vector Machines

A multi-scale compact expression is given through the multi-scaling decomposition 
of the kernel function in the objective function. It ensures the overall trend of target 
curve without distortion and possesses good local approximation ability as well 
as small generalization error. In this chapter, according to different driving cycles, 
optimize the best decomposition scale by the Levenberg–Marquardt algorithm to 
obtain the optimal scale.

The scaling kernel function is defined as:

�
(5.6)

where δ is the shift coefficient and 2 j is the scale.
Define q = [k,2 j], qnew is the parameter after optimization, and qold is the param-

eter before optimization. e  =  qnew-qold is an error. The e can be expanded into a first-
order Taylor series when the qnew-qold is very small.

�
(5.7)

where

� (5.8)

where p is the pth samples and e is a vector for ep element.
The sum of the squared error is as below:

�
(5.9)

where sgn( ( ) ( ))10
new olde q e qλ −= , and it chooses the optional initial values. In order to 

obtain the smallest E, we take the derivative of qnew.

�
(5.10)

Take Formula (5.10) into Formula (5.1–5.7) ~ (5.1–5.9) and repeat it like this until E 
meets the requirement; the calculated data qnew is the best decomposition scale k, 2j 
of Formula (5.6) by using Levenberg–Marquardt algorithm at the moment.
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5.4 � Prediction of the Driving Cycle

The Bayes discriminant method often describes this knowledge by the prior prob-
ability distribution and draws a sample. Revise the existing knowledge by using 
sample to get a posterior probability distribution. Finally, the driving cycles are clas-
sified and discriminated by the posterior probability method to make the effect to be 
more ideal and the application more extensive. In this paper, we select the maximum 
speed, average velocity, minimum acceleration, average acceleration, uniform time 
proportion, idle time proportion, average acceleration of acceleration section and 
average deceleration of retardation section, the average opening of the pedal, and 
the time of pedal to zero to be characteristic values. The urban driving cycles are di-
vided into the crowded and the unimpeded. The characteristic parameter in different 
driving cycles is acquired. Then, the driving cycles are analyzed by the Bayes classi-
fication method. First, the driving process is divided into several pieces according to 
certain period, and the characteristic parameters that have a greater influence on the 
condition prediction of each driving segment are extracted. Several typical cycles 
that can represent the bus driving process are divided. Then, the real-time measured 
data are forecasted based on the Bayes discriminant method [8].

Assume that there is the overall G i ki ( , , , )= 1 2 � and it has the probability den-
sity function fi(x). According to the analysis of mathematical statistics, we know 
that the frequency of occurrence of Gi is qi. That is to say, when the sample x0 
occurs, calculate x0 belonging to what kind of probability. Calculate the posterior 
probability based on Bayes formula:

� (5.11)

Discrimination rules are shown as below:

�
(5.12)

If we consider the misjudgment loss, use the Bayes discriminant analysis of the 
misjudgment loss. If there is the overall Gi (i = 1,2,…,k), the prior probability is 
{qi, i = 1,2,…,k}, and the Gi has the probability density function fi(x); when the loss 
is {C(j/i)}, the solution of the divided Bayesian is as follows:

� (5.13)

where hj(x) = qii
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=∑ 1  C(j/i) fi(x), and x is the sample extraction value of the un-
known population. Firstly, calculate K, the wrong judgment average values accord-
ing to the prior probability weighting, and then compare the size of them. Finally, 
select the smallest to determine whether this sample is general.
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5.5 � Simulation Analysis

Firstly, the driving cycle is divided into urban, suburban, and high speed. According 
to the Bayes discriminant method, we use the data sample to build a sample library 
about the kinematic characteristic values. Assume that the current temperature is 
25°C and the initial value of SOC is 0.4. With NEDC driving cycle, the output volt-
age, the current, and predicted curves of soc are shown in Figs. 5.2, 5.3, 5.4, 5.5.

From the simulation diagrams, under the NEDC condition, when the driving 
speed reaches the maximum, the storage battery is in the state of discharge; at the 
same time, the value of SOC reaches the minimum. Compared with the traditional 
method, the predictive efficiency is improved and the predictive result is more rea-
sonable and practical.
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Fig. 5.3   Output current of 
the battery

 

Fig. 5.2   Output voltage of 
the battery
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5.6  Conclusion

The prediction method of the battery remaining capacity based on the multi-scale 
least squares support vector machine features a higher accuracy rate. It is applicable 
to the classification problem in the small sample and may improve the calculation 
speed effectively. The data in different cycles are optimized by the improved LM 
algorithm. The prediction of the residual capacity in any state of nickel–metal hy-
dride battery’s charging and discharging process can be realized and it makes the 
forecasting result more accurate, reasonable, and practical.
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Abstract  Doubly fed induction generator (DFIG) is widely used in the field of 
wind power, and the rotor windings inter-turn short-circuit fault of DFIG is one of 
the focuses of the current domestic and international research. Taking into account 
the special characteristics of the structure and operational, it is difficult to make 
accurate positioning of inter-turn short-circuit fault of DFIG. In this chapter, the 
finite element theory and Ansoft are used to simulate and analyze the diffidence 
of flux density between the DFIG running in normal and rotor windings inter-turn 
fault, getting the variation characteristics. It is indicated the feasibility of locating a 
fault slot from the perspective of the magnetic properties. Then, the position of fault 
slots is located by the data, collecting by the combination of the detection coil and 
optoelectronic devices, and detecting by wavelet decomposition.

Keywords  Doubly fed induction generator · Inter-turn short-circuit fault of rotor 
windings · Wavelet decomposition · Locate the fault slots

6.1 � Introduction

As the core of wind power, doubly fed induction generator (DFIG) is the research 
focus of international experts. The winding fault is up to 12.89 % [1] among the 
common faults of wind power generator system. After the winding inter-turn short-
circuit fault occurs, it causes overheating of the windings and unit vibration inten-
sified and may destroy the DFIG. So it is necessary to detect this fault as early as 
possible. Research in the area of fault diagnosis of DFIG generates keen interest 
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as the clamor for renewable energy. Spectral characteristics of voltage and current 
are used to detect this fault [2], and other methods and detecting data are used to 
determine whether there is a winding inter-turn short fault [3–6]. But those experts 
above do not study on how to locate the position of fault slots.

Detection coil has been applied to the detection of synchronous generator rotor 
turn short-circuit fault [7, 8]. When this fault occurs, the symmetry of the generator 
is destroyed, so as to the flux density. The effective numbers of turns in fault slots 
are reduced, so as to the slot leakage flux and the e.m.f. (electromotiveforce) in the 
detection coil, and with the deepening of the fault, we have the greater of the value 
of the reduced [9].

With the inter-turn short fault occurs, at least two slots’ leakage flux is changed, 
as shown in Fig. 6.1. In order to locate the fault slot position, detection coil is fixed 
in the gap of DFIG to collect the change of leakage flux, and the optoelectronic 
device is coaxially mounted with detection coil to set time reference. In this paper, 
wavelet decomposition is used to analyze those monitoring data, and then, it is easy 
to calculate the position of fault slots.

6.2 � Fundamental

Wavelet decomposition has advantage over Fourier analysis at time-domain analy-
sis. Moreover, in the field of singular point detection, wavelet decomposition has 
unmatched advantages over other methods. In this paper, the mutation points and 
time-domain information should be detected, so wavelet decomposition is the best 
choice.

Generally, mutant signal in generator fault diagnosis can be divided into two cat-
egories: the first discontinuity point and the second type of discontinuity point. The 
first point of discontinuity, i.e., a certain time, the signal amplitude is mutated, caus-
ing signal discontinuities. The second type of discontinuity point, i.e., the amplitude 
of the signal without mutation, but the occurrence of a mutation appears in order of 
differential signal and discontinuous [10]. The mutation in this study belongs to the 
second category discontinuity points.

Let an arbitrary smooth function satisfy the following conditions:

�
(6.1)( ) ( )1,  lim 0

x
x dx xθ θ∞

−∞ →∞
= =∫

Fig. 6.1   Schematic of wind-
ing inter-turn short circuit
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Select the first derivative of the wavelet function ( )
( )

d x
x

dx

θψ =  and ( )xψ  satisfy the 

conditions. Let 1 x

s s
θ θ  =   

, and then, Wf x( ) can be represented by f x( ).

�
(6.2)

Therefore, if you choose a smooth function of a first-order differential wavelet, it 
can detect the mutation points of f x( ) by wavelet transform of the maximum am-
plitude of Wf x( ).

N is the vanishing moments of wavelet function dbN, with the larger of the or-
der, the stronger of the ability, which reflects the signal frequency detail of wavelet 
transform. In the motor fault diagnosis, low-frequency component parts, in which 
requiring N does not have to be too high, should be concerned more, especially in 
the analysis of the current signal. In the selection of wavelet basis, its regularity 
should also be considered. In order to analyze the mutation signals effectively, the 
wavelet function which with bad regularity is selected. When singularity appears, it 
contains high-frequency component and it is irregular, so five layers of db3 wavelet 
decomposition are used in this paper.

6.3 � Settings of Simulation

In this paper, simulation model is built in finite element analysis software Ansoft 
and run the model after setting the necessary conditions. Collect the values of ra-
dial flux density when the DFIG is normal, and rotor winding inter-turn short fault 
occurs.

The simulation model is built based on the real DFIG in the laboratory, and the 
basic parameters are shown in Table 6.1.

Make the following assumptions in order to simplify the way of solving simula-
tion:

1.	 Without considering the saturation of ferromagnetic material;
2.	 Ignoring the outer surface of the stator leakage magnetic field, and the cylindri-

cal of stator flux boundary is parallel;
3.	 The rotor winding and rotor core insulation;
4.	 Take radial flux density as analysis objects.

( ) ( ) ( ) ( ( ) ( ))s
d

Wf x f x x s f x s x
dx

ψ θ= =

Table 6.1   Basic parameters of the doubly fed induction generator (DFIG)
PN: 5.5 KW nN: 1440 r/min
Outer diameter of the stator 210 mm Inner diameter of the stator 136 mm
Outer diameter of the rotor 135.2 mm Stator and rotor slots 36/24
Inner diameter of the rotor 48 mm Gap 0.4 mm
Shaft length 155 mm Number of pole pairs 2
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6.4 � Simulation Results and Analysis

Simulation is set as above, the rotor is running counterclockwise, rotor slots are 
numbered clockwise, and the inter-turn short fault is set in the 19th slot and 24th 
slot. The initial time and initial position are specified at the time when No. 1 slot 
geometric center axle with the x-axis intersects, flux density values are collected 
clockwise at the same time. The distance between rotor axis and detection coil is 
radius named r. The circumference of the flux density is c 2 rπ= . The average dis-

tance between two adjacent slots on the circumference of the sample is 2
l

r

Z

π
∆ =

. The rotor speed is named n, and cycle time is named 60
T

n
= . The time difference 

when the geometric center of two adjacent slots under detection coil is as follows:

�
(6.3)

At any time, the 1st slot position is 01 *( / 360)c c θ= − , where θ  is the angle of 
rotation of the rotor. Considering the interaction between each slot flux density, the 
scope of one slot is extended to each side at the length of 0.5 l∆  in the geometric 
center of the slot.

In accordance with the above provisions, assuming that a fault occurs in the slot 
whose number is k, where k is a positive integer. l represents the position of the 
maximum or minimum value of flux density difference, so the slot number k satis-
fies the inequality below:

� (6.4)

In this section, the slip s 0.2=  is taken as an example, and the initial position and the 
initial slot numbers of generator are shown in Fig. 6.2.

The simulation model runs at slip of 0.2, and the positions of rotor slots at the 
time of 0.42 s are shown in Fig. 6.3.

Collect the values of flux density at the entire circumference when the rotor is 
normal and the rotor winding inter-turn short fault occurs, and make difference of 
them and then draw the curve of the difference in Fig. 6.4.

In this section, the air gap flux density difference curve at the time of 0.42 s is 
taken, for example, to make a detail instruction. When the rotor winding inter-turn 
short fault occurs, the effective turns of the coil in the fault slot are reduced, and the 
flux density changes significantly at the same time, but others are not. The position 
of the maximum difference is 1l 151.3mm= , as shown in Fig. 6.4, and the position 
of the minimum difference is 2l 244.7mm= . Then, the effective turns of the coil in 
the slots which the position mentioned above corresponding to are changed greatly 
by the analysis above.

The basic data of DFIG at the time of 0.42 s are shown in Table 6.2.

60
t

T

Z n Z
∆ = =

⋅

0 0(k-(Z 1)) 0.5 (k ( 1)) 0.5l l l l l Z l l+ + ∆ − ∆ < < + − + ∆ + ∆
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Taking the basic data into the form to the formula (6.4), the fault slot number k1 
satisfies the inequality below:

� (6.5)
0 1 1 0 1(k 25) 0.5 (k 25) 0.5l l l l l l l+ − ∆ − ∆ < < + − ∆ + ∆

Fig. 6.3   The rotor position 
at 0.42 s
 

Fig. 6.2   The initial position 
and slot numbers of simula-
tion model
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And the fault slot number k2 satisfies the inequality below:

� (6.6)

Then, getting 1k 19=  and 2k 24= , that is to say the inter-turn short fault occurs in 
19th slot and 24th slot which are satisfied with the simulation settings.

6.5 � Changes and Analysis of EMF Detection Coil

Whether there is an inter-turn short fault of the DFIG occurs, the degree of the fault 
can be determined by the spectrum analysis of EMF of detection coil [11].

When the rotor winding is normal, the rate of slot leakage flux changes and the 
effective turns are equal in each slot. However, the rate of slot leakage flux changes 
and the effective turns would be reduced when there is an inter-turn short fault, so as 
to the amplitude of the EMF. Comparing with the normal slots, the EMF amplitude 
of detection coil conducted by fault slots will be significantly reduced.

To highlight the changes of EMF, the differences of EMF when the rotor winding 
is normal and the fault is taken as the research subjects.

One complete data are collected, when the generator is running stable, as a sam-
ple. Wavelet decomposition is used to detect significant change points, and just d1 
is drawn below to show the change points clearly. Combining d1 and the time refer-
ence collected by optoelectronic device, we get Fig. 6.5.

In Fig. 6.5, the significant change points are shown clearly, the time when the 
fault slots are under the detection coil is 1t 37.45ms=  and 2t 47.85ms= . Time error is 
taken into consideration as the section above, so time error within 0.5 t± ∆  is allowed 

0 2 2 0 2(k 25) 0.5 (k 25) 0.5l l l l l l l+ − ∆ − ∆ < < + − ∆ + ∆

Fig. 6.4   The flux density dif-
ference at the time of 0.42 s
 

r 67.85mm= 426.3mmc= 144.0θ °=
l 17.76mm∆ = 1l 151.3mm= 2l 244.7mm=

The position of 1st slot: 01 *(144 / 360) 255.8mmc c= − =

Table 6.2   Basic data at the 
time of 0.42 s
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to locate the slots based on different time. So the fault slot number k and fault time 
t should satisfy the inequality below:

� (6.7)

Take (6.3) into (6.7) to calculate the inequality.
The fault slot number k1 corresponding to the fault time t1 should satisfy the 

inequality below:

� (6.8)

So as to k2 and t2 should satisfy the inequality below:

� (6.9)

After calculating, we get 1k 19=  and 2k 24= , that is to say the inter-turn short fault 
occurs in 19th slot and 24th slot which are satisfied with the simulation settings.

A series of different data when s 0.1=  and s 0.2=  is collected to verify the po-
sitioning method proposed in this paper, and the results show that this positioning 
method is accurate and reliable.

�Conclusion

In this paper, the feasibility of locating the fault slots is discussed, and locating the 
fault slot position by wavelet decomposition has been done successfully. Conclu-
sions of the study are as follows:

1.	 When the rotor winding inter-turn short fault occurs, the flux density correspond-
ing to the fault slots changes significantly, and the degree of change increases 
with the degree of the fault.

2.	 When the fault occurs, the effective turns of coil are reduced, and the leakage 
flux of the fault slots is reduced, too. Then, the fault slot position is located by 

(k 1) 0.5 (k 1) 0.5t t t t t− ∆ − ∆ < < − ∆ + ∆

1 1 1(k 1) 0.5 (k 1) 0.5t t t t t− ∆ − ∆ < < − ∆ + ∆

2 2 2(k 1) 0.5 (k 1) 0.5t t t t t− ∆ − ∆ < < − ∆ + ∆

 Fig. 6.5   The difference curve 
of EMF in detection coil
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the position to which the maximum and minimum of flux density difference 
correspond to. Analysis shows that it is feasible to determine the location of the 
rotor winding inter-turn short fault slots from the perspective of the flux density.

3.	 When there is the fault, the EMF of detection coil generated by fault slots is 
decreased. After the calculation of the data, collecting by the combination of 
detection coil and optoelectronic device, positioning by wavelet decomposition, 
the fault slots numbers would be determined.

This study provides a positioning method and a theoretical reference for the study 
of rotor winding inter-turn short fault.
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in China (E2014502015).
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Abstract  To characterize the complex physical behavior of power transformer’s 
internal fault is very important for its protection and fault detection. Therefore, 
this chapter presents a complete three-dimensional-coupled field-circuit model 
to analyze the internal short-circuit faults of power transformer. The coupled 
mechanism and modeling which are used to evaluate the performance of transformer 
under internal short-circuit fault condition are introduced as well. A 500  kVA, 
three-phase, oil-immersed, core-type transformer is modeled by this field-circuit 
3D-coupled method. Based on this, a deep analysis for turn-to-turn and internal 
phase-to-phase faults is made. The distribution of magnetic field and electrical 
characteristics which contribute to the development of reliable and sensitive fault 
detection methods are discussed in this study.

Keywords  Power transformer · Internal short circuit · Field-circuit coupled · Model

7.1 � Introduction

Power transformer is a major power system component that permits economical 
power transmission with high efficiency and low series-voltage drops. Statistics 
shows that nearly 70 % of transformer failures are caused by undetected internal 
short-circuit faults [1]. Therefore, a thorough understanding of the complex physi-
cal behavior of transformer internal faults can provide a sound theoretical basis for 
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developing a reliable and sensitive method to detect the faults. For this reason, it is 
necessary to establish transformer transient model and analyze the characteristics of 
transformer under internal short-circuit condition. There are three classical models 
used to perform the transformer internal fault, which are electric equivalent circuit 
model [2–3], magnetic circuit model [4], and the 2D finite-element model [5–6]. 
However, these models are not effective consideration of transformer internal mag-
netic field and cannot be accurately used to characterize the internal short-circuit 
faults of power transformer.

In an attempt to obtain more detailed characteristic of transformer under 
internal faults, a 3D field-electric circuit-coupled model based on time-stepping 
finite-element method is presented. Several typical internal faults are simulated. 
Comparing simulating results with the nameplate values, the correctness of this 
model is validated.

7.2 � Field-electric Circuit-Coupled Model

7.2.1 � Magnetic Field Equations

Considering the difficulty in meshing and simulation times, the silicon steel is con-
sidered as isotropic without hysteresis, and eddy current in the laminated steel is 
also ignored. Nevertheless, the core loss can be calculated by Bertotti loss separa-
tion model [7–8]. Therefore, the partial differential equation of 3D nonlinear mag-
netic field can be expressed as:

� (7.1)

where A, µ , and Js are the magnetic vector potential, the magnetic permeability, 
and the source current density, respectively.

The Bertotti loss separation model can be written as:

� (7.2)

where Ptotal, Ph, Pexc, and Pcls are the total loss, hysteresis loss, classical eddy current 
loss, and excess loss, respectively. f is the frequency of the magnetic induction, and 
kh, kc, and ke are the hysteresis loss coefficient, the eddy current loss coefficient, and 
the excess loss coefficient, respectively.

Assuming that the solution region is meshed with tetrahedron elements, Eq. (7.1) 
can be spatially dispersed based on the edge finite method. The interpolation func-
tion is given by

1

µ
∇× ∇× = sA J

P P P P k fB k fB k fB k B k Btotal hys cls exc h m c m e m m= + + = + + = +2 2 1 5
1

2
2( ) ( ) .

mm
1 5.
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� (7.3)

where Ni is the element shape function, Aα is the integral of magnetic vector 
potential on the element edge, and i, j, and α  are the node and edge numbers of the 
tetrahedron, respectively.

According to Eq. (7.3), the dispersed matrix equation can be obtained as follows:

� (7.4)

where K, A, and F are the coefficients of stiffness matrix, the vector of magnetic 
vector potential, and the right side vector, respectively.

According to the transformer geometry, Eq. (7.4) can be decomposed to explain 
the coupling principle between magnetic field and electric circuit clearly.

� (7.5)

� (7.6)

where B0 corresponds to the no current area which is composed of core and tank. 
B1, B2 … Bm-2, and Bm-1 correspond to the current area which are composed of 
windings. la n and s, ,  are the coil direction vectors which are field unit vector and 
tangential at the windings, the number of winding turns, and the total cross-section-
al area of windings (only including metal region), respectively.

7.2.2 � Electric Circuit Equations

The circuit equation of the transformer winding is

	 TU TE TRI TL
I= − + +
d

dt
� (7.7)

where T is the matrix which represents the connection between each independent 
winding. U, I, E, L, and R are the terminal voltage sources, the winding current, the 
back-emf of windings, and the inductance and resistance of each winding, respec-
tively.

6 6

( )e ea i j j iA N N N N Aα α
α α

= = ∇ − ∇∑ ∑W W

KA F=
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n n

e e
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7.2.3 � Field-Electric Circuit-Coupled Equations

The total induced back-emf in winding can be calculated from the magnetic vector 
potential:

� (7.8)

Then, the Eq. (7.7) becomes

� (7.9)

From (7.4) and (7.9), the transient field-electric circuit-coupled equations can be 
obtained as

� (7.10)

where G
K B

0 TR
X

A

I
P

0 0

TB TL
Q

TU
=
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= = =
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*T

0 .The Eq.  (7.10) will be 

dispersed by the Crank–Nicholson method in the time domain, and the dispersed 
equations are nonlinear which can be solved by Newton–Raphson method.

7.3 � Analysis and Discussion

7.3.1 � Transformer Parameters and Modeling

Based on the mathematical principles discussed above, a three-phase, oil-immersed, 
core-type transformer has been simulated under several typical internal fault cases. 
Transformer parameters are shown in Table 7.1.

Figure 7.1 presents the simulation schematic diagram of this transformer. As 
shown in this figure, the principle used for modeling internal winding fault in field 

cc

d d n d
e d d

dt dt s dt α
φ

Ω
= − = − ⋅ = − ⋅ Ω∫ ∫� A l A l

TU TB
A

TRI TL
I

= + +*T d

dt

d

dt

Where B B B B B* .T
m m

T= …[ ]− −1 2 2 1

+ =
•

GX P  X Q

Rated power 500 kVA Connection Yyn0
HV-rated 
voltage/current

6.6 kV/43.8 A Short-circuit 
impedance

3.95 %

LV-rated 
voltage/current

400 V/721.7 A Winding type Layer

Rated 
frequency

50 Hz Core loss 727 W

Table 7.1   Transformer 
parameters
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domain is to divide the winding in which the internal fault occurs into two subcoils: 
the short-circuit part and the remaining coils. Corresponding to Eq. (7.7), the elec-
tric circuit equations of each independent winding can be written as

� (7.11)

In the circuit, the switch is closed for transformer internal fault simulation which 
can be represented by the alteration of transformation matrix. For example, to mod-
el the turn-to-turn short-circuit fault of B-phase in this transformer, the transforma-
tion matrix can be written as follows:
Normal operation condition turn to turn fault of B - phase

T =

1 -1 0 0

1

00 0 -1 0 0

0 1 -1 0 0 0 1 -1 0

-1 0 1 0 0 0 0 1 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 1

0 0 0 0 0 1 0 0 0
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�	

� (7.12)

To multiply Eq. (7.11) by Eq. (7.12), the electric circuit equations of the transformer 
under different operation conditions are as follows.

u e R i

u e R i

u e R i

u e R i r

A A A A

B B B B

C C C C

x x x x load

= − +
= − +

= − +

= − + +

1 1 1 1

1 1 1 1

ii L
di

dt

u e R i r i L
di

dt

u e R i r

x load
x

y y y y load y load
y

z z z z l

+

= − + + +

= − + + ooad z load
z

Bshort Bshort Bshort Bshort

Cshort

i L
di

dt
u e R i

u e

+

= − +
= − CCshort Cshort CshortR i+























Fig. 7.1   Field-electric circuit-coupled schematic diagram for simulation

 



G. Hu et al.60

Normal operation condition:
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Turn-to-turn fault of B-phase:
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7.3.2 � Turn-to-Turn Short-circuit Fault

First, a turn-to-turn fault involving 5.6 % of the turns (20 turns) that occurs at 
t = 0.04 s on the primary windings of phase “B” is simulated. The primary windings 
are supplied by the rated voltage, and the secondary windings are connected to rate 
resistive inductive load (power factor is 0.95).

Figure 7.2 presents the terminal currents and circulating current in the shorted 
turns. When a turn-to-turn fault occurs on the primary winding, a very large circu-
lating current will flow in the shorted turns. The circulating current is the source of 
an MMF, which opposes to the primary winding and shares the same direction with 
the secondary. Thus, the inter-turn fault has an effect in decreasing the fundamental 
flux, thus consequently increasing the primary current and decreasing the secondary 
current to compensate it.
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Table 7.2 shows the comparing results between calculating values under normal 
operation condition and the nameplate values. From this table, we know that the 
calculation errors are within 5 %, which indicates that the transient operating state 
of transformer can be simulated accurately by this model.

Figure 7.3 presents the flux density distribution inside the transformer under 
normal operation conditions. It clearly reveals that the flux density distribution 
in the healthy transformer has a horizontal symmetry axis that passes through the 
center of the transformer core limbs and the magnetic flux in the core is much 
higher than the leakage flux.

Table 7.2   Simulation results compared with nameplate values
Parameters Nameplate values Simulation results Error
HV voltage (kV) 6.6 6.6 0
LV voltage (V) 400 391.9 − 2.03 %
HV current (A) 45.82 43.8 − 4.41 %
LV current (A) 721.7 707.11 − 2.02 %
Power (KVA) 500 491 − 1.80 %
Core loss(W) 727 692 − 4.81 %
Short-circuit 
impedancea

3.95 % 3.81 % − 3.42 %

a The short-circuit impedance was calculated using energy method [9]

Fig. 7.2   Current waveforms for the turn-to-turn fault on the primary winding of transformer, 
occurring at the t = 0.04 s of phase B.

 

Fig. 7.3   Flux density distribution inside the transformer under normal operating conditions
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The distribution of magnetic flux density after the occurrence of turn-to-turn 
fault is shown in Fig. 7.4.

Compared with the normal operation condition, the core gets into saturation, the 
leakage flux around shorted turn increases significantly, and the flux in the core 
limb surrounded by the shorted turn decreases; the symmetry in the magnetic flux 
density distribution does not exist.

When a turn-to-turn fault occurs on the secondary winding, the current and flux 
density distribution has similar characteristics with the occurrence on the primary. 
Such as the primary current and the secondary current of non-fault phase will in-
crease, the secondary current of fault phase will decrease, and the magnetic flux 
density distribution is asymmetrical inside the faulty transformer. Due to the limited 
space, the current waveform and flux density distribution are not shown here.

7.3.3 � Internal Phase-to-Phase Short-circuit Fault

Since the inside windings that are closed to core are the secondary, the primary 
windings are outside. Winding internal phase-to-phase short-circuit fault that hap-
pens on the same longitudinal position of the B, C primary windings is analyzed in 
this study. Each phase involves 12 shorted turns. Terminal current and circulating 
current in shorted turns are shown in Fig. 7.5. Figure 7.6 presents the flux density 
distribution after the fault occurrence.

Fig. 7.5   Current waveforms for internal phase-to-phase fault on the primary winding of trans-
former, occurring at the t  = 0.04 s of phase B, C

 

Fig. 7.4   Flux density distribution inside the transformer under turn-to-turn fault conditions
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In the figure, the current on the primary side of phase B, C increases evidently, 
but the current of phase A as well as secondary current remain almost unchanged. 
Currents flowing in the shorted turns are very large and phase opponent in phase 
B, C. The flux density distribution characteristic shows familiar to the turn-to-turn 
fault discussed above.

7.4 � Conclusion

In this paper, a 3D-coupled field-circuit model has been developed and applied in 
analyzing the internal short-circuit faults of power transformer. The detailed formu-
lation and modeling to evaluate the performance of transformer under the internal 
short-circuit fault have been introduced. Field-electric circuit-coupled model pro-
vides a direct visual observation of electromagnetic field distribution and change 
in the power transformer. It is useful for understanding the transient feature of the 
transformer under different operating conditions. Turn-to-turn fault and internal 
phase-to-phase fault have been discussed in this study. Some useful characteristics 
of internal fault have been extracted. These results will help to develop reliable and 
sensitive methods for detection of the internal faults on the windings for the power 
transformers.

Acknowledgements  This work was supported by National Natural Science Foundation of China 
(51107093), State Key Laboratory of Advanced Electromagnetic Engineering and Technology 
(Huazhong University of Science and Technology), and Fundamental Research Funds for the 
Central Universities (2014-IV-143).

References

1.	 Abed NY, Mohammed OA. Modeling and characterization of transformers internal faults using 
finite element and discrete wavelet transforms. Magn IEEE Trans. 2007;43(4):1425–8.

2.	 Patrick B, Pierre B, Meunier M. A transformer model for winding fault studies. Power Delivery, 
IEEE Trans. 1994;9(2):690–699.

Fig. 7.6   Flux density distribution inside the transformer under internal phase-to-phase fault 
conditions

 



G. Hu et al.64

3.	 Mladen K, Guo Y. Modeling and simulation of the power transformer faults and related 
protective relay behavior. Power Delivery, IEEE Trans. 2000;15(1):44–50.

4.	 Hao WB, et  al. A new research for internal fault simulation model of transformer. Power 
System Technology, 2006. PowerCon 2006. International Conference on. IEEE. 2006;1–6.

5.	 Wang H, Butler KL. Finite element analysis of internal winding faults in distribution 
transformers. Power Delivery IEEE Trans. 2001;16(3):422–8.

6.	 Behjat V, Vahedi A. Numerical modelling of transformers interturn faults and characterising 
the faulty transformer behaviour under various faults and operating conditions. IET Electr 
Power Appl. 2011;5(5):415–431.

7.	 Bertotti G. Hysteresis in magnetism: for physicists, materials scientists, and engineers[M]. 
New York: Academic Press Inc; 1998. pp. 10–548.

8.	 Sergey EZ, et al. Static and dynamic hysteresis models for studying transformer transients. 
IEEE Trans on Power Delivery. 2011;26(4):2352–62.

9.	 Zhang J, et al. Hurley Leakage inductance calculation for planar transformer with magnetic 
shunt. Energy Conversion Congress and Exposition (ECCE), IEEE. 2013. pp. 643–648.



65

Chapter 8
Position Detection and Error Compensation  
for Tubular PMLSM with Hall-effect Sensors

Yong Zhang, Fang Li and Peiqing Ye

Y. Zhang () · F. Li · P. Ye
The State Key Laboratory of Tribology, Tsinghua University, 100084 Beijing, China
e-mail: zhangy10@126.com

F. Li
e-mail: lifphd@163.com

Abstract  In this chapter, a new position detection method for tubular permanent 
magnet linear synchronous motor (TPMLSM) is proposed. Instead of using grating 
sensors, the linear hall-effect sensors are adopted, which reduce the cost largely. 
In some special PMLSM, the position of hall-effect sensor is restrained by the 
size of motors, leading to an extra error. So a predetermined lookup table for error 
compensation is proposed in this paper. Furthermore, the finite element analysis 
based on Ansoft also demonstrates the validity and reliability of the position 
detection and error compensation of the tubular PMLSM based on hall-effect 
sensors.

Keywords  Tubular PMLSM · Hall-effect sensors · Position detection · Error 
compensation · Lookup table

8.1 � Introduction

In various industrial applications, the direct linear servo systems with tubular 
PMLSM are becoming more and more widespread [1]. And compared to traditional 
systems, that kind of linear servo systems have many advantages of faster transient 
response, control capabilities, and simpler manufacture due to tubular PMLSM, 
making it a more attractive transmission mode [2]. In traditional systems, the ex-
pensive grating sensors, which cost more than some hundred dollars, are generally 
utilized in position control that increases the whole cost largely [3]. But in some 
application fields, the requirement of position accuracy is not high enough to use 
the expensive grating sensors [4], so a new method of position detecting based on 
a kind of low-cost hall-effect sensors has been proposed and studied in this paper. 
Compared to grating sensors, hall-effect sensors only cost less than five dollars, 
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so the cost of the PMLSM is reduced largely. And by using hall-effect sensors, the 
measurement process of the position detecting is simplified greatly. However, to 
pursue a higher accuracy, the predetermined lookup table is made to compensate 
the position errors.

The remainder of this chapter is organized as follows. First, the topology of 
tubular PMLSM and the theoretical analysis for position detection are illustrated 
in Sect. 2. In Sect. 3, the model of PMLSM is built and the finite element analysis 
based on Ansoft is finished. Then, the experiment results are illustrated in Sect. 4. In 
Sect. 5, error compensation for PMLSM is finished based on finite element analysis 
and experiment results. Finally, Sect. 6 concludes the entire paper.

8.2 � The Position Detection of Tubular PMLSM with Hall-
Effect Sensors

Figure  8.1 shows the topology of tubular PMLSM with two linear hall-effect 
sensors which are installed in the middle of the stator. As known, the magnet field 
at the position between mover and stator mainly depends on the distance to the 
mover. And in an optional position, the magnetic flux density along x-axis can be 
described as a sinusoidal wave. The linear hall-effect sensors are used to measure 
the magnetic flux density based on Hall Eeffect. In other words, the output voltage 
of the sensors is linear to the magnetic flux density. And to detect the position of the 
mover accurately, the sensors must be apart 90° of electrical angle, which means 
half polar pitch. In this case, the output signal of the sensors will become sinusoidal 
wave and cosinusoidal wave. Through anti-trigonometric, the electrical angle can 
be calculated easily, and then, the position of the mover can be calculated [5].

The output voltage of two hall-effect sensors is U1 and U2, and then,

� (8.1)

From the formulas, the electrical angle of the mover θ can be calculated.

� (8.2)
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Fig. 8.1   Topology of 
tubular PMLSM
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And because 90° of electrical angle means half polar pitch (λ), the electrical angle 
is linear to the distance compared to the initial position of the mover.

� (8.3)

However, in some application fields, the distance between mover and stator is usu-
ally decreased to achieve a better performance of thrust, which limits the instal-
lation of the hall-effect sensor, making it more difficult to detect the position and 
decreasing the accuracy. When the accuracy does not meet the requirement, the 
error compensation is needed. And the position detection and error compensation of 
the special tubular PMLSM is studied in Sect. 3 and Sect. 5.

Actually, the direct output from sensors is not as good as expecting. Owing to 
the external factors, such as surrounding temperature and machining errors, so there 
will be some ripples in the output, which reduces the stability of position control. To 
restrain the ripple, a low-pass filtering and amplifying circuit as shown in Fig. 8.2 
is designed.

8.3 � Finite Element Analysis of PMLSM

The model of the tubular PMLSM is built in Ansoft which is a software based on 
Maxwell differential equations. Then, the finite element analysis is carried out on 
this model. The magnetic flux density is shown in Fig. 8.3. What we concern the 
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Fig. 8.2   The low-pass filtering and amplifying circuit
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most is the magnetic flux density on the mounted position of the two sensors, so 
the input of the sensors is shown in Fig. 8.4. From Fig. 8.4, we can conclude that 
the signal is sinusoidal wave approximately [6]. But as said it was mentioned be-
fore, the decreasing of the distance between mover and stator, which restrains the 
installation of the hall-effect sensor, leads to a large error compared to the optional 
mounted position. To visualize the error, the results are shown in Fig. 8.5, where the 
sine and cosine signals are plotted in both axis [7]. Theoretically, Fig. 8.5 should be 
a perfect circle, instead of a rhombus.

From Fig. 8.5, we can get the electrical angle, and then, the mover’s position can 
be achieved according to equation (3). From simulation, we can find that the elec-
trical angle of magnetic flux density is approximately linear to the position of the 
mover, correlating with the theory. The results are shown in equation (4).

� (8.4)18.0345 0.7857xθ = × −

Fig. 8.4   The input magnetic flux density of sensors along the mover’s position

 

Fig. 8.3   The distribution of magnetic flux density
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8.4 � Experiment Results

Using the linear grating sensors, we carry out an experiment by moving the mover 
at a fixed speed. Figure 8.6 shows the experiment table and our tubular PMLSM. 
The output of the low-pass filtering and amplifying circuit is also collected to cal-
culate the position of the mover. To compare with the result of finite element analy-
sis, the output voltage is also shown in Fig. 8.7, and the x–y diagram is shown in 
Fig. 8.8. We can find that it is in accordance with the finite element analysis. From 
the data, the electrical angle along the mover’s position can be calculated, and the 
result is as follows:

Fig. 8.5   The x–y diagram of the input magnetic flux density

 

Fig. 8.6   Experimental 
picture
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� (8.5)

8.5 � The Error Compensation of PMLSM Based on Finite 
Element Analysis and Experiment

From the analysis in Sect. 2, the electrical angle is linear to the distance of the mov-
er. However, the hall-effect sensors do not install on the optional position because 
of the limitation of the small gap, so there is a theoretical error shown in Fig. 8.9, 
and from Fig. 8.9, the simulation is up to about 340 μm. Similarly, the actual error is 
about 500 μm in Fig. 8.9, and two curves have similar changing trend, meaning that 
the results of simulation agree well with experiment data. However, the theoretical 
error is much smaller and more regular than the actual error. This is because that 
the actual parameters of the permanent magnet and linear hall-effect sensors are 
incompletely consistent with the theoretic one. These differences are mainly caused 
by the production of PMLSM. Firstly, the hall-effect sensors could be incompletely 
perpendicular to y-axis, and the distance between two sensors must exist a deviation 
from half polar pitch, which all contribute to the error.

In order to reduce the error, a lookup table for error compensation which is used 
in the drivers of PMLSM is made. And after compensation, the error is reduced to 
100 μm, and the curve is also shown in Fig. 8.9. In traditional method for position 

18.0987 2.6724.xθ = × −

Fig. 8.7   The output of the amplifying circuit along the mover’s position
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Fig. 8.9   Error curve of the detection angle

 

Fig. 8.8   The x–y diagram of the measured signals
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detection using grating sensors, the error is about 10 μm. So compared to hall-effect 
sensors, the grating sensors have higher accuracy, but in some application fields, 
the accuracy does not need to reach to 10 μm, and using hall-effect sensors, it is 
enough. So in that kind of application field, it is a better choice to use hall-effect 
sensors considering the cost.

8.6 � Conclusion

In this paper, the finite element analysis and the experiment results all prove that it 
is possible to use low-cost and available hall-effect sensors to detect the mover’s 
position. And the experiment results we achieved are consistent with the theoretical 
analysis and simulation results, which are shown from the error curves. The best 
advantage of the method is the low cost of hall-effect sensors compared to using ex-
pensive grating sensors. In the production of PMLSM, there are a lot of machining 
errors compared to simulation, and in some special PMLSM, the mounted position 
of hall-effect sensors also decreases the position accuracy. So in order to improve 
the accuracy in comparison with grating sensors, a lookup table is made to decrease 
the error from 500 μm to 100 μm and improve the reliability in positioning PMLSM.
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Abstract  The stator winding inter-turn short-circuit fault is one of the common 
faults of doubly fed induction generator (DFIG). In this paper, the multi-loop theory 
is used for the mathematical modeling, while different faults under different condi-
tions are simulated by MATLAB. Due to the drawbacks in the EMD decomposition 
method, the results of decomposition cannot distinguish the inter-turn short-circuit 
fault from some non-fault conditions, while, by introducing the EEMD decomposi-
tion method, the problem can be solved. Using the new method, the voltage imbal-
ance, variable rotor speed, and other factors on the interference in the process of 
inter-turn short-circuit fault diagnosis can be ruled out; therefore, the result of the 
current spectrum analysis is more reliable. EEMD method can provide a more reli-
able guarantee for stator inter-turn short-circuit fault detection.

Keywords  Doubly fed induction generator (DFIG) · Multi-loop · EEMD · 
Inter-turn

9.1 � Introduction

Currently, the doubly fed induction generator (DFIG) is one of the main equipments 
of the operational wind power generators; however, its work environment is so bad 
that it has a high failure rate. Stator inter-turn short-circuit fault accounts for more 
than 30 % of the generator faults [1]. Therefore, the monitoring and early diagnosis 
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for DFIG fault play an important role in maintaining the safe and stable operation 
of the generator and power grid.

9.2 � EMD Decomposition and EEMD Decomposition

Empirical mode decomposition (EMD) is part of Hilbert–Huang transform (HHT) 
which is put forward by Norden E. Huang, which includes two steps: First is de-
composing all the target signals into intrinsic mode function (IMF), and the decom-
position process is called EMD, then transforming the IMF by Hilbert.

9.2.1 � EMD Decomposition

Only the data that meet the following two conditions can be decomposed by EMD: 
1 The sum of envelopes of its maximum points and minimum points is symmetric 
along the timeline; and 2 the number of the extreme value point and the number of 
passing zero should be equal or differ at most of 1.

One of the disadvantages of EMD method is as follows: Some scale will be lost 
when the data are not pure white noise; therefore, modal aliasing phenomenon came 
into existence. It means that an IMF component includes a signal of big scale dif-
ferences, or a similar scale signal appears in a different IMF component. All data 
contain the signal and noise in reality life; therefore, the EMD modal aliasing phe-
nomenon is inevitable. This is one of the main drawbacks of EMD [2].

9.2.2 � EEMD Decomposition

Ensemble empirical mode decomposition (EEMD) is a data analysis method for 
noise auxiliary aiming at overcoming the drawback of EMD method [3].

Decomposition steps of EEMD decomposition method are as follows:

1.	 A new signal x t( ) is obtained through putting a group of white noise ω( )t  into 
original signal;

2.	 IMF component rn  is obtained by EMD decomposition of new signal;
3.	 Put different white noise into the target signal and repeat the above two steps;
4.	 The IMF component groups c tn ( ) are obtained after decomposing;
5.	 Take the corresponding average IMF as the final IMF group;
6.	 Take the corresponding average of residual component as the final IMF group.

Then, the final signal x t( ) equation is as follows: x t c t r tn
n

m

m( ) ( ) ( ).= +
=
∑

1

Based on the above steps and formulas, EMD and EEMD methods are simulated 
by MATLAB programming.
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9.3 � The Mathematical Model of Multi-Loop

The multi-loop mathematical model under normal circumstances can be written as 
follows [4]:

� (9.1)

where U represents the stator and rotor voltages, I represents the current column 
vector, respectively, R means the stator and rotor resistances, and p stands for the 
differential operator.

Flux equation is given as (9.2).

� (9.2)

L is a matrix made up of self-inductance and mutual inductance of stator winding 
and rotor winding.

According to the loop, the transformation matrix H of branch and loop under 
normal circumstances can be written as follows:

�

(9.3)

H and ψ  will be substituted into (9.1). A new equation is shown as follows:

� (9.4)

The current in branch and loop of stator and rotor should be as follows:

� (9.5)

I’ is the current of the stator and rotor.
After combining (9.5) with (9.4) and simplifying, the following Eq. (9.6) can be 

obtained:

�
(9.6)
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where U HU  L HLH  R L HRH’ ’ ’ ’= = = +, ,T Tp .
After the transformation, a generator multi-loop mathematical model has been 

created. Faults are simulated by MATLAB programming, and Eq. (9.6) is solved 
through using fourth-order Runge-Kutta method, and then each loop current of sta-
tor and rotor can be obtained. After transforming using Eq. (9.5), each branch cur-
rent can be obtained. Short-circuit turns form a new loop when the stator inter-turn 
short-circuit fault occurs. Thus, considering the new loop in the analysis and cal-
culation, various physical quantities of different degrees of failure can be obtained 
through the same way.

9.4 � Analysis Simulation Results

Based on the above theory, a 5.5-kW doubly fed induction generator is simulated. 
The generator’s basic parameters are as follows: Rated frequency is 50 Hz, rated 
voltage is 380 V, the stator slot number is 36, the rotor slot number is 24, the pole 
number is 2, number of turns of each stator coil is 37, number of turns of each rotor 
coil is 12, and the rotor speed is 1200 rpm.

Line current Ib is constituted by phase current B and C; Ic is constituted by phase 
current A and C; Ia  is constituted by phase current A and B.

Stator and rotor three-phase line current waveforms is shown in Figs. 9.1, 9.2.
As shown in figures, when the motor runs normally, three-phase current of stator 

is equal, phase difference is 120°, and waveform of rotor is smooth; when 5-turn 
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short-circuit fault occurs, three-phase current of stator will be asymmetrical, and 
amplitude of current Ib  and Ic  increases at varying degrees. Because of the influ-
ence of harmonic, there are different degrees of volatility in the waveform of ro-
tor three-phase current, but the three-phase current basically keeps symmetry. The 
simulation results are based on the generator’s design principle.

9.4.1 � Comparison of Results of EMD and EEMD Analysis

The multi-loop mathematical model simulation results are processed by the EMD 
and EEMD. Generator reaches steady state at 0.6 s, and the 2-turn short circuit oc-
curs at 0.8 s. Analysis results of stator current Ic are shown in Figs. 9.3, 9.4 below:

The waveforms that start at 0.6 s are EMD and EEMD transformation of short-
circuit fault current Ic, and the fault occurs at 0.8  s. IMF 1-2 in Fig.  9.3 shows 
obvious changes at 0.8 s, and a whole signal waveform is divided into two parts 
by the EMD method. Due to amplitude, phase and frequency change after the fault 
occurs; thus, fault waveforms are identified and divided into two segments by EMD 
decomposition. As known from simulation that 0.8  s is the point of fault, EMD 
method can identify the time point and is helpful to further determine the generator 
fault. Figure 9.4 shows that there is a similar phenomenon with IMF 1-2 of Fig. 9.3 
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in IMF 5-7. These results prove the feasibility of the two methods in the diagnosis 
of stator inter-turn short-circuit fault.

Figure 9.3, 9.4 show the analysis which starts from steady state of current; how-
ever, when analysis starts from unstable state, some problem will appear as a result 
of EMD decomposition. When fault occurs at 0.8 s, the analysis result of current Ic  
of 2-turn short circuit that starts from 0 s is shown as follows:

Figure 9.5 reflects a situation that generator inter-turn short-circuit fault occurs 
at 0.8 s, and waveform starts at 0 s. Fig. 9.5 shows that there are interference wave-
forms at fault point as a result of traditional EMD decomposition. Because there 
are three states (unsteady state, steady state, and fault state) after the generator gets 
started, the traditional EMD decomposition method cannot effectively distinguish 
unsteady state from fault state, and the current is divided into three parts. EMD 
decomposition cannot accurately judge the fault point, which will interfere with the 
generator fault diagnosis.

But the interference is ruled out after using EEMD. IMF 5-7 in Fig. 9.6 shows 
that current waveform is accurately divided into two parts––fault-free state and 
fault state. The method excludes the situation of unstable generator and only retains 
the characteristics of identifying stator inter-turn short-circuit fault current.

The decomposition results of other situations are similar:
Rotor speed changes from 1200 rpm to 1350 rpm at 0.8 s (Figs. 9.7, 9.8), and 

20 % drop in stator A-phase voltage happens at 0.8 s (Figs. 9.9, 9.10). IMF 1-2 in 
Fig.  9.7 shows that the traditional EMD decomposition makes an obvious reac-
tion at the change point 0.8 s. However, there is no obvious reaction in each IMF 
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waveform in Fig. 9.8 that is decomposed by EEMD. Change of rotor speed does not 
make such a decomposition resulting in stator inter-turn short-circuit fault.

Figure 9.9 illustrates that there also is a vibration at 0.8  s point when unbal-
ance fault occurs, although this phenomenon is not similar with others above, the 
vibration will interfere with the diagnosis process. However, EEMD decomposition 
does not come up with that result, and there is not obvious vibration at fault point 
in Fig. 9.10. Therefore, this method does not define voltage unbalance situation as 
a fault nor makes a better distinction between the two faults.

These results say that EEMD decomposition can reflect the generator fault better 
and reduce the influence of other factors in fault diagnosis.

9.4.2 � Research of Fault Diagnosis

When the generator inter-turn short-circuit fault occurs, harmonic 10, 30, 70, 90, 
110, 130, 170 Hz of stator current will increase significantly, and at the same time, 
harmonic 50, 70, 90, 110, 130, 150 Hz of rotor current will also increase signifi-
cantly [5].

Harmonic analysis is as shown in Fig. 9.11:
If the inter-turn short-circuit fault is an asymmetric fault inside the generator 

in terms of macro, then the stator and rotor currents will also contain a harmonic 
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component under the situation of outside voltage asymmetry of the generator. Volt-
age unbalance fault current Ia  harmonic analysis is shown as follows:

As Figure 9.12 shows, when the doubly fed generator stator asymmetric load 
fault occurs, harmonic increment of stator and rotor currents is similar with inter-
turn short-circuit fault; therefore, the two faults cannot be distinguished accurately 
by judging harmonic analysis merely, and this could cause misjudgment and impact 
the diagnosis.

There will be harmonic and unbalance current under voltage unbalance situation; 
therefore, unbalance voltage fault is the most serious interference factor on stator 
inter-turn short-circuit fault diagnosis. EMD cannot tell the difference between un-
balanced voltage and stator inter-turn short-circuit fault; however, EEMD can make 
stator inter-turn short-circuit waveform change at fault point, while there is no obvi-
ous vibration under the situation of voltage unbalance. EEMD method excludes the 
influence of voltage unbalance when analyzing harmonic.

9.5 � Conclusion

Analysis of different situation shows that as the defect of EMD decomposition, there 
are some wrong judgments in the results of decomposition when the conditions of 
generator are unstable, rotor speed changes, and voltage is unbalance. However, the 
defects can be overcome by EEMD decomposition method. By comparing the two 
methods, EEMD decomposition makes less wrong judgment. EEMD decomposi-
tion can not only find out the fault point accurately, but also can effectively exclude 
interference of other factors on the stator inter-turn short-circuit fault diagnosis. 
Especially in the analysis process of stator inter-turn short-circuit current harmonic 
diagnosis, EEMD decomposition can exclude interference of voltage unbalance 
very well and make the doubly fed induction generator stator inter-turn short-circuit 
fault diagnosis more reliable.
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Chapter 10
Chaotic Property Identification and Prediction 
of Performance Degradation Time Series for 
Hydropower Unit
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Abstract  The performance degradation time series of hydropower unit is recon-
structed in phase space by using the chaos theory. Chaotic property of the series 
is found through analysis. The degradation time series is predicted based on the 
adding-weight one-rank local-region method. The condition monitoring data of 
hydropower unit are used to verify the proposed method. The results show that it 
is feasible to predict the performance degradation of hydropower unit by using the 
chaos prediction method. The proposed method has high accuracy. It is a new way 
to operate and maintain the hydropower unit.

Keywords  Hydropower unit · Performance degradation · Chaotic property · 
Adding-weight one-rank local-region method · Degradation prediction

10.1 � Introduction

The assessment and prediction of hydropower unit’s performance degradation is an 
important part of the research for the sake of the unit’s safe and stable operation. Ac-
curate prediction of performance degradation is the basis for drawing up the unit’s 
maintenance plan. High-accuracy prediction can ensure hydropower units run in 
more reasonably safe and stable condition. The forecast precision has a direct im-
pact on the hydropower plants’ economic benefit; therefore, it is necessary to carry 
out the performance degradation assessment and prediction to do a lot of research 
works so as to better ensure the reliability of hydropower units’ operation [1].

Due to more factors affecting the hydropower units’ performance and nonlinear-
ity of the hydroelectric power system itself, the units’ performance degradation time 
series presents seemingly random characteristics. It is difficult to establish a pre-
cise mathematical model to make description; therefore, it is extremely essential to 
study more reliable and accurate method to predict unit’s performance degradation.

© Springer International Publishing Switzerland 2015
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In this paper, the real monitoring data of a hydropower unit are selected to ana-
lyze the chaotic characteristics of this unit’s performance degradation time series. 
Based on this analysis, the degradation time series of the unit’s performance has 
chaotic properties and the phase space reconstruction method is used to establish 
adding-weight one-rank local-region prediction model [2] for hydropower unit’s 
performance degradation time series. The proposed model is used to predict the 
changing trend of unit’s real degradation time series.

10.2 � Chaotic Property Identification of Performance 
Degradation Time Series for Hydropower Unit

In this paper, the chaos theory is applied to analyze the inherent characteristics of 
hydropower units’ performance degradation, namely, to identify its chaotic charac-
teristics. If the performance degradation time series has chaotic characteristics, the 
phase space reconstruction theory and the chaos analysis method will be adopted 
to build the prediction model of hydropower units’ performance degradation. The 
changing regulation of performance degradation is analyzed by using the proposed 
method.

According to Takens theory, for a time series, when m ≥ 2d + 1 ( m is the embed-
ding dimension, and d is the associated dimension of power system), the attractor 
can be recovered in the m-dimensional reconstructed space, and the phase trajectory 
of space is reconstructed to remain diffeomorphism for the original dynamic system 
[3].

When the hydropower unit is in operation, for a given condition parameters time 
series {x( i)}, where i = 1, 2, … , n, if the embedding dimension is m, the time delay 
is τ, the phase space is reconstructed:

� (10.1)

where i = 1, 2, … , N; N = n−( m−1)τ as the sampling points of time series. Every 
phase point contains m components. As to the N phase points, a phase type is consti-
tuted in m-dimensional phase space. The change among phase points in m-dimen-
sional phase space describes the system’s evolution trajectory in the phase space.

The phase space reconstruction has a pivotal role in chaos prediction. The se-
lection of embedding dimension and time delay are pivotal in phase space recon-
struction. If the calculated attractor in the reconstruction phase space has positive 
maximum Lyapunov exponent, the unit’s performance degradation time series has 
chaotic properties. In this paper, mutual information method [4] is used to compute 
the delay time. The Cao algorithm [5] is used to compute embedding dimension 
in phase space reconstruction. The Wolf method [6] is used to calculate the largest 
Lyapunov exponent of performance degradation time series.

Y i x i x i x i x i m( ) [ ( ), ( ), ( ), , ( ( ) )]= + + + −τ τ τ2 1�
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10.3 � Prediction of Performance Degradation Time Series 
for Hydropower Unit

If the hydropower units’ performance degradation time series has chaotic character-
istics, the chaotic characteristics can be fully utilized to predict the changing trend 
of performance degradation time series. This can improve the accuracy to a certain 
extent. In this paper, the adding-weight one-rank local-region method [2] is used 
to predict the changing trend of hydropower units’ performance degradation time 
series with the specific steps as follows:

Step 1: Look for the nearby points.
In the phase space, the space distance between each neighborhood point and Yk 

is calculated, and the reference vector sets Yki of Yk are found, where i = 1, 2, … , q. 
The weight of Yki is defined as follows:

�
(10.2)

where l is a constant coefficient, generally taking l = 1, where di is the distance be-
tween the points Yki and Yk, and dm is the minimum of di.

Step 2: Local linear fitting.
One-order weighted local linear fitting is as follows:

� (10.3)
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Based on the weighted least squares method:
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� (10.6)

� (10.7)

Solving (10.6), (10.7), a, b are obtained:

� (10.8)

� (10.9)

Step 3: Make predictions.
  Equations (10.8), (10.9) are substituted into Eq. (10.4). The one-step predicted 

value Yki + 1 of Yki can be obtained.
Dynamical system is developing and changing with the passage of time. Some 

disturbance factors of the future will continue to come into the system and will exert 
influence on the system. Although the history information of system has certain ef-
fects in researching it, the predicted value with practical value and higher precision 
is the most recent data for the prediction time (called the new information). The 
other farther data only reflect a trend [7].

Therefore, there is no need to use a model to predict all values in the future. In 
this paper, a known time series is firstly used to establish chaotic prediction model 
so as to predict a value Yki + 1; then, the real value corresponding to the predicted 
value Yki + 1 is added to the known time series with the oldest data point removed 
meanwhile so that the length of the time series remains unchanged. Afterward, the 
next value Yki + 2 is predicted by using the chaos model. And the latest real value 
corresponding to Yki + 2 is added to the time series, while the oldest data are re-
moved until the forecast is completed.

10.4 � Case Study

In this paper, the real condition monitoring data (July 2008 ~ December 2011) of 
a pumped storage units (rated power 250 MW, rated speed 333 r/min) are used to 
study the chaotic properties of hydropower units’ performance degradation time 
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series and predict them. The vibration is an important indicator of evaluating hydro-
power units’ operational reliability. In this paper, the vibration data of upper bracket 
horizontal vibration in direction-X are selected as the research subjects. Figure 10.1 
demonstrates the flowchart of the hydropower unit’s performance degradation pre-
diction.

In order to get a real-time operation condition of the hydropower unit, use the 
condition monitoring data of unit in the initial running stage and in good without 
fault condition to establish the vibration standard model of unit in health condition. 
Considering the important effect of active power and working head on the unit’s 
vibration characteristics, and the good fitting performance of multivariate adaptive 
regression splines [8] for the scattered data, a vibration-power-working head three-
dimensional surface model for hydropower unit is built based on multivariate adap-
tive regression splines. According to the proposed model, the mapping relationship 
v = f( P, H) between unit power ( P), working head ( H), and vibration parameters ( v) 
can be obtained.

As to the 800 sets of data from September 22, 2008 ~ September 18, 2009, 600 
sets of data are selected to establish a healthy and standard model with the remain-
ing 200 sets of data used as the test samples for validating the model. In order to 
make the three-dimensional multivariate adaptive regression splines model have 
good performance, the selected 800 sets of healthy and standard data should cover 
the changing range of the working head and the active power work. The active 
power and working head of 200 sets of test samples are input to the model to com-
pute the healthy and standard values in corresponding condition. The results show 

Fig. 10.1   Flowchart of hydropower unit’s performance degradation prediction
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that the healthy and standard values are agreed with the real values. The average 
relative error is 2.86 %.

The real-time online condition monitoring data (the data of active power and 
working head from May 12, 2011 ~ December 15, 2011) after two years are substi-
tuted into the unit health model v( t) = f( P( t), H( t)) to get health standard value v( t) 
in the current operating condition. v( t) is compared with the real value r( t), and the 

degradation degree D( t) is obtained, where D t
r t v t

v t
( )

( ) ( )

( )
%=

−
×100 , as shown in 

Fig. 10.2.
It is shown in Fig. 10.2 that the unit’s vibration parameter begins to degenerate 

after two years of operation. The degradation trend has strong volatility and non-
stationary. To get the changing trend of the unit performance in the future, it needs 
to establish a nonlinear prediction model for prediction.

The mutual information method, Cao algorithms, and Wolf method are, respec-
tively, used to calculate the time delay τ, embedding dimension m, and the maxi-
mum Lyapunov exponent λ of performance degradation time series (as shown in 
Fig. 10.2) of hydropower unit. The results are as follows: τ = 6, m = 12, λ = 0.1475. 
It can be seen that the unit’s performance degradation time series has chaotic 
properties.

According to the calculated time delay τ and embedding dimension m, the phase 
space reconstruction is made and the adding-weight one-rank local-region method 
is used to predict the changing trend of unit’s performance degradation. The first 
593 data are used to reconstruct the phase space; the 594 ~ 643 point data are used 
to forecast the trend. The predicted results are shown in Fig. 10.3.

As shown in Fig. 10.3, the predicted values of unit’s performance degradation 
are agreeable with its real values. The predicted average relative error is 7.52 %. The 
predicted results show that it is feasible to use the proposed method to predict the 
performance degradation of hydropower unit.

Fig. 10.2   Performance degradation trend graph of hydropower unit
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10.5 � Conclusion

The chaos theory is used to analyze and calculate the performance degradation time 
series of hydropower unit. This study shows that this time series has chaotic proper-
ty. According to the phase space reconstruction theory, the adding-weight one-rank 
local-region method is used to predict the changing trend of this time series. The 
example analysis shows that it is feasible to use the chaos theory to predict the trend 
of hydropower unit’s performance degradation time series. The predicted results 
are reasonable. The proposed method can timely and accurately estimate the unit’s 
performance conditions and changing trend. It has strong practical value.
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Chapter 11
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Abstract  Take the three-phase asynchronous motor as the controlled plant, a 
comparative study of the cosimulation method is carried out based on the platform 
which consists of MATLAB/Simulink and Saber. Firstly, build a control model 
in the Simulink environment, and then compile and set the portable control mod-
ule by using the tool RTW; call the control module into the SaberRD sketch of 
the whole asynchronous motor space vector pulse width modulation (SVPWM) 
control system. Experimental results show that this cosimulation system has the 
characteristics of flexible application and expected output data, so this study offers 
a new practical method for research and development of the complex power elec-
tronic system.

Keywords  SaberRD · Simulink · Cosimulation · Asynchronous motor · SVPWM

11.1 � Introduction

The saber platform as power electronic product developed by Synopsys company 
was born in American, which has been widely used in power electronic, mechanical 
and electrical integration, mechanical, electronic and optical fields [1]. This soft-
ware platform features representative current development, advanced level design 
editing functions, simulation models and analytical skills; support to the standard 
language and mixed signal modeling; support top-down and bottom-up design 
method; hybrid analysis technology and wire harness design and advanced cloth 
line capacity [2].

This paper proposes an effective method for the first time, in combination with 
the MATLAB/Simulink and SaberRD as united simulation platform for establish-
ing the whole control system [3–4]. It has given the detailed design steps that 
the rotor flux vector control system for asynchronous motor as the experimental 
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object [5]. Firstly, related researches about the joint simulation of several other 
schemes based on Windows operating system are introduced; then, in combination 
with the example, this new joint simulation method is focused based on Simulink/
RTW. Experiments show that the method as proposed in this paper runs faster and 
has higher precision than the traditional single platform. Especially, it is helpful 
to practical engineering of the real-time development for large-scale power elec-
tronic system.

11.2 � Comparison of Joint SaberRD–Simulink Simulation 
Schemes

There are several methods provided in the developed platform with two softwares. 
These three methods are relatively more effective than others. The first and second 
method has been used widely for its simple procedure. The third one is used in 
Saber structure, but the research of application is seldom seen. This strategy is pro-
posed for the purpose of complementing the technique.

1.	 Cosimulation is used for interactive design tool to connect to the SaberHDL 
simulator and Simulink. It may include the simulation algorithm of Saber and 
Simulink, MAST template, and SaberRD simulation module [6]. Because it is a 
synchronous collaborative simulation, the use of this scheme requires the user 
to install the MATLAB and the SaberRD on the same computer. As shown in 
Fig. 11.1, in accordance with the process of the preconfiguration on the software 
platform [7]:

Configuration
of Matlab

Set Simulink
models

Set SaberRD
models

Activate corresponding version of script file
in Matlab installation

Analysis of data

Run Cosimulation in SaberRD

Save additional Simulink
models

Fig. 11.1   Usage process of 
cosimulation in SaberRD
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Running the simulation with SaberRD as the main body and in the Simulink devel-
op simulation model as SaberRD entity at meanwhile. The key of using this scheme 
is to combine the simulation as the interface definition, which needs two software 
environment and reasonable definition for realizing the combined interaction, re-
spectively. In the MATLAB model in the process of development, the Saber Cosim 
module should be used as the interface function and S-function into Simulink and 
then save the file as *.mdl [8].

2.	 The Saberlink function is the transmission of data between MATLAB and Saber 
interface, the interactive window of special operation in the Saber/CosmosScope 
page. The data transmission can be dual directional. This method focuses on the 
data transmission. The model does not involve the interoperability. In order to be 
suitable to the high real-time request, it does not involve the device and model-
invoking circumstances.

3.	 Use of RTW development control module. This study adopts the scheme of 
combined simulation. The control module of “portable controller” development 
process is shown in Fig. 11.2: Five files specified in the configuration file are 
necessary during the model generation, which have to be found out manually 
from the SaberRD installation directory and then copied to the MATLAB/Simu-
link working directory by using the RTW function to call. Among them, “Saber_
rtw.tlc” is the control file top target language compiler (compared to the original 
Simulink RTW grt.tlc file, you can see the MATLAB help file-specific infor-
mation). “Saber_rtw_foreign.tlc” is in line with the C code generation model 
of SaberRD programming specifications, including C model database package 
and desired output. “Saber_rtw_symbol.tlc” is the symbol definition standard 
SaberRD-based simulation environment, which is used to describe the graphic 
module from input ports to the output ports. “Saber_rtw_mast.tlc” is based on 
the MAST language-developed SaberRD template. “Saber_rtw_nt.tmf” plays 
the role of defining the model of the compile and link interface and generates the 
dynamic link library CONTROLLERC.dll file.

Fig. 11.2   RTW file develop-
ment process
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After the completion of Simulink model development, the control module will be 
“Build” that needs to do some set of simulation parameters. On the one hand, the 
simulation type in solver is changed into a fixed step size; for example, a simulation 
step of SaberRD is t1, the fixed step size in the Simulink simulation sampling time 
t2, which is generally set to the t1 = t2 or t2 = N*t1. N is a positive integer; on the 
other hand, run the foreign model in SaberRD with high precision, the simulator 
will “Warn” promptly, and the results may be distorted seriously. With the steps to 
configure RTW, specify the system target file “saber_rtw.tlc,” and the appropriate 
user variable is set in the computer, thus pointing to the C program compiler.

11.3 � Vector Control System of the Induction Motor

The space vector pulse width modulation technology is used in combination with 
the simulation method described in this paper, the rotor flux of induction motor in-
direct oriented control. The control system is called the vector control (VC) system 
or the rotor flux-oriented control (FOC) referred system by the orthogonal coor-
dinate system, equivalent to DC motor model [9]. The application of the double 
closed loop controls the structure of the system, in which the outer-loop feedback is 
the speed of the motor and feedback loop is the torque current and exciting current 
[10]. The structure diagram of control system is shown in Fig. 11.3.

The stator terminal current is shown in Fig. 11.3, in which the three-phase asyn-
chronous motor can be measured by instrument, and then through the Clark coor-
dinate transformation, the rotating magnetic field (a, b, c) three-phase coordinates 
model into a model two-phase synchronous rotating reference coordinates [11]. 
Then ( , )α β  current vector in the coordinate system through Park transform into the 
rotor flux orientation rotation (d, q) coordinate model. Selection of state variables 

T

rd rq sd sqi iω ψ ψ =  X , including “d,” represents stator current flux direc-
tion, “q” represents torque direction, “represent s” stator “r” represents stator and 
rotor. ω is the motor output speed. The input variable is U =  u u Tsd sq L

T
ω1

, ω1 is the synchronous speed of the system, the output variable is Y = [ ]ω ψ r
T  

while considering squirrel cage asynchronous motor rotor is short, so we have 
u urd rq= = 0. The torque equation system is shown as follows:

Flux/current Controller

Rotor speed * Speed
regulator V/I controller

Flux orientation

SVPWM
Three-phase

voltage
converter

We

M
Alpha
/ beta d_q

Alpha
/ beta

a_b_c

d_q
Alpha
/ beta

Fig. 11.3   Diagram of double closed-loop control system of asynchronous motor
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� (11.1)

The asynchronous motor state equation is shown in the formula below (Eq. 11.2):

� (11.2)

where R, L, ψ , I, u represent the resistance, inductance, flux linkage, and the state 
variables of current/voltage, respectively. Lm  is the mutual inductance. Subscript-
ing characters “d” and “q” note two phase rotating coordinates as d-axis and q-axis. 
And the “d,” “r” express on behalf of stator and rotor, respectively. J is the inertia of 
the motor, np is the number of pole pairs,ω  is the angular velocity of the mechani-
cal rotor, and ω1 is the angular velocity of d_q coordinate system. Among them, the 
electromagnetic time constant of the rotor is T

L

Rr
r

r

= , and the motor’s magnetic flux 

leakage coefficient is σ = −1
2L

L L
m

s r

.

In the control loop of double closed-loop feedback, the (d, q) two-phase flow of 
power decoupling is individually controlled by the PI controller. The speed control-
ler is built in MATLAB/Simulink. The desired speed of idse_cmd by the input sig-
nal input, and the rotating shaft of the motor feedback speed signal idse compared. 
The difference is used as a speed controller input control signal. A closed loop 
feedback, decoupling current iqse current iqse* will generate torque as the input and 
the asynchronous motor external feedback are compared, the difference as the input 
signal through the current/voltage controller (developed in MATLAB/Simulink).

The slip output calculation module and the rotor speed are equal to the value of 
the superposition of synchronous speed of ω1. The output is equal to the magnetic 
field of the rotor slip angle relative to the stator magnetic field. Driving circuit of 
asynchronous motor is developed in SaberRD. Its role is to control voltage vector 
pulse width modulation module using PWM modulation and the SVPWM three-
phase bridge drive circuit for the power supply of three-phase asynchronous motor 
[12]. The drive circuit is composed of six switch devices. Different combinations of 
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the three bits binary number according to the sequence of A, B, and C represent dif-
ferent states of the switch, in which “1” means the upper bridge arm power device 
turn on and the lower bridge arm device to turn off; “0” represents that the upper 
bridge arm power device is closed and the lower bridge arm device to turn on. Each 
state corresponds to a SVPWM voltage waveform a pulse wave [13].

According to different applications, select three or more than three vectors to 
calculate the synthetic vector. According to the parallelogram law:

� (11.3)

where T1, T2 into the vector V1, V in the switching cycle duration; TS PWM switch 
cycle. Let T0 be a continuous time, and zero vector of V0 is T T T TS = + +0 1 2 . If the 
angle between the V and V1 is θ , 1 3=m sin( )ST T π θ−╱ , and T TS2 = m sin( )θ , where 

m is SVPWM modulation coefficient, m
V

V
dc

ref=
3

.

To sum up, the system simulation master plan development cosimulation method 
(including the control module, driver circuit and asynchronous motor and the me-
chanical load). The controller “ASR” contains three control modules, which are 
generated by the RTW method.

11.4 � Analysis of Simulation Results

Test specification: Operating system: Windows xp or Windows7. Software require-
ments: SaberRD_2012 version, MATLAB_2010b or higher version, the VC + + _6.0 
compiler. Operation simulation platform and the signal for partially are shown in 
Table 11.1:

T V TV T VS = +1 1 2 2

Table 11.1   List of experimental variables
Signal meaning Variables (unit)
Signal output module PWM g1~g6 (-)
Input voltage va, vb, vc (V)
The stator terminal current ias, ibs, ics (A)
d-axis reference input current ids_cmd, idse (A)
q-axis reference input current iqs_cmd, iqse (A)
Speed input pd_cmd (rad/min)
Slip regulating reference value Swe (-)
Motor slip measurements slip_percent (-)
Motor speed measurement w_rpm (rad/min)
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Set the parameters of simulation environment: the simulation length: 5 s; MAT-
LAB model simulation step: 0.001s; SaberRD simulation step: 1e-5 s; integral order 
number: 1; target iteration number: 10.

The control module parameters: conversion rate: slew_rate = 200; speed control-
ler: kp = 1, ki = 1; voltage/current controller: kpq = kpd = 0.1, kiq = kid = 10.

Parameters of asynchronous motor: Lm = 0.001H: Ls = Lr = 0.2e-3H; mu-
tual inductance; stator resistance: Rs = 0.01 Ω ; the equivalent rotor resistance: rr 
= 0.006 Ω ; motor pole pair number: p = 4; moment of inertia: J_Motor = 0.04 kg.m2.

SVPWM module parameters: reference voltage: V_rail = 266V; sinusoidal car-
rier frequency: 5000 Hz.

The simulation results are shown in Fig. 11.4. The results show that the input 
command speed: from zero to a slow ramp, with greater slope of the ascending 
velocity, to run at full speed, then slow down to normal speed level test. Small 
mechanical load for testing is 1kg/ m2. The key of slip in the process of motor run-
ning is the precondition of rotor rotation and torque. Comparing the measured slip 
value and reference value, we can enter the tracking control of steady state when the 
motor is started after 0.2s through the slip calculation module of dynamic adjust-
ment. But in the set, the measured values are still biased. By changing the controller 

Fig. 11.4   Cosimulation of VC system for asynchronous motor in SaberRD
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appropriately or regulating the input flux calculation model to achieve more precise 
control, as shown in Fig. 11.4, the torque and rotor flux-oriented control will have 
good effect. For both speedup and speed-down processes, for the current compo-
nent iqse, torque can be synchronously tracking the set value iqs_cmd. When the 
flux variation features better coordination and speed setting, its volatility is higher 
with better control effect by adjusting the parameters of the speed controller. Obser-
vation and analysis of driving circuit for high-frequency carrier in SVPWM work.

With each state is symmetrical, the six-switch states in circuit SVPWM and 
the related voltage and current were analyzed. The results show that some of the 
high switching frequency 5 kHz, about 2.5 kHz which is enough to drive motor to 
achieve better control effect. Of course, if low-frequency control signal is applied, 
greater harmonic distortion will be caused.

11.5 � Conclusion

A new cosimulation method is proposed in this paper. Respectively, the two parts 
of one system are developed in SaberRD and Simulink platform, which not only 
makes full use of advantages of Simulink in analyzing the mixed signal, but also 
makes the control algorithm embedded in the standard library of Saber. By call-
ing the RTW tool, a portable control module is generated. Finally, in the SaberRD 
environment, a complete SVPWM control system is built. The simulation results 
show that the system is built by using the cosimulation method which is accurate 
and good and shows dynamic, static performance, especially and much faster 
than traditional method. Considering the electrical engineering in the separate 
and independent control and design requirements, this paper provides an effec-
tive tool for the design and development for complex power electronic system.
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Abstract  The safe and reliable prejudging device for open circuit in the secondary 
side of current transformer has been developed. On the basis of explaining the 
process and defects of the traditional operation, the paper designs a schematic 
diagram of prejudging device. The suitable values of the shunt resistors have 
been obtained from lots of calculation and analysis with the safety precaution and 
approach designed at meanwhile including the components selection and the design 
optimization. The test results show that the device could well prejudge the circuit 
open in the in-mending section of the circuit at the secondary side of the current 
transformer.

Keywords  Current transformer · Open circuit · Shunt resistor · Prejudging

12.1 � Introduction

The current transformer (hereinafter referred to as CT) is an important part of the 
protection subsystem or the measure & control subsystem in the power system. Its 
operating stability may affect the accuracy of the measure & control subsystem as 
well as the reliability of the protection subsystem [1–2].

The current in the primary winding of CT is called as the primary current which 
is represented by I1. As the same time, the current in the secondary winding of CT 
is called as the secondary current which is represented by I2. The ratio of I1 and I2 
are defined as the CT ratio which is represented as K:

� (12.1)

The schematics of CT were shown in Fig. 12.1.

K I1/I2=
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If the circuit in the secondary side of CT is open, the primary current will change 
to the excitation current totally, which will thus cause the iron core of the CT 
excessively saturated to produce high voltage while the peak value will be available 
at several kilo-voltages between S1 and S2; therefore, the open circuit in secondary 
side of CT is harmful [3–5].

“When workers are working on the circuit in the secondary side of a working CT, 
it is forbidden to open the secondary side circuit”, quoted from the clause 10.13 of 
The Safety Regulations for Electric Power which was released by the General State 
Administration of Quality Supervision, Inspection and Quarantine, and National 
Standardization Management Committee of the People’s Republic of China.

There was no effective method to prevent the in-mending section of the circuit 
open in the secondary side of a working CT. The method for dealing with the prob-
lem was mounting an over-voltage protection [6–7], which could reduce the range 
and degree of accident, but could not avoid it.

The main content and achievements of this article are shown as below:
Firstly, the paper has elaborated the traditional protection method of in-mending 

section of the circuit open in the secondary side of a working CT, and informed the 
defects.

Secondly, on the basis of lots of statistics and calculation, this article has 
proposed a prejudging device for open circuit in secondary side of CT based on 
the principle of shunt resistors, which could work well in practice. Also, its safety 
measures are listed.

Thirdly, the experimental results show that the device could prejudge the open 
circuit in secondary side of CT correctly, and achieve the desired effect.

PRIMARY
WINDING

CORE

LOAD

SECONDARY
WINDING

I1 P1 P2

Φ0

S2Zb

I2S1

Fig. 12.1   Schematics of CT
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12.2 � Working Principles of the Device

There are two positions, as shown in Fig. 12.2 for mounting the shoring stub. The 
first position is POSITION A, where the shoring stub is mounted in the case of 
overhaul or reforming for the device A; the second position is POSITION B for the 
same working for device B.

Whether the operation of mounting the shoring stub is successful or not can be 
judged by observing the current values on the terminal device (e.g. DEVICE B in 
Fig. 12.2). However, there is no reliable method for the operation of resuming of 
making sure the integrity of the current circuit. The traditional operation of resum-
ing is described in details as below, taking the example of reforming the DEVICE 
B shown in Fig. 12.2.

STEP 1: check the integrity of the current circuit of the DEVICE B and the ter-
minal block of the CABINET B.

STEP 2: check the reliability of the current connecting pieces in the terminal 
block of the CABINET B.

STEP 3: one worker removes the shoring stub on the POSITION A phase by 
phase; another one keeps watching the current values.

There are three unstable factors for resuming the traditional operation by 
analyzing the process above:

FACTOR 1: how to ensure the integrity of current circuit between the terminal 
block and the DEVICE B (including the DEVICE B itself) before the current 
connecting pieces are removed.

FACTOR 2: how to ensure the reliability of the connection of the current circuits 
between the terminal block and the DEVICE B (including the DEVICE B itself) 
before the current connecting pieces are removed. The resistance value of the circuit 
in secondary side of CT will be larger than normal when the screws have not been 
screwed tightly, or the connecting pieces have not been connected reliably, or in 
case of some similar situations. It is difficult to find out the defects, especially when 
the fault happens in N phase.

FACTOR 3: how to ensure the reliability of the connect pieces.
The device’s structure is shown in Fig. 12.3. The resistance value between phase 

A (or B, or C) and phase N can be controlled by setting the three-location toggle 
switch K. when toggle switch K is in Location 2, the resistance value between 

DEVICE A

CABINET A

DEVICE B

CABINET B

A
B
C
N

BREAKER
TERMINAL

BOX
POSITION A POSITION B

SHORT
WIRE

Fig. 12.2   Diagram of the circuit in the secondary side of CT
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phase A (or B, or C) and phase N will be zero, equivalent to the short-circuit; when 
in Location 1, the resistance value is R1||R2, which is defined as R12; when in 
Location 0, the resistance value is R1. The resistance value of R1 is approximately 
equal to the resistance value of transmission line between breaker terminal box and 
the DEVICE B, including the internal resistance value of the DEVICE A. Also the 
same, the resistance value of R12 is approximately equal to the resistance value of 
cable between the DEVICE A and the DEVICE B, including the internal resistance 
value of the DEVICE B.

If the resistance value of the load in the secondary side of CT is too large, the CT 
will work in nonlinear and cause wrong actions of the protection device and wrong 
samples of measure & control device; therefore, the resistance values of R1 and R2 
have to be set appropriately: a large number of transmission lines of 110 kV substa-
tions have been inquired for their model and length. Upon calculation and analysis, 
we’ve finally gotten the values of R1 and R2, respectively, 0.5 and 0.2 Ω.

The method of prejudging circuit open in phase A (or B, or C), is observing the 
current of phase A (or B, or C) changing via switching the three-location toggle 
switch K. The button switch KN is set for prejudging circuit open in phase N.

12.3 � Development of the Device

12.3.1 � Selection and Design of Device

1.	 The power source—laminated battery, which is small and has a high output 
voltage and excellent performance. It is suitable for portable instrumentation.

Fig. 12.3   Diagram of the device’s structure
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2.	 The regulator circuit—78L05 integrated voltage regulator chip, which is small 
and suitable, and has an output of 6–20 V DC.

3.	 The regulating switch of resistance value—three-location toggle switch.
4.	 The processor—MPS430 microcontroller, although has a higher price than 

STC89C51, a lower power consumption and a larger memory. Its sampling pro-
gram is shown in Fig. 12.4 with its hardware wiring diagram shown in Fig. 12.5.

5.	 The current sensor—TLGK Rogowski coil has a good impact resistance—more 
than 100 A and a high accuracy class—0.1 %. Its connection characteristic is 
direct-connection [8–10].

Fig. 12.5   Diagram of hardware wiring of MPS430

 

Fig. 12.4   Diagram of 
sampling program of 
MPS430
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6.	 The data display module—LCD display. Its data-processing program is shown in 
Fig. 12.6 with its hardware wiring diagram shown in Fig. 12.7.

7.	 The shunt resistor—RX24G aluminum-shell resistor, whose rated current and 
shock current meet the requirements and have a high accuracy class.

8.	 The shell of the device—engineering plastic insulation.

Upon assembling and installing the eight modules above, we’ve gotten the device 
which is shown in Fig. 12.8.

12.3.2 � Safety of the Device

Firstly, 0.2 and 0.5 Ω are adopted as the resistance value of R12 and R1 respec-
tively. The meaning of these two values indicate the resistance value of the load in 
secondary side of CT should be never larger than the rating secondary resistance 
value when the prejudging device is in parallel with the in-mending device, or the 
prejudging device is in series into the secondary current circuit
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Fig. 12.7   Diagram of hardware wiring of the LCD display

 

Fig. 12.6   Diagram of data-processing program of the LCD display
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Secondly, the resistor R1 is welded inside the device directly to avoid the short-
time open in the process of switching the toggle switch K.

Thirdly, the toggle switch K, the Rogowski coil and the aluminum-shell resistor 
we select could withstand the impact of 200 A current lasting 100 ms at least; 
therefore, the components may work as normal when a short-circuit fault happens.

Why 200 A? The 150 A is the largest current of the CT of 10P30 accuracy class 
in linear region, so 200 A is even larger than 150 A.

And why 100 ms? The inherent time of the breaker acts in a short-circuit fault 
was about 60–80 ms, so 100 ms even is larger than 80 ms.

As a result, the device can work properly in the most serious fault with the 
parameters of 200 A and 100 ms.

Fourthly, the measurement part and the realization part of the device are 
connected by the electromagnetic coupling of the TLGK Rogowski coil to avoid 
the interference in the measurement part.

Fifthly, when the device is mounted, the toggle switch K should be set in Location 
2(short-circuit) for reducing the adverse impact because the resistor R1 or R2 would 
emit heat when it keeps working for a long time.

12.4 � Function Test

12.4.1 � Method of Device Use

Generally, the device in the secondary side of the CT, such as the protection device, 
the measure & control device and the BZT device, has tripping function depend-
ing on accurate data; therefore, the prejudging device should have strict operating 
steps. The paper took Fig. 12.2 as an example (the DEVICE B needed mending) to 
explain the steps.

Firstly, mount the prejudging device phase by phase at the Position B, as shown 
in Fig. 12.2 after switching the toggle switch K to Location 1.

Secondly, check the current values of the three phases and made sure that they 
are balanced and changed in the same way when switching the toggle switch K; 
nevertheless, the device has some problems and needs overhaul.

Thirdly, disconnect the circuit between the CARBINET A and the CARBINET 
B, at Position B; then overhaul DEVICE B.

Fig. 12.8   Diagram of the 
interior of the device
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Fourthly, connect the circuit between the CARBINET A and the CARBINET B 
at the Position B after overhauling DEVICE B.

Fifthly, switching the toggle switch K to Location 2 or Location 0 can check the 
changing of the current values. If the current values of one phase (or two phases, 
or even three phases) keep still, the corresponding current circuit of that phase (or 
those two phases, or even those three phases) is open. If the current values change 
inconsistently, there are some unreliable connections in some phases.

Sixthly, after making sure the integrity of the current circuits in phase A, B and 
C, switch the toggle switch K to Location 1 (short-circuit), and record the values 
of IA, IB, and IC; then switch K to Location 2, press the button switch KN, and 
observe the changing of current value in phase N. If IN is almost equal to 10 %*IA 
(IA = IB = IC, generally), the current circuit is integral; otherwise, the current circuit 
in phase N is open.

Seventhly, remove the test wires of the prejudging device.

12.4.2 � Test Results

The prejudging device has been tested on the simulation test platform for the cor-
rectness of the principle as we proposed and the reliability of the device. The simu-
lating parameters are set as below.

Firstly, simulation of DEVICE A as shown in Fig. 12.2 is in overhauled condi-
tion, and the prejudging device is connected at Position B in a parallel manner;

Secondly, the current value from the secondary side of CT is set as 2 A.
Thirdly, the resistance value between the DEVICE A and DEVICE B (includ-

ing the DEVICE B itself) is set as 0.5 Ω and the resistance value of the Prejudging 
Device is set as 0.5 Ω.

The test results are shown as below.
When the current circuit between the DEVICE A and DEVICE B is an integral, 

as shown in Fig. 12.9b due to the same resistance value of the two branches (the one 
branch is the circuit between the DEVICE A and DEVICE B including the DEVICE 
B itself, and another one is Prejudging Device), the current values shown on device 
are balanced, as shown in Fig. 12.9a.

Fig. 12.9   Diagram of normal simulation
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When the current circuit between the DEVICE A and the DEVICE B is open at 
A phase, as shown in Fig. 12.10b. Obviously, the current can’t go into the circuit 
between the DEVICE A and the DEVICE B in Phase A at all, so the prejudging 
device would bear 2 A in Phase A. Because of Phase B and Phase C are complete, 
the currents of the two phases are balanced too. The current values on device were 
shown as Fig. 12.10a.

12.5 � Conclusion

A safe and reliable prejudging device based on the principle of shunt resistors for 
open circuit in the secondary side of CT has been developed. It can ensure the in-
tegrity of the in-mending section of the circuit in the secondary side of CT when the 
CT in working. The test results show that the device could prejudge the open circuit 
in the secondary side of CT correctly and achieve the desired effect.
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Abstract  Until now, the fault detection on running motor is deemed a complicated 
and uncertain problem. In this chapter, a method for motor fault diagnosis based 
on fuzzy pattern recognition is proposed. With the fuzzy method, the mathematics 
model and the membership function of diagnosis are presented to provide a way for 
motor fault diagnosis.

Keywords  Fuzzy logic · Pattern recognition · Electromotor malfunction · 
Diagnostic matrix

13.1 � Introduction

When a fault happens, both financial losses and undesired situations may occur. In 
this sense, it is important to detect the incipient faults and diagnose which faults 
have occurred [1]. Until now, the fault detection on a running motor is deemed a 
complicated and uncertain problem. The qualitative decision of the motor failure 
is not accurate to solve problems timely, and classical mathematical methods are 
powerless here [2].

Many studies have focused on the analysis of the stator current. These methods 
are more accurate in diagnosis; however, the cost is high, and the type of fault di-
agnosis is limited.

The actual work primarily depends on the experience of engineers by means 
of observation, reasoning, and logic analysis such as excessive noise, vibration, 
strong or overheating signs to infer. The experience and the reasoning are full of 
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ambiguity. With the fuzzy method, the mathematics model and the membership 
function of diagnosis are presented to provide a way for the purpose of electromotor 
malfunction diagnosis.

13.2 � Fuzzy Diagnostic Model

Definition 1  Assume the occurrence of certain failure, m kinds of fault symptoms 
occur with varying degrees, described as sign of the ith variable; thus, the fault 
symptoms fuzzy vector is proposed:

� (1)

When x ori = 0 1 , expresses the sign—presence or absence.

Definition 2  Let the failure mode identified by n classes; thus, the variable model 
j is described as:

�
(2)

Definition 3  S x r i m j ny i ijj
( ) , ( , , ; , , )= = =1 2 1 2� � , as the fuzzy membership of 

the ith  failure symptom xi in the j–th failure mode. ( ) , [0,1]×= ∈ij m n ijR r r  is the 
fault fuzzy diagnosis matrix:

�

(3)

13.3 � Synthesis of Fuzzy Relations

Relationship based on fuzzy synthetic transformation, X and R synthesis operation:

�

(4)
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For Y , the synthetic computing model can be used as below:

a.	 M y x rj

m

i
i ij( , ), ( ).∧ ∨ = ∨ ∧

=1

After obtaining the data of minimum and maximum, synthesizing operation of the 
model use the principle of maximum and minimum [3]. The main feature is the 
prominent role of the fault symptom factor without considering the impact of other 
signs of factors.

b.	 M y x rj i
i

m

ij( , ), min{ , } .∧ ⊕ = ∧
=
∑1

1

The model takes into account the minimum degree of membership of each fault 
symptom of failure modes, characterized by prominent signs of the impact of the 
secondary fault.

c.	  M y x rj i
i

m

ij(", ), • .+ =
=
∑

1

This model is a weighted average of the model-based fault diagnosis in both the 
primary and the secondary factors at the same time with the effect of all factors of 
failure symptoms taken into consideration.

The chapter uses this model for fault pattern recognition in order to further im-
prove the diagnostic accuracy; besides, the model can also be used in three different 
results mentioned above. Then it analyzes and compares the results.

13.4 � Determine the Membership Function

In this chapter, we determine the fuzzy membership matrix of the fault diagnosis 
method by means of empirical methods and statistical combination.

The appearance of various types of the failure probabilities of each symptom is 
given by the theoretical analysis and empirical knowledge. We descript the degree 
of membership lij.

Definition 4: Each fault symptom corresponds to the meaning of failure modes 
membership: lij = 1.0, must appear; lij = 0.8, which is more likely to occur; lij = 0.6, 
which is likely to occur; lij = 0.4, which is somewhat likely to occur; lij = 0.2, which 
is unlikely to occur; and lij = 0, which is impossible to occur.

The membership is determined by the statistical data:

�
(5)

The empirical method weights w1 ; the statistics act weights w2 ;

t
I J

i j =
−The number of presence of section in the th failure mode

Thee total number of the presence in class I
.
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The fuzzy membership comprehensive experience and statistical methods are ad-
opted to determine the fuzzy membership rij:

� (6)

Thus we can get the fuzzy diagnosis matrix R ri j m n= ×( ) .

13.5 � Principle of the Fuzzy Diagnosis

Sign the input vague signs vector 
1 2( , , , )= � mX x x x . Upon normalization, it has 

the right role model in the weighted average, ′ =
=
∑x x xi i i
i

m

/ .
1

The failure modes can be obtained based on the relationship between the synthe-
sis of the fuzzy vector 1 2( , , , ), max{ | 1,2, , }.= = =� �n f jY y y y y y j n Inferred by 
the principle of maximum degree, yf is the failure category (Fig. 13.1).

0 1 11 2 1 2≤ ≤ + =w w w w, , .

r w l w t i m j ni j ij i j= + = =1 2 1 2 1 2, , , , ; , , .� �

Fig. 13.1   Schematic motor fault diagnosis of the fuzzy model

 



11713  The Application of Fuzzy Pattern Recognition on Electromotor …

13.6 � Example Diagnosis

13.6.1 � Selection of the Fault Symptoms and the Fault 
Mode

In the field of the induction motor diagnosis, the fault symptoms and the failure 
modes can be described as to the failure symptoms (operating condition monitor-
ing) as given below:

x1 (abnormal noise), x2 (vibration increases), x3 (local overheating), x4 (three-
phase current asymmetry), x5 (speed down), and x6 (corona).

As to the failure mode:
y1 (turn short circuit between the stator), y2 (loose stator core), y3 (insulation ag-

ing), y4 (cable damage), y5 (end ring fracture), and y6 (bearing failure).

13.6.2 � Determination of the Fault Diagnosis Matrix

According to the theoretical analysis and the empirical knowledge, the fuzzy mem-
bership is given by definition 4 between the fault symptoms and the fault modes, 
which are shown in Table 13.1:

Previous experience of practical work and the existing statistics are collated in 
Table 13.2:

Table 13.1 can give the fuzzy relationship matrix of experience directly:

�

(7)

0.4 0.8 0.4 0.6 0.6 0.8

0.8 1.0 0.4 0.4 0.8 1.0

1.0 0.6 0.8 0.2 0.2 0.6

0.8 0.4 0.2 0.8 0.4 0.4

0.2 0.6 0.2 0.4 0.2 0.8

0.4 0.2 0.8 0.8 0.2 0.2

 
 
 
 

=  
 
 
 
  

L

Table 13.1   Induction motor fuzzy relationship with the signs of failure modes
Fault symptoms Fault modes yj

xi y1 y2 y3 y4 y5 y6
x1 0.4 0.8 0.4 0.6 0.6 0.8
x2 0.8 1.0 0.4 0.4 0.8 1.0
x3 1.0 0.6 0.8 0.2 0.2 0.6
x4 0.8 0.4 0.2 0.8 0.4 0.4
x5 0.2 0.6 0.2 0.4 0.2 0.8
x6 0.4 0.2 0.8 0.8 0.2 0.2
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Table 13.2 can give the fuzzy relationship matrix of statistics:

�

(8)

As the motor is a typical nonlinear system, it is difficult to obtain the diagnosis 
samples [4]. Several works have been focused on detecting early mechanical and 
electrical faults before damage appears in the motor. However, the main drawback 
of them is the complexity on the motor’s signal mathematical processing [5]. Due to 
the small statistical sample, let the weight of experience w1 = 0.7; statistical weights 
w2 = 0.3;

then rij = 0.7lij + 0.3tij, the fuzzy diagnosis matrix is given as:

�

(9)

The site monitoring shows signs of motor failure, such as the presence x1, x3, and x4. 
We enter the fault symptoms vector X = (1 0 1 1 0 0). After normalization, the result 
can be obtained according to the fuzzy relations:

�
(10)

0.227 0.136 0.045 0.136 0.182 0.273

0.188 0.25 0 0.063 0.125 0.375

0.353 0.176 0.294 0 0.118 0.059

0.375 0.125 0 0.438 0.063 0

0.286 0.143 0 0.286 0 0.286

0.125 0 0.375 0.375 0 0.125

=T

0.3481 0.6008 0.2935 0.4608 0.4746 0.6419

0.6164 0.7750 0.2800 0.2989 0.5975 0.8125

0.8059 0.4728 0.6482 0.1400 0.1754 0.4377

0.6725 0.3175 0.1400 0.6914 0.2989 0.2800

0.2258 0.4629 0.1400 0.3658 0.1400 0.6458

0.3175 0.1400 0.6725

=R

0.6725 0.1400 0.1775

 
 
 
 
 
 
 
 
  

(0.6082 0.4632  0.3602  0.4303  0.3160  0.4527)=Y

Table 13.2   Induction motor fault symptom and failure modes of membership statistics
Symptom
xi

Fault j
y1 y2 y3 y4 y5 y6

x1 5 3 1 3 4 6
x2 3 4 0 1 2 6
x3 6 3 5 0 2 1
x4 6 2 0 7 1 0
x5 2 1 0 2 0 2
x6 1 0 3 3 0 1
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Based on the principle of maximum degree of membership, we can judge the diag-
nostic fault mode as y1, the stator inter-turn short circuit.

13.7 � Conclusion

On the basis of theoretical analysis, the mathematical model and combined diag-
nostic examples can explain the fuzzy pattern recognition method of the motor fault 
diagnosis, which is feasible so as to provide a way for the computer-aided diagno-
sis of motor failure. This method can also be combined with the diagnostic expert 
system to obtain a more effective application of the high degree of complexity in 
large-scale dynamic systems.

This is a practical example of motor fault diagnosis, which is on the cold-rolled 
silicon steel production line of Wuhan Iron and Steel Company (WISCO) in 2013; 
however, this method is simulated in the motor laboratory of two schools accord-
ing to the simulation of the broken rotor bars and eccentricity fault. Our method is 
proved to be effective. While compared with many kinds of online detection meth-
ods based on stator current, the fault detection accuracy rate is low. However, it can 
detect more types of faults with simple operation and low cost.

The study requires more follow-up samples, so we can determine more practical 
membership functions. This method can also be expanded to some kinds of fuzzy 
clustering analysis in order to diagnose the motor failure more accurately.
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Abstract  In the unmanned air vehicle (UAV) landing test, the rate fluctuation of 
tracking turntable appears in using the grounding active laser guidance system. To 
improve its stability, the reasons for tracking turntable rate fluctuation at low speed 
are analyzed. It is verified that the motor cogging torque fluctuation is the main 
reason at low speed by modeling and experiment. A disturbance observer based 
compensation control on the basis of the traditional double closed loop PID correc-
tion is proposed. Through analyzing the dynamic structure of tracking turntable, the 
compensation equation of disturbance torque described by the angular acceleration 
and torque current is derivated and then the torque disturbance observer structure is 
designed based on the equation. The comparative test shows that the rate fluctuation 
is 2.12 % after compensation when the speed is 1(°)/s, lower over 3 times than by 
only the traditional double closed loop PID correction. This method proposed can 
improve low speed stability of tracking Turntable for the UAV landing.

Keywords  Unmanned air vehicle · Landing guidance · Tracking turntable · Rate 
fluctuation · Disturbance observer
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14.1 � Introduction

To improve the reliability of UAV landing on the ground[1], the grounding active 
laser guidance system has received widely theoretical and technical research and ap-
plicational development from home and abroad owing to its characters of strong anti-
jamming capability, no relying on external factors, etc [2–3]. This landing guidance 
system adopts laser to range, two-dimensional turntable tracking UAV to measure 
angle and offers real-time UAV landing information [4–6]. In the process of leading 
the test, rate fluctuation of the turntable appears and it affects the tracking precision. 
Domestic and foreign scholars have done a great deal of work in the research of low-
speed stability of turntable. Document [7] proposed a adaptive control strategy based 
on system identification to solve the problem that the motor torque fluctuation of low-
speed servo system influences speed stability; Documents [8–10] proposed the repeti-
tive control method to realize effective inhibition of such fluctuations; Documents 
[11–12] present the method of using neural network to inhibit fluctuant torque; Docu-
ment [13] analyzed the effect of turntable`s rate fluctuation, and proposes a adaptive 
inhibition method to rate fluctuation of position sensor`s periodic error. Based on the 
test, the reasons for tracking turntable rate fluctuation at low speed are analyzed, and 
a disturbance observer-based compensation control on the basis of a traditional PID 
compensation control method is proposed, and it turns out that this method can effec-
tively reduce the negative impact of the motor torque on rate stability.

14.2 � Tracking System Model and Analysis of Rate 
Fluctuation

This two dimensional turntable adopts permanent-magnet DC torque motor, and its 
number of magnetic poles is 14, tooth number N  is 85. First, mathematical model 
of the system is established to analyse the low-speed stability property of tracking 
turntable and then the dynamic structure diagram is shown in Fig. 14.2.

Motor has two input, one is the control input rectifier voltage Ud, and the other 
one is equivalent disturbance torque current dL L mI T /C= , TL is disturbance torque, n 
is motor speed, E is armature voltage, L L/RT =  is electromagnetic time constant of 
armature circuit, (4 )/(375 )m e mT gJR C C=  is tracking system mechanical electrical 
time constant. Table 14.1 is systematic parameters of tracking turntable (Fig. 14.1).

On account of the unequal distribution, reversing, the cogging effect and other 
problems of armature winding, DC torque motor inevitably produces torque fluctu-
ation in the process of movement and the motor torque fluctuation has larger influ-
ence on rate stability at low speed. Because of low work rate and short journeys, the 
torque fluctuation mainly is high frequency fluctuations which are related to tooth 
number, and the mathematical model of the fluctuating torque fr can approximately 
be sine function as follows:

� (14.1)rf sin(2 ft )A π φ= +
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A is the amplitude of harmonic fluctuation torque, f /(360 )N ω=  is the frequency 
of harmonic fluctuation torque, N is tooth number, ω is rotating angular rate of 
tracking system, φ is the phase angle related to the initial position.

Figure. 14.2 is the rate curve when ω is 1(°)/s, rate fluctuation is 7.22 %. The 
spectrum, shown in Fig. 14.3, is obtained by removing the DC component and then 
making Fourier transform to the data in Fig. 14.2. According to Fig. 14.3, we know 
that: the rate of tracking system is approximately in the form of periodic fluctuation, 
the frequency of rate fluctuation is mainly at 0.233 Hz. The theoretical value of the 
cogging torque fluctuation is 0.236 Hz, indicating that the actual rate fluctuation is 
consistent with the theory. Change the speed to 2(°)/s, 3(°)/s, the frequencies of rate 
fluctuation are 0.469 Hz, 0.703 Hz, approximately satisfied Eq. (14.1). All of those 
show that unequal distribution of the cogging torque is the main reason for the rate 
fluctuation of turntable and Eq. (14.1) is right.

Table 14.1   Tracking turntable system parameters
Symbol Name of parameters Value Unit
L Armature inductance 0.0159 mL
R Armature resistance 9.3 Ω
J Moment of inertia 950 kg.m2 × 10−5

Ce Back electromotive 
force coefficient

0.25 v/r.min−1

Cm The torque current 
ratio

2.39 Nm/A
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model
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14.3 � Traditional Double Closed Loop PID Correction

This correction system adopts the current ACR, speed ASR, the double closed loop 
controlling structure with two independent regulators, as shown in Fig. 14.4. s s/( 1)K T +  
is the equivalent transfer of tracking system based on PWM actuator, Ts = 0.004 is the 
time constant of PWM controller, Ks = 2.4 is the gain of PWM controller, β is feedback 
coefficient of current loop, α is feedback coefficient of speed loop.

To make the current loop have good following performance, I-type system is 
used to correct this loop, ACR regulator adopts PI, and its transfer function is:

� (14.2)

KP	 scale coefficient of current regulator
KI 	 integral coefficient of current regulator

To make the speed loop have no static error, II-type system is used to correct this 
link, ASR regulator adopts PI structure, and its transfer function is:

� (14.3)

( s) /sACS I PW K K= +

n n( s 1) /( )ASR nW K sτ τ= +

Fig. 14.4   traditional doubleclosed loop PID correction dynamic structure
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Kn	 scale coefficient of speed regulator
nτ 	 lead time constant of speed regulator

In the circumstance of matlab/Simulink, establishing the simulation model of double 
closed loop PID controlling system, according to the harmonic peaks Mrmin mini-
mum standards from modern control theory “oscillation index method ” [14–15], the 
parameters are optimized as followed: current regulator ASR: KP = 1.6, KI = 964.5; 
speed regulator ACR: Kn = 23.06, nτ  = 0.06; feedback coefficient of the current loop 
β = 1, feedback coefficient of the speed loop α = 1. When the given rate is 1(°)/s, rate 
step response curve without the torque disturbance, shown in Fig. 14.5, is obtained 
by traditional double closed loop PID correction.

Figure 14.5 indicates that the tracking system has a better rapidity and stability 
with traditional double closed loop PID correction.

The solid line with torque disturbance in Fig. 14.6 is the rate step response curve 
adapted by traditional double closed loop PID correction. As known in Fig. 14.6, the 
simulation rate fluctuation is 1.9 %. From Fig. 14.2, the real rate fluctuation is 7.22 %. 
According to the requirement of UAV guidance, when the lowest tracking rate is 
1(°)/s, rate fluctuation is less than 3 %. The rate fluctuation requirement is not satisfied 
only by traditional double closed loop PID correction. It is clear that the traditional 
double closed loop PID correction is lack of effective inhibition to torque fluctuation.

14.4 � Disturbance Observer Based Compensation Control

In order that the tracking system has not only better rapidity and stability, but also 
has robustness to torque fluctuation, according to modern control theory, we add the 
disturbance observer to compensate the effect of torque fluctuation on the basis of 
traditional double closed loop PID correction.
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According to the object and disturbance properties, we can get the new dynamic 
structure of tracking system just as the Fig. 14.7 and we know that:

� (14.4)

� (14.5)

� (14.6)

The disturbing torque can be estimated by torque current and angular acceleration 
according to Eq. (14.6). We can get the angular acceleration by differential computing 
the angular rate, and adopt the low-pass filter to eliminate the differential noise of an-
gular rate signal. We get the estimated compensation equation of disturbing torque *

dLI :

�
(14.7)

m e( ) ( ) ( )
Rd dL

T C
I s I s n s− = �

m e
dL d( ) ( ) ( )

R

T C
I s I s n s= − �

dL d( ) ( ) a·s· ( )I s I s n s= − �

m ea
T C

R
=

* 1
( ) [ ( ) · · ( )]

s 1dL dI s I s a s n s
T

= −
+

�

Fig. 14.7   Tracking system 
disturbance structure
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Add the disturbing torque compensation structure in Fig. 14.8 into Fig. 14.4. We 
adopt the same simulated parameters which are in the above the traditional double 
closed loop PID correction in the circumstance of Simulink. The dotted line in 
Fig. 14.6 is the rate fluctuation curve after compensation, and the rate fluctuation 
is0.2 %, decreased nearly 10 times than before compensation.

14.5 � Test and Analysis

The ground tests are done with the grounding active laser guiding system. When 
testing, the pitching axis of tracking turntable points to 30(°) relative to the zenith, 
azimuth axis rotates continuously at 1(°)/s, and the spectrum of disturbance torque is 
shown in Fig. 14.3. Collect real-time rate data, sample period is 0.01s, sample length 
is 72,000, and exclude the partial data at the beginning and the end to avoid the effect 
of acceleration and deceleration, retaining the effective sample length 60,000, and 
part of the data image is shown in Fig. 14.9, part of the data is shown in Table 14.2. 
Comparing the result in Table 14.2, we can know that when the Vave of average rate is 
0.9994(°)/s, Vp-p of rate fluctuation is 2.12 % after plus disturbance observer based 
compensation control, less 3 times than only by the traditional double closed loop PID 
correction.

Fig. 14.8   Torque disturbance 
compensation structure
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14.6 � Conclusion

After analysing the reasons for rate fluctuation of tracking turntable at low speed, 
a disturbance observer based compensation control on the basis of the traditional 
double closed loop PID correction is proposed. And the test shows that:

1.	 In the UAV landing test, the motor cogging torque fluctuation is the main reason 
for causing rate fluctuation of tracking turntable at low speed which is used on 
the grounding active laser landing system;

2.	 When turntable is at the speed of 1(°)/s, the rate fluctuation is 2.12 % after adopt-
ing the disturbance observer based compensation control, lower over 3 times 
than only the traditional double closed loop PID correction.

3.	 The disturbance observer based compensation control proposed can improve the 
rate stability of tracking turntable.
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Chapter 15
Development of a Multiple Stage  
Single-three-Phase Power Converter
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e-mail: zhangquanzhu1965@126.com

Abstract  The project studied and designed a set of multiple stage single-three-
phase power converter by using modern power electronic technology and automatic 
control technology. The paper firstly introduced the design of the main circuit and 
control system and explained the working principle of them in detail and then intro-
duced the design of driving circuit. The test results showed that the power converter 
realized the transformation from the single-phase voltage to three-phase voltage 
and the continuous adjustment of output voltage and frequency, which proved the 
correctness and feasibility of the design. The single-three-phase power converter 
has functions of transformer and converter. It has developmental prospects and con-
siderable market value, and it can be used as a platform for experiment teaching and 
research in the field of power electronics technology and driving and controlling of 
motor.

Keywords  Multiple stage power converter · Insulated gate bipolar transistor 
(IGBT) · Inverter circuit · Regulation of voltage and frequency · Drive circuit

15.1 � Introduction

The main task of power electronics is to realize the conversion of electrical energy, 
and power conversion technology [1–2] is an important meaning to accomplish 
this task; therefore, it is the most basic and the most important core technology of 
power electronics. With the constant update and development of power electron-
ics and control theory [3], and the improvement of microelectronics technology 
and the emergence of new power electronic devices, especially the rapid develop-
ment of IGBT or metal–oxide–semiconductor field-effect transistor (MOSFET), the 
applications of power conversion technology expand unceasingly to increase the 
technology of regulation of frequency and voltage to a very high level and have 
advantages of high efficiency and high power factor. Power conversion technology 
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is mainly for the effective conversion of voltage and frequency. In order to meet 
the requirements of different voltage parameters in practical applications, it is often 
necessary to transform a voltage format to another voltage format. This program is 
researched and designed based on the development ideas. The system consists of 
former power converter (AC/DC/AC1), backward power converter (AC2/DC/AC), 
and high-frequency transformer. System parameters are as follows: Input voltage 
is single-phase voltage of AC220 V/50 Hz, output voltage is continuously adjust-
able voltage of 0–380 V, frequency range is continuously adjustable of 0–60 Hz 
with 0.1 Hz for frequency regulation accuracy, and the output power is 3 KW. The 
single-three-phase power converter can convert constant single-phase input voltage 
of AC220 V into three-phase AC voltage with rated value of AC380 V with continu-
ous adjustment of frequency and voltage, and it adopts high-frequency transformer 
to realize electrical isolation of input and output and make the whole system small 
size and lightweight for easy transportation and maintenance.

15.2 � Main Circuit and Working Principle

The main circuit block diagram of the multiple stage single-three-phase power 
converter is shown in Fig. 15.1. The working principle is that the sine voltage of 
AC220 V/50 Hz gets DC of 300 V through single-phase rectifier and filtration of di-
ode, which realizes high-frequency square wave voltage conversion from DC300 V 
to AC300 V/20 kHz through single-phase inverter of IGBT and thus realizes square 
wave voltage conversion from AC300 V/20 kHz to AC540 V/20 kHz through high-
frequency inverter. Moreover, the outputs continuously adjust three-phase sine 
wave voltage through rectifier and filtration of fast diode, three-phase inverter of 
IGBT, and L–C three-phase sinusoidal filter. Continuous adjustment of the output 
voltage is dependent on IGBT single-phase inverter of the former power convert-
er by adopting pulse width modulation (PWM) control method, and the control 
operation of variable voltage and variable frequency (VVVF) for motor load is 
dependent on IGBT three-phase inverter of the backward power converter. High-
frequency transformer not only achieves the voltage step-up transformation, but 
also achieves the electrical isolation between former stage and backward stage. Ac-
cording to the operation principle of transformer, the volume of the transformer iron 
core is inversely proportional to the frequency of the input AC voltage. Since the 

Fig. 15.1  Main circuit block diagram
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input voltage of the transformer is 20 kHz high-frequency AC square wave voltage, 
it has adopted superfine crystal core to greatly reduce the size and weight of the 
converter. Former stage inverter is a single-phase inverter, and it selects a two-unit 
IGBT module of FF100R12KS4 as a master device with maximum withstand volt-
age of 1200 V, maximum current of 100 A, and switching frequency of 15–30 kHz. 
Three-phase inverter of backward stage inverter selects a two-unit IGBT module of 
BSM50GB120DN2 as a master device with maximum withstand voltage of 1200 V, 
maximum current of 50 A, and switching frequency of 10–20 kHz. Main circuit 
adopted modular design with stable circuit structure, realized the electrical isolation 
between input signal and output signal, and completed all the output requirements.

15.3 � Control System Design

Control system of the multiple stage single-three-phase power converter makes 
SPMC75F2413 A from Sunplus75 Micro Control Unit (MCU) as the core coupled 
with a series of external circuits to achieve the effective control of output voltage 
and frequency. The principle block diagram is shown in Fig. 15.2. System detec-
tion module collects output three-phase voltage and current value and then sends 
to SPMC75F2413 A [4–5]; after processing, SPMC75F2413 A outputs the corre-
sponding control signal to the integrated PWM control chip SG1525 for analysis 
and calculation to change the duty ratio of output pulse signal through the driver 
module and realizes the effective regulation of the output voltage. At the same time, 
the system detection module collects information such as voltage, current, and 
temperature of each link to realize condition monitoring, fault alarm, and protec-
tion function. SPMC75F2413 A is a kind of industrial 16-bit single chip with rich 
hardware resources, 80 I/O pins, watchdog, serial communication, 10 AD conver-
sion circuit, etc. The single-chip microcomputer is used to implement operation and 
management of control system, data acquisition and display, closed-loop control, 
etc.

Fig. 15.2   Control system principle block diagram
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15.3.1 � The Design of Former Stage Driver Circuit

Former stage driver circuit [6–7] makes integrated ICPC929 and PC923 from 
SHARP Company as the core, and the principle diagram is shown in Fig.  15.3. 
The working principle is that the pulse signal produced by MCU is sent to the three 
feet of PC1; if the input signal is of low electrical level, the six feet of PC1 outputs 
high-level signal, and it provides positive bias current for Q2 through resistance 
R6. The conduction of Q2 makes positive power supply voltage that is sent to gate 
G1 of IGBT through the grid resistors R7 and R8. At the point, the IGBT is turned 
on. If the input signal of PC1 is of high electrical level, the six feet of PC1 outputs 
negative voltage, thus providing positive bias current for Q3 through resistance R6. 
The conduction of Q3 makes negative power supply voltage which is sent to gate 
G1 of IGBT through the grid resistors R7 and R8. At the point, the IGBT is turned 
off. C1 and C2 are used to absorb the voltage of the high-frequency harmonic. The 
9 feet of PC2 is fault detection signal input pin for IGBT module, and it makes up 
IGBT conducting tube pressure drop detection circuit with external resistor R14 and 
diodes D1 and D2. High-speed optical coupling device P1 implements the electric 
isolation between the control signal and driving signal and implements the overcur-
rent protection of IGBT at the same time. The chips of PC929 and PC923 are suit-
able for small capacity of IGBT pulse drive, which are usually used in pairs. PC923 
is generally chosen to drive the upper bridge arm, and PC929 is for lower bridge 
arm in the design.

Fig. 15.3   The principle diagram of former stage driver circuit
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15.3.2 � The Design of Backward Stage Driver Circuit

Backward stage driver circuit [8] makes 2SD315 module from Swiss Concept Com-
pany as the core; its principle diagram is shown in Fig. 15.4. The driver circuit uses 
the operation of single power supply and positive and negative voltages to drive. 
PWM1 and PWM2 correspond, respectively, to control pulse input signal of two-
unit IGBT from the same bridge and they are independent of each other with the 
dead time between them. SO1 and SO2 output two-state feedback signals and they 
are connected together to achieve protective function. The fault signal is outputted 
as long as the circuit is abnormal. SO outputs high when the circuit works normally. 
When a channel is detected to generate fault signal, SO outputs low. While the low 
level is sent to latch circuit, the latched signal blockades the output signal of PWM 
to achieve the purpose of protecting IGBT in real time. Setting reasonably the refer-
ence resistor Rth (Rth1 and Rth2) and external capacitance of C (C1 and C2) pin is the 
prerequisite for correctly using the driver module. In order to minimize the loss for 
open up and shut off the IGBT, therefore, we respectively provide grid resistance 
(RG11, RG12, RG21, RG22). Diodes (D1 and D2) are used to prevent backflow of 
current from the collector of IGBT to the C-terminus of 2SD315. 2SD315 consti-
tuted mainly of laser direct imaging (LDI), pulse transformer device, IGD, and DC/
DC conversion device; it has a compact shape size, simple external electric inter-
face, high output current, high power, and good electrical isolation, and also it can 
drive directly IGBT module without pulsing a push–pull power amplifier circuit. In 
practical applications, the drive circuit is tried to avoid IGBT module and shorten 
the gate length between PWM pulse signal and the grid to increase anti-jamming 
performance of drive circuit.

Fig. 15.4   The principle diagram of backward stage driver circuit
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15.4 � Results and Discussion

After testing step by step, we test the output function of the power inverter, mainly 
for its modulation function of frequency and voltage. The following shows a part of 
the voltage waveform by using oscilloscope under the different frequencies.

Setting the output frequency for 50 Hz and 60 Hz, the voltage waveform of UUV 
before and after for three-phase LC filter is shown in Fig. 15.5a and b.

The waveform of two phase line voltages of UUV and UVW (after filtering) out-
putted from the power converter under rated voltage, and the frequency is shown 
in Fig. 15.6. The figure shows that the mutual difference between UUV and UVW is 
120° with symmetry and balance between them, and it can drive three-phase asyn-
chronous motor to run smoothly.

Figure 15.5a and b shows that the modulation function of frequency and voltage 
for the power converter is normal and the design requirements are met. Figure 6 
shows that the output three-phase electrical phase angle difference of the power 
converter is 120° and very balanced.

Fig. 15.5   a Voltage outputted from the inverter before and after the filter (f = 50 Hz). b Voltage 
outputted from the inverter before and after the filter (f = 60 Hz)
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15.5 � Conclusion

The main circuit of the multiple stage single-three-phase power converter studied 
and designed in this paper is made up of power frequency rectifier made of ordinary 
diode, former stage single-phase inverter, and backward stage three-phase inverter 
made of IGBT, which is a high frequency and fast rectifier made of fast recovery 
diode and high-frequency transformer of nanometer crystal core. The control sys-
tem of the converter made SPMC75F2413A as the core combined with integrated 
PWM control chip SG1525. Integrated IC of PC929, PC923, and 2SD315 module 
makes up of former stage single-phase inverter driver circuit and backward stage 
three-phase inverter driver circuit. It proves through experiment the correctness and 
the feasibility of the system designs and achieves the desired design requirements. 
The power conversion system served as a typical application of electronic power 
conversion technology, it can be further developed for the application equipment 
and also act as a platform for experiment teaching and research in the field of power 
electronics technology for motor driving and controlling, and it can be popularized 
and applied in the industry.
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Abstract  Reactive power compensation is an important technology to improve 
power quality of wind power. This paper analyzes various influence factors and rea-
sonable arrangement for wind farm reactive power compensation capacity. Analysis 
and calculation are carried out for the inconsistent requirements in design regula-
tions and influence factors for transmission line losses. At the same time, the con-
figuration scheme for total compensation capacity, dynamic compensation device 
capacity, capacitor branches capacities, and their grouping modes are also given. 
The feasibility of compensation capacity configuration scheme is verified through 
multiple wind farm calculation cases. The purpose of flexible control of voltage and 
reactive power can be obtained with the reasonable capacity configuration for wind 
farm reactive power compensation devices.

Keywords  Wind power generation · Reactive power compensation device · 
Dynamic compensation capacity · Power capacitor bank

16.1 � Introduction

Recently, more and more attentions are paid to the study of wind farm reactive 
power compensation capacity configuration. Runqing Bai summarized the common 
compensation form of wind farm [1]. In consideration of the particularity of wind 
power generation, Yang Yu studied dynamic compensation devices to maintain wind 
farm stability [2]. Wei Gu compared characteristics of SVC and STATCOM used in 
wind farm, improvement of the steady and transient performance are verified [3].
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For reactive power compensation capacity design and configuration, fundamen-
tal regulation and scope had been described [4–7]. Qiang Zhang theoretically stud-
ied the reactive power capacity selection for wind farm [8]. However, the dynamic 
compensation capacity, capacitor branches capacities and their grouping modes had 
not been discussed in detail in the above references. As for different factors affect-
ing the compensation capacity, Kai Wang made a detailed analysis [9]. But the ca-
pacity of dynamic compensation device is only sharing total compensation capacity. 
Yongwu Zhang established simulation models according to different wind turbines 
and output [10], but the selection and allocation of capacity is mainly determined 
by the simulation waveforms. However, there has not been a detailed method of 
dynamic and capacitor reactive power compensation capacity configuration about 
wind farm until now.

This paper discusses various influence factors and reasonable arrangement for 
wind farm reactive compensation capacity. Considering installed capacity and the 
length of transmission line, etc., a detailed calculation method of the total com-
pensation capacity is given. Then, the selection criteria of dynamic compensation 
device capacity, capacitor branches capacities, and their grouping modes are pro-
posed. The feasibility of the capacity configuration scheme is verified by wind farm 
calculation cases.

16.2 � The Total Compensation Capacity for Wind Farm

There are many standards that involved wind farm reactive power compensa-
tion problems, and Q/GDW392-2009 and GB/T19963-2011 qualitatively pro-
vide the contents which should be included in the compensation capacity [4] [5]. 
Q/GDW212-2008 and Q/GDW392-2009 quantitatively regulate the reactive power 
compensation capacity [6] [7]. However, for a specific wind farm configuration, 
and contradictory or not according to these standards, still needs detailed calcula-
tion and analysis.

16.2.1 � Reactive Power Loss of Main Transformer

Reactive power loss of main transformer is mainly divided into the no-load loss 
(constant loss) and load loss (variable loss), which can be calculated by the formula 
(1).

� (16.1)

where ΔQT is the total transformer reactive power losses (kvar), ΔQ0 is the no-load 
loss (kvar), ΔQS is the load loss (kvar), SN is the rated capacity (kVA), S is the ap-
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parent power (kVA), Us% is the percentage of short-circuit impedance, and I0 % is 
the percentage of no-load current.

16.2.2 � Reactive Power Loss of Box-Type Transformer

The reactive power loss of box-type transformer is also divided into two parts, 
which can be calculated by the Eq. (16.1). As the principle of one wind turbine one 
box-type transformer, every 50 MW installed capacity generally required 33 box-
type transformers accessed.

16.2.3 � Assemble Line Reactive Power Loss

The reactive power losses of assemble lines consist of the consumed reactive power 
of line equivalent reactance and the issued reactive power of the equivalent suscep-
tance to ground (charging power), as it is shown in the formula (2).

� (16.2)

where ΔQ is the assemble line losses (kvar), ΔQL is the inductive reactive pow-
er loss (kvar), ΔQB is the charging power (kvar), X is the reactance (Ω), B is the 
equivalent susceptance (S), P1 is the line active power (kvar), Q1 is the line reactive 
power (kvar), I is the line current (A), and U1 and U2 are the beginning and terminal 
voltages of the line (kV).

16.2.4 � Transmission Line Reactive Power Loss

Transmission line reactive power loss is also divided into two parts, which can be 
calculated by the formula (2). Among them, capacitive compensation capacity in-
cludes inductive reactive power loss, and dynamic compensation capacity includes 
charging power loss.

To analyze the problem, this paper takes typical wind farm cases as examples, 
which include 1.5  MW doubly fed induction wind turbines, 1.6MVA box-type 
transformers, 120MVA main transformer, LGJ-240 assemble lines, and LGJ-400 
transmission line access to the grid. Tables 16.1 and 16.2 show the results under 
different conditions.

The total reactive power loss can be basically determined by the above four fac-
tors, as it is shown in Fig. 16.1.
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Table 16.1   Installed capacity and reactive power loss of different parts
Installed capacity/
MW

Main transformer 
loss/Mvar

Box-type transformer 
loss/Mvar

Assemble line loss/
Mvar

50 4.0 3.59 2.07
100 11.2 7.18 4.14
150 14.9 10.77 6.21
200 22.4 14.36 8.28
250 26.1 17.95 10.35
300 33.6 21.54 12.42
350 37.3 25.13 14.49
400 44.8 28.72 16.56
450 48.5 32.31 18.63
500 56.0 35.90 20.70

Table 16.2   Inductive reactive power loss of transmission line
Installed 
capacity/
MW

Transmission line loss/Mvar
10 km 20 km 30 km 40 km 50 km 60 km

50 0.11 0.21 0.32 0.42 0.53 0.63
100 0.42 0.84 1.27 1.69 2.11 2.53
150 0.95 1.90 2.85 3.80 4.75 5.70
200 1.69 3.38 5.07 6.76 8.44 10.13
250 2.64 5.28 7.92 10.56 13.19 15.83
300 3.80 7.60 11.40 15.20 19.00 22.80
350 5.17 10.34 15.52 20.69 25.86 31.03
400 6.76 13.51 20.27 27.02 33.78 40.53
450 8.55 17.10 25.65 34.20 42.75 51.30
500 10.56 21.11 31.67 42.22 52.78 63.33

Fig. 16.1   Percentage of total reactive power loss
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16.3 � Configuration Scheme for Dynamic Device  
and Capacitor Branches Capacity

16.3.1 � Dynamic Reactive Power Compensation Capacity

As for dynamic reactive power compensation capacity, two factors should be con-
sidered: first, the coordination with capacitor branches for flexible regulation of re-
active power. Taking device regulation ability into consideration [6, 7], the dynamic 
compensation capacity is proposed not less than 40 % of the total compensation 
capacity.

Second, the dynamic compensation devices’ ability to compensate charging 
power should also be considered. We can calculate the total charging power of dif-
ferent installed capacities (50 ~ 500 MW) and different transmission line lengths 
(10 ~ 60 km), as it is shown in Fig. 16.2.

As is shown in Fig. 16.2, the charging power increases with the installed capac-
ity and line length, in which the transmission line length has a greater impact. The 
installed capacity mainly influences internal charging power of wind farm, and it 
ranges a little. Although the total charging power increases, le, installed capacity 
less than or equal to 50 MW and transmission line length greater than or equal to 
20 km, installed capacity less than or equal to 100 MW and transmission line length 
greater than or equal to 40 km, installed capacity less than or equal to 150 MW and 
transmission line length greater than or equal to 50 km, the total charging power 
accounts for a larger proportion.

Synthesizing these two factors, it is proposed that dynamic compensation device 
capacity should not be less than 40 % of the total compensation capacity. But in the 
small-capacity and long lines (such as the above large proportion cases), the total 

Fig. 16.2   Total charging power loss in percentage of the installed capacity
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charging power is likely to exceed 40 % of the total compensation capacity. Then, 
a detailed calculation of charging power is required, as a necessary selection basis 
for dynamic device.

16.3.2 � Capacitor Branches Capacity

After the total capacity of capacitor branches is determined, a distribution process is 
needed, that is grouping capacitor branches. According to the standards, the maxi-
mum capacity of each group of capacitor should not be greater than 8 Mvar in 10 kV 
voltage level, not be greater than 12 Mvar in 35 kV voltage level, and not be greater 
than 20 Mvar in 110 (66) kV voltage level.

As wind farm capacitor branches are usually connected to 35 kV bus, the single 
group capacity should not exceed 12 Mvar. It is inadvisable to set too large single 
group capacity, and a proper grouping is needed from the perspective of voltage 
and reactive power control flexibility, whereas investment will be increased for too 
many groups and more frequently capacitor switching may occur. Based on the two 
aspects above, capacitor grouping can be determined by the following categories:

1.	 Dividing 1–2 groups when the total capacity is less than or equal to 12 Mvar.
2.	 Dividing 2–4 groups when the total capacity is greater than 12 Mvar and less 

than or equal to 40 Mvar.
3.	 Dividing more groups when the total capacity is greater.

Then, grouping by an equal capacity according to the actual situation of wind farm.
In order to reduce the inrush current and harmonic level, capacitor branch is 

generally cooperated with serial reactance. The rated reactance ratio is based on the 
system harmonic level. Generally, the interference of the 5th and 7th harmonics is 
serious in wind farm, with which the harmonic current is large. Therefore, series re-
actance ratio can be chosen between 4.5 and 6 %. As for the 3rd harmonic prominent 
wind farms, a 12 % series reactance ratio should be considered.

16.4 � Conclusion

Reactive power compensation capacity configuration for wind farm is researched 
in this paper. The total reactive power loss curve can be easily drawn through the 
proposed reactive power compensation capacity calculation method, from which 
we can obtain the needed compensation capacity easily. No less than 40 % of the 
total compensation capacity should be the dynamic compensation capacity, but a 
detailed calculation of charging power must be considered for the small-capacity 
wind farm and long lines. Also, a proposal of the smaller than 12Mvar single group 
capacity capacitor branch and the group numbers is given.
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Abstract  To improve the service quality of power enterprise, an index system for 
power supply service evaluation is constructed from the aspects of electricity cus-
tomers’ perception and the service process of power supply enterprise. G1 method 
determines the weight of indexes Zadeh operator is used for synthesis process. This 
chapter combined Zadeh operator and the fuzzy synthesis, and a new evaluation 
method was proposed. Using this method to evaluate the power supply service at 
one of the regions of Guangdong Province in China, the result shows the disparity 
between the actual service performance and customer demands. Through the case, 
the method of improving power supply service is found out and the reasonableness 
of proposed method is demonstrated.

Keywords  Power supply enterprise · Service quality · External evaluation · Fuzzy 
evaluation

17.1 � Introduction

In the electricity market, grid companies are service-oriented and always operating 
power supply products. Scientific and rational evaluation of electric power supply 
service becomes critical to improve service quality [1]. Currently, the fuzzy mode is 
widely used to evaluate the service quality.
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17.2 � Build System of External Evaluation Index

17.2.1 � Dimensions of Index

At present, dimension of service quality evaluation that is widely accepted and used 
internationally is proposed by Parasuraman, Zeithaml, and Berry based on the user 
perception [2]. The five dimensions of service quality evaluation system include 
type, reliability, assurance, impact resistance, and empathy [3, 4]. Because of the 
characteristics of the power industry, we increase two dimensions: the security and 
stability. This chapter establishes an external evaluation system based on seven di-
mensions:

1.	 Type: Service can be observed in the process.
2.	 Reliability: Reliability refers to the completion of service commitment accurate 

and reliable, such as the restoration of electricity.
3.	 Assurance: Assurance is the ability to increase customer confidence in the qual-

ity of service and security.
4.	 Response: It is the ability to make accurate response of the requirements from 

customers, such as blackout notification timeliness.
5.	 Empathy: Empathy refers that the power companies according to the customer 

needs provide differentiated services.
6.	 Security: Guarantee security of electricity supply companies is important. The 

power supply enterprise monitors and guides the safe use of electricity.
7.	 Stability: Stability is the impact of voltage stability and frequency stability.

17.2.2 � Index Building

According to the power industry’s seven dimensions of service quality evaluation 
above, based on the feature of power supply enterprise services, combined with 
supply services at regional power companies in Guangdong Province, we determine 
the index system for this external evaluation. External evaluation index system in 
this chapter has set up dozens of secondary indexes. Below the secondary indexes, 
the third indexes include 40 evaluation components. The names of the secondary 
and the third indexes are shown in Fig. 17.1.

17.3 � Power Supply Service External Evaluation Method

17.3.1 � G1 Method Determines Weights

AHP is one of the methods which widely used for weighing purposes. When a large 
number of elements exist, it is computational intensive and difficult to meet the 
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accurate requirements. G1 method to determine the weights is an improved method 
of AHP, without judgment matrix, and there is no restriction on the number of ele-
ments on the same level [5]. G1 method to determine the weights is as follows [6]:

1.	 Indexes sorted by importance. Select the most important indicator from the index 
set and mark Ii, and then select the most important indicator from the remaining 
indicators and mark Ij. Followed the rule, suppose that a total of m indicators in 
index set, the indicator sequence relationship is Ii > Ij > … > Ik (1 < i, j, k < m).

2.	 Determine the relative importance between adjacent indicators. The importance 
ratio between adjacent indicators is rk = ωk-1/ωk.ωk is the weight of the k indi-
cators [7]. According to the sequence relationship in the first step, determine 
the relative importance rk of each indicator. The relative importance rk is firstly 
determined by the experts and then averaged. Relative importance’s valuing 
method is as shown in Table 17.1.

3.	 Calculate the index weight. The formula is
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Table 17.1   The value method of rk

Relationship rk value

ωk-1 and ωk equally important 1.0
ωk-1 slightly more important than ωk 1.2
ωk-1 obviously more important than ωk 1.4
ωk-1 very more important than ωk 1.6
ωk-1 extremely more important than ωk 1.8

A Power equipment

A1 Timeliness accepted
A2 Timeliness audit
A3 Timeliness connect
A4 Contract
A5 Attitude

F Repair

F1 RepairTimeliness
F2 Attitude

D Electricitymetering

D1 Meteringaccuracy
D2 Errorhanding
D3 Checkthemeter

I DSM

I1 Price
I2 Greenenergy
I3 DSMpropaganda
I4 Differentiatedservice

C Shopservices

C1 Skilledbusiness
C2 Businessaccuracy
C3 Serviceenvironment

H Transmissionservice

H1 Timelinessconnect
H2 Accuracy

E Electricalcheck

E1 Content
E2 Legalprocedures
E3 Noticequick
E4 Safetyawareness
E5 Attitude

J Power quality

J1 Reliability
J2 Voltagestability
J3 Frequency stability

G Telephoneservice

G1 Fast-on
G2 Complaintsvisit
G3 Easy use
G4 Level of business
G5 Attitude

B Meterandcharge
B1 Accuracy
B2 Billissued
B3 Chargingmethods
B4 Errorhanding
B5 Arrearsnotice
B6 Shopdistribution
B7 Attitude

Fig. 17.1   Index system of external evaluation
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� (17.2)

17.3.2 � Evaluation Method Based on Zadeh Operator

Fuzzy evaluation method based on Zadeh operator is as follows:

1.	 Determine the evaluation factor set U u u um= { }1 2, , ,� , and determine the eval-
uation factor system.

2.	 Determine the component set Q q j ni
j
i= ={ }, ( , , , )1 2 �  for each ui, and n is the 

number of components.
3.	 Determine the comment set V v v vj

i
s= { }1 2, , ,�  for each qi

j, and s is the number 
of comments.

4.	 Evaluation of the individual indicators. rij of each component vi composite an 
evaluation vector α j

i
i i isr r r= { }1 2, , ,� .

5.	 Establish a fuzzy relationship matrix of centralized component factors:

�

(17.3)

6.	 Determine the weight set ω ω ω ω
i i i

n
i= …{ }1 2, ,  of fuzzy evaluation index Qi, 

which ω j
i j n( , , , )= 1 2 �  is a fuzzy index weight of q j nj

i ( , , , )= 1 2 � . Weight 
set of fuzzy evaluation of external power company is determined by G1 method 
from the above.

7.	 Use Zadeh operator and fuzzy synthesis. Fuzzy synthesis process is as follows:

� (17.4)

8.	 Using 7-point Likert scale to evaluate the quality of services. Let the service 
quality level be variable j, and then the 7-point Likert scale evaluation method is 
as shown in Table 17.2.
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Table 17.2   The value of 7-point Likert scale
Comment Excellent Very good Good Normal Bad Very bad Poor
Level 7 6 5 4 3 2 1
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The evaluation of power quality services is A. The formula is as follows:

�
(17.5)

17.4 � Case study

17.4.1 � Data Statistics

This chapter assesses an area of Guangdong Province. We design the questionnaire 
based on the customer’s perception of power services. Comment uses 7-point Lik-
ert scale. During the calculation, the numbers of each comment questionnaire are 
divided by the total number of valid questionnaires and obtain the proportion.

This survey selects users in the area including 200 residents and 100 non-resi-
dents as a sample. We have given 300 questionnaires and received back 292 ques-
tionnaires, in which 268 questionnaires were valid. The effective rate was 89.3 %.

Take the third indexes B2 bills issued timeliness as an example, and the result of 
questionnaires is shown in Table 17.3.

Copies of each comment of B2 are divided by the total number of valid question-
naires’ copies. The rating of B2 is shown in the second line of the matrix B.

Statistical analysis gets 10 membership matrixes of 10 secondary indexes. A and 
B membership matrixes are listed below, C ∼ J abbreviate.
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Table 17.3   Index B2 questionnaire results
Comment Excellent Very good Good Normal Bad Very bad Poor
Copies 35 49 80 71 22 7 4
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17.4.2 � Weights’ Calculation

Fuzzy weights are determined by G1 method. In this assessment, the experts’ group 
determines that the sequence relationship is J > F > D > I > C > E > B > A > G > H

Each weight is marked as follows: ω1 > ω2 > ω3 > ω4 > ω5 > ω6 > ω7 > ω8 > ω9 > ω10
According to the weight principles in Table  17.1, the result is as follows: r2

r2 = 1.2, r3 = 1.4, r4 = 1.4, r5 = 1.2, r6 = 1.6, r7 = 1.4, r8 = 1.4, r9 = 1.2, r10 = 1.2 Accord-
ing to the formula (17.1),

�
(17.8)

The rest of the weight is determined by the formula (17.2).
The way of calculating the third indexes’ weight is the same as below. The weight 

of each index is shown in Table 17.4.
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Table 17.4   Fuzzy weights of the external evaluation index
Sec Wet 3th Wet Sec Wet 3th Wet
A 0.029 A1 0.274 D 0.152 D1 0.463

A2 0.119 D2 0.331
A3 0.228 D3 0.207
A4 0.19 E 0.056 E1 0.177
A5 0.19 E2 0.337

B 0.04 B1 0.29 E3 0.262
B2 0.173 E4 0.126
B3 0.073 E5 0.09
B4 0.088 F 0.212 F1 0.545
B5 0.207 F2 0.455
B6 0.123 G 0.024 G1 0.274
B7 0.046 G2 0.228

C 0.09 C1 0.276 G3 0.19
C2 0.255 G4 0.19
C3 0.28 G5 0.119
C4 0.189 H 0.108 H1 0.5

I 0.02 I1 0.197 H2 0.5
I2 0.197 J 0.255 J1 0.488
I3 0.276 J2 0.265
I4 0.331 J3 0.265
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17.4.3 � Evaluation Calculates

According to the formula (17.3), the membership matrix and the three indexes’ 
weight were synthesized. Take the secondary index A as an example.

�

(17.9)

The rest is similar. The results above constitute the secondary index membership 
matrix R10 7× , the secondary index weight and R10 7×  synthesis, the result is

�
(17.10)

According to the formula (17.4), we obtained the external evaluation of power sup-
ply service in this area:

�

(17.11)
External evaluation results of the secondary indexes are shown in Table 17.5.
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Table 17.5   Results of the external evaluation
Index A B C D E
Point 4.479 4.411 4.282 4.412 4.514
Index F G H I J
Point 4.768 4.594 4.821 3.99 4.382
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17.4.4 � Analyze Evaluation Results

External evaluation result in the area is 4.442 points, which is between the normal 
and the good. Studies show that the power supply service in this area meets the 
eligibility criteria ( > 4.2 points). However, there still exists a gap in customers’ ex-
pectations, so the power company must improve its service in the future. From the 
results, we can see that on traditional services, such as power transmission services, 
fault repair, and electrical inspection, the points tend to be better, but in the C and 
I indexes, the service quality is inadequate. In times of power market, the power 
company in this region should further improve service levels in the aspect of direct 
contacting customers and strengthen the demand-side management.

17.5 � Conclusion

In this chapter, the external quality evaluation system for power supply service fully 
reflects the status of enterprise services. Through the case study, the feasibility of 
this method is verified. This evaluation method focuses on the role of the main 
factors, reduces subjectivity, and shows good operability and accuracy. At present, 
China’s electricity market reforms have been carried out. The model in this paper 
provides a valid reference for the power companies to assess the quality of services 
under electricity market environment and helps power companies to increase mar-
ket competitiveness.
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Chapter 18
Based on the Power Factors of DFIG Wind 
Farm for Power Flow Optimization
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Abstract  Double fed induction generators are able to operate on different power 
factors, and can be used to support power systems. On the basis of regulating the 
power factors of double fed induction generators, the wind power penetration con-
ditions are taken into account; the hybrid artificial bee colony algorithm is proposed 
to calculate the optimal power flow, and the impact of different power factors on 
the power system is researched. In this chapter, the model of objective function is 
formulated to minimize the conventional generator cost under the consideration of 
various power factors of double fed induction generators. The simulation results 
show in high wind speed, double fed induction generators can regulate power fac-
tors to support power system operations and reduce the conventional generator cost, 
and the hybrid artificial bee colony algorithm is better for the converged speed of 
algorithm than the artificial bee colony algorithm. Thus, the model and new algo-
rithm are proved effectively.

Keywords  Double fed induction generator · Power factor · Optimal power flow · 
Hybrid artificial bee colony algorithm

18.1 � Introduction

Recently, more and more people begin to care about the issue of wind power devel-
opment. What more is that the new wind power technologies play an important role 
in the wind farm construction. Double fed induction generators (DFIGs) are becom-
ing the mainstream wind turbines for excellent performance and work efficiency [1, 
2]. In the power system operation, the large-scale construction of wind farms has 
growing tendency so that the new type and high install capacity is choosen for wind 
turbines, which leads to a high wind power penetration. According to this wind 
power penetration condition, the power systems containing wind power should be 
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researched to improve the economical efficiency of power systems. Therefore, the 
optimal power flow (OPF) of a power system containing wind farms is becoming 
an important issue.

The performance of the DFIG is better than the wind turbine with an asynchro-
nous generator. Generally speaking, the DFIGs operate on the model of the constant 
power factor, and the power factor is set to 1. However, the worldwide mainstream 
DFIGs are able to regulate the power factor from 0.95 (lagging) to 0.95 (leading) [3, 
4]. Utilizing the regulating capability of DFIG power factor, the DFIGs have flex-
ible power output in the power system. Some researchers have analyzed the impact 
of DFIG power factors on the power system [4, 5].

The OPF is one of the significant constituents in the power system analysis [6]. 
The model of the objective function is formulated to minimize the conventional 
generator’s cost, and the DFIG power factors and wind power penetrations are in-
troduced as special wind power conditions. In this chapter, the artificial bee colony 
algorithm is introduced. The artificial bee colony algorithm is an excellent algo-
rithm. At the same time, this chapter enhances and improves the algorithm perfor-
mance by combining it with the relevant optimization strategies. In sum, according 
to the result and theory analysis it indicates that DFIGs can regulate power factors 
to support the power system, and the model and new algorithm are verified effec-
tively.

18.2 � Double Fed Induction Generator Model

In the DFIG operation, both power output and wind speed correspond with each 
other. This chapter chooses 1.5 MW DFIG as the subject investigated, and the pow-
er characteristic and power characteristic curve of DFIG comes from the correlation 
study [7].

The DFIG power output is decided by power characteristic and wind speed. For 
the constant power factor control model, the power factor is set as cosφ . Wind tur-
bine active power PT is expressed as follows [7]:

� (18.1)

where PT  is the active power of DFIG fed into power system; Ps is the active power 
of stator winding side; Pr is the active power of rotor winding side rr is the rotor 
resistance xs is the stator reactance; xm is the excitation reactance; 

•

sU  is the stator 
voltage; and Qs is the stator reactive power.
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The DFIG slip S is calculated from the wind turbines speed characteristic [7]. 
Because the converter output and input reactive power is very little, the wind tur-
bines reactive power is the stator side reactive power:

� (18.2)

According to this chapter [7], introducing Eq. (18.2) into Eq. (18.1) leads to:

� (18.3)

According to this chapter [5], Qs is expressed as follows:

� (18.4)

where 
2

2r s r s
2 2

2 ( ) tan ( )
1 , (1 tan )m m

m m

r x x r x x
a s b

x x

ϕ ϕ+ +
= + − = + ,

In this chapter, the all active powers and reactive powers of the wind farm are equal 
to the total of the active power and reactive power by each DFIG in the wind farm 
[8]. The DFIGs operate on the constant power factor, and the wind farm integrates 
into the power system by PQ nodes.

18.3 � The Model of Power System Optimal Power Flow 
Containing a Wind Farm

The objective is to minimize the conventional generator cost to ensure that the pow-
er system is good and economic [6, 9]. Thus, the objective function is set as follows:

� (18.5)
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18.3.1 � Constraint Condition

� (18.6)

� (18.7)

where P QGi G, i are the generator active and reactive power outputs at the i bus. 
P QDi D, i are the load active and reactive powers at the i bus. P QTi T, i are the wind 
farm injected active and reactive powers at the bus i. U Ui j,  are the voltage at the i 
and j buses, respectively. G Bij ij,  are the conductance and the susceptance between 
the nodes i and j. δij is the phase angle between the nodes i and j.

The inequality constraint conditions of conventional generators:

� (18.8)

� (18.9)

where P PGi G.min , i.max are the low and upper of active power outputs at the generator 
i. Q QGi G.min , i.max are the low and upper of reactive power outputs at the generator i.

Other inequality constraint conditions are expressed:

� (18.10)

� (18.11)

� (18.12)

where Tapi .max and Tapi .min are the low and upper of transformer’s tap changers at the 
i bus; QCi .max and QCi .min are the low and upper of parallel capacitors at the i bus; and 
Ui.max and Ui.min are the low and upper of voltages at the i bus.

18.4 � Hybrid Artificial Bee Colony Algorithm

Karaboga introduced artificial bee colony algorithm first in 2005. Artificial bee 
colony algorithm consists of three group bees: employed bees, onlooker bees, and 
scout bees. The three group bees to search food are simulated [10,11]. The employed 
bees and onlooker bees according to Eq. (18.13) are used to search food source.

� (18.13)
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where k {1,2, ,SN}, j {1,2, ,D}∈ … ∈ … , and j  and k  are random numbers, k i≠ . Rij  
is a random number between 1 and − 1.

The onlooker bees are according to the fitness of food source which are feed-
backs of employed bees, and the onlooker bees choose the food source with the 
probability given in Eq. (18.14), whereas fiti  is the fitness:

� (18.14)

If the fitness cannot improve within the limit, the fitness will be ignored. The em-
ployed bees will become scout bees, and a new food source of the scout bees is 
produced in equation Eq. (18.15):

� (18.15)

18.4.1 � Boltzmann Selection Strategy

In this chapter, Boltzmann selection substitutes the roulette wheel selection 
Eq. (18.14). According to the correlation study, Boltzmann selection equations are 
as given below[12]:

� (18.16)

� (18.17)

where T is the temperature, T0 is the original temperature, and C is the iteration.

18.4.2 � Self-Adaptive Strategy

The employed bees and onlooker bees are significant parts of search programs in 
the artificial bee colony algorithm [13]. Rij is the random number and a part of 
Eq. (18.13). According to the correlation study, the employed bees are expressed 
with the following equation [13]:

� (18.18)
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The onlooker bees are expressed with the following equation [13]:

� (18.19)

where k k1 2,  are the coefficients; iter is the iteration.
According to the correlation study, the program flow chart of OPF by the hybrid 

artificial bee colony (HABC) algorithm can be expressed as follows [11, 14, 15 ] 
(Fig 18.1):

18.5 � Simulation Results

In this chapter, the OPF of a wind farm is carried out on the Institute of Electrical 
and Electronics Engineers (IEEE) 30 bus system in MATLAB [16]. The parameters 
of conventional generators are taken from the correlation study [9]. The wind farm 
is connected with the 30 nodes of the system by a transformer. The five parallel ca-
pacitors are installed in the 10 and 24 nodes of the system. The transformers are able 
to adjust to –4 + 2.5%. The parameters of the HABC algorithm and artificial bee 
colony algorithm have the population size of 50, and the max cycle is 100. In this 
chapter, the wind speed is mainly considered to be simulated in high wind speed, 
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Fig. 18.1   Program flow chart 
of optimal power flow ( OPF) 
by the hybrid artificial bee 
colony ( HABC) algorithm
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the time period 1 is set to 9 m/s. The time period 2 is set to 11 m/s. The time period 
3 is set to normal wind speed.

Table 18.1 shows different conditions of wind speed and power factor, and about 
15 % wind power penetration. In the time period 1, the result of power factor 1 
and 0.98 (lagging) has an obvious difference that is the point of common coupling 
(PCC) voltage, and power factor 0.98 (lagging) can keep PCC voltage at 1.03–1.05. 
It is the fact that the wind farm of DFIGs can regulate the reactive power output, 
which is able to support the power system. With the speed becoming normal wind 
speed, the conventional generator cost is reduced. The difference of the optimiza-
tion result of the power factors 1 and 0.98 (lagging) is increasing with the wind 
speed change (Fig 18.2). From the results of the objective function, the data illus-
trate the operation of the power factor 0.98 (lagging), which is beneficial to the OPF 
optimization at the high wind speed condition. And the wind farm is able to provide 
more and more help and support to power systems with wind speed increases.

Table 18.1   Results of 15 % wind power penetration and the power factors 1 and 0.98 (lagging) 
of three time periods
Time 
period

Power 
factor

The 
voltage 
of PCC

The power output of conventional generation Cost 
(US$/h)P1 P2 P5 P8 P11 P13

1 1 1.0282 166.89 46.45 20.78 15.79 10.35 12.03 731.873
0.98 1.0397 167.4 46.4 20.78 15.44 10.29 12 731.828

2 1 1.0277 159.18 44.66 20.13 10.59 10 12 679.336
0.98 1.0468 158.79 44.48 20.16 10.94 10 12 678.806

3 1 1.0235 155.67 43.49 19.97 10 10 12 661.752
0.98 1.0446 155.37 43.57 19.92 10 10 12 660.898

PCC point of common coupling

Fig. 18.2   The diagram of IEEE 30 bus test system
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Table 18.2 shows the different conditions of power factors between about 20 
and 15 % wind power penetration in normal wind speed. The comparison between 
20 and 15 % wind power penetration and power factors 1 and 0.98 (lagging), the 
Table 18.2 shows that the wind power penetration 20 % is the better optimization 
result than 15 %, and the power factor 0.98 (lagging) has better optimization results 
than the power factor 1. At normal wind speed and 20 % wind power penetration, 
the result of power factor 0.98 (lagging) is reduced to about five conventional gen-
erator costs compared with the power factor 1, and the voltage is more stable. From 
Tables  18.1 and 18.2, the optimization shows that when the conditions are high 
wind speed and high wind power penetration, the power factor 0.98 (lagging) is 
beneficial to reduce the power system conventional generator cost and attain OPF.

From Fig. 18.3, the 15 % wind power penetration of the DFIG wind farm under 
the conditions of normal wind speed and power factor 1 is calculated. It can be 
observed that the HABC algorithm converged speed and is better than the artifi-
cial bee colony algorithm. As a result of the HABC algorithm combined with the 
self-adaptive strategy and Boltzmann selection policy with original algorithm, the 
iterations of the algorithm are considered in the new algorithm. The new algorithm 
is verified effectively.

Table 18.2   Results of 20 and 15 % wind power penetration and the power factors 1 and 0.98 (lag-
ging) in normal wind speed
Wind power 
penetration 
(%)

Power 
factor

The voltage 
of PCC

The power output of conventional generation Cost 
(US$/h)P1 P2 P5 P8 P11 P13

15 1 1.0235 155.67 43.49 19.97 10 10 12 661.752
0.98 1.0446 155.37 43.57 19.92 10 10 12 660.898

20 1 0.9913 146 41.31 19.08 10 10 12 621.398
0.98 1.0357 144.7 41.23 19.02 10 10 12 616.841

PCC point of common coupling

Fig. 18.3   Curve of the hybrid artificial bee colony ( HABC) algorithm and artificial bee colony 
algorithm ( ABC)
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18.6 � Conclusion

In this chapter, the OPF under the conditions of DFIG power factors and wind 
power penetration is researched by the HABC algorithm. In the research, the DFIG 
power factor 0.98 (lagging) is able to improve the result of the OPF. At high wind 
speed and wind power penetration, the DFIG power factor 0.98 (lagging) supports 
the power system that has more reactive power than the power factor 1. From the 
Fig. 18.3, the simulation results show that the converged speed of the HABC algo-
rithm is fast, and it can draw the conclusion that the new algorithm has an effective 
improvement. From the Tables 18.1 and 18.2, the simulation results also show that 
the DFIG power factor 0.98 (lagging) gets better optimization results than using the 
DFIG power factor 1.
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Chapter 19
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Abstract  There are many different ways of measuring the source impedance; how-
ever, they vary in applicability and accuracy. The chapter presents a simple and 
cheap on-line measuring method. It not only applies in AC network but also makes 
a good result in DC network. The chapter takes emphasis on the common-mode 
source impedance measuring. Further, the compensation model is established and 
the calibration factor against frequency is simulated. The simulation results make 
clear that the measuring frequency range of the method is relatively wide and can 
reach a good accuracy in coupling analysis and EMI filter design.

Keywords  Source impedance · Common-mode EMI · On-line measuring · Power 
grid noise

19.1 � Introduction

Grid of modern society is facing very serious bearer. As considerable progress has 
been made on the fields applying switching devices of power semiconductor and 
control technology becomes more sophisticated, the power system may bring out 
the EMI or shares the EMI of the load during operation. In addition, we know that 
the power grid supplies to different users. Due to the uncertainty of different us-
ers who have access to the electricity, especially the starting and braking of high-
power equipment, the neighboring grid will suffer the random momentary shock 
which may also cause trouble to sensitive users; resulting in abnormal equipment 
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operation, reducing of the system efficiency, loss of computer data, logic confusion, 
even hardware damage which leads to a system standstill [1, 2].

In order to effectively estimate the power line interference injecting from differ-
ent devices and the amount of interference where each electrical equipment coupled 
from the power line, we need to measure the input impedance (including differential 
and common mode impedance) of each equipment relatively accurately. It is easy to 
identify differential mode interference, so this chapter focuses on the measurement 
and analysis of the common-mode impedance.

The rest of this chapter is organized as follows. Section 19.2 gives the form of 
the equivalent source impedance. Section 19.3presents the test method in detail. 
Section 19.4 is the simulation results using the proposed method. And Section 19.5 
is the conclusion.

19.2 � Form of the Equivalent Source Impedance

For the equivalent input impedance of the power line, it can be divided into com-
mon and differential mode impedance. Differential mode impedance is the input 
impedance of the device. Whichever form of the impedance, it can be expressed 
as the resistance part and the reactance part. Since we care about the interference 
of the device as a network coupled to the grid or other devices, therefore, the two 
parts of the source impedance should be measured and analyzed. The electric model 
of a network can be expressed as an impedance or an admittance model [3, 4]. The 
equivalent circuit of the former is shown as Fig. 19.1a and the equivalent circuit 
of the latter is shown as Fig. 19.1b. Specially, the equivalent impedance (or ad-
mittance) of the device is determined at a certain frequency, but the resistance (or 
conductance) part and reactance (or susceptance) part of the equivalent impedance 
of different frequencies may be different.

R(f)

X(f)

Equivalent circuit in 
impedance form

G(f) B(f)

Equivalent circuit in 
admittance form

a b

Fig. 19.1   a Equivalent circuit in impedance form, b equivalent circuit in admittance form
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19.3 � Test Method

19.3.1 � Basic Principles

Ohm’s law is the basic principle for the definition, calculation, and measurement of 
impedance. Schneider proposed the resonance method. The main drawback of this 
method is that the frequency range proper for measuring is narrow. She proposed 
a method using a dual current probe which ignores the phase information and the 
equipment is expensive. Dongbing Zhang proposed the insertion loss method which 
also ignores the phase information and requires multiple attempts of measurement, 
and its degree of precision is limited [5, 6].

Impedance of an off-line network is easy to be measured fast and accurately 
using the network or impedance analyzer. However, these instruments are not ap-
plicable if the EUT is on-line. The method we proposed can solve this problem [7].

In order to measure the input impedance of an AC device, the starting frequency 
when measuring should be at least 10 times the AC grid frequency which can ensure 
the main harmonics of the grid so that can be avoided. Furthermore, this can protect 
the instruments and ensure accurate readings.

The main measuring device is the frequency selective voltage meter (FSLM) 
which must be used in conjunction with a signal generator and an isolation ca-
pacitor. This isolation capacitor ought to present a high impedance characteristic 
responding to grid frequency while making a low impedance access under mea-
sured frequency [8]. If the frequency on the line is 50 Hz, the minimum frequency 
to measure is 10 × 50 Hz = 500 Hz. The test diagram is shown in Fig. 19.2.

The voltage–current measurement method needs to measure the potential of the 
higher potential side and the output current of the grid. We need a current probe to 
measure the current. The current probe measures the magnetic field generated by 
the wire due to the electron motion. In the range specification of the current probe, 
it can convert the magnetic flux around the conductor to a linear voltage which can 
be displayed on an oscilloscope or other measuring instruments for analyzing.

After the required voltage, the current values are measured. The absolute value 
of source impedance and admittance are:

AC
LINE

AC

Load

R

C

Signal
Generator

HPF

FSLM

Vb

Receptor
Current 
Probe

Fig. 19.2   Source impedance 
testing diagram (voltage–cur-
rent method)
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� (19.1)

� (19.2)

What we get from the two methods is the modulus value of source impedance or 
admittance.

19.3.2 � On-Line Measurement of the Common Mode Impedance

Differential mode impedance can be measured with the test setup shown in Fig. 19.2. 
For the common mode impedance, the injection signal and the measurement instru-
ments on the two lines of the grid should be symmetrical. And the signal injected 
into the line is through the isolation transformer. The setup of the measurement is 
shown in Fig. 19.3.

a.	 Test of the common mode impedance or admittance

According to the setup shown in Fig. 19.3, capture the voltage and current at dif-
ferent frequencies. Then the modulus value of the common mode impedance and 
admittance can be calculated by Eqs. (19.1) and (19.2).

The admittance of an arbitrary network can be expressed as:

� (19.3)

� (19.4)

where, Y, G, and B are the admittance, conductance, and susceptance of the device 
at a certain frequency, respectively.

Z f
V

I
( )0 =

Y f
I

V
( )0 =

Y G jB= +

Y G B2 2 2= +

HPF

Isola�on 
Transformer

Power 
AmplifierSignal

Generator

FSLM

HPF HPF

FSLM

EUT Source

Current 
Probe

Fig. 19.3   Setup of common 
mode impedance testing
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In order to obtain its resistance (or conductance) part and reactance (or suscep-
tance) part, additional test and proper calculation are necessary.

b.	 Test when the lines are shunted with capacitors

The additional test measures the common mode admittance when the two lines 
of the grid are shunted with two equal capacitors. The test method is shown in 
Fig. 19.3. Supposing the measured admittance is Y1, so,

� (19.5)

� (19.6)

where Bc is the susceptance of the shunted capacitor.
The common mode admittance test without and with the shunted capacitor es-

tablishes the equations as Eqs. (19.5) and (19.7). Solving the two equations and the 
solutions are as:

� (19.7)

� (19.8)

The corresponding impedance is:

� (19.9)

Therefore the resistance (or conductance) part and reactance (or susceptance) part 
can be obtained. They can also be tested and calculated if two lines of the grid are 
in series with two equal resistors or inductors. But it is a little bit sophisticated in 
practical engineering.

c.	 Selection of the shunted capacitors

The shunted capacitors should make obvious change of the admittance. According 
to the experience in practical engineering, the admittance of the shunted capacitor 
should be 1–3 times that of the network at corresponding frequencies.

19.3.3 � Design of the High-Pass Filter Cascaded with the FSLM

To ensure the frequency-selective, the voltmeter can withstand the AC voltage of 
the power grid, a high-pass filter cascaded with the FSLM needs to be designed. A 

Y G j B Bc1 = + +( )

Y G B Bc1
2 2 2= + +( )

B
Y Y B

B
c
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=
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2 2 2

2

G Y B= −2 2

Z
G

Y
j
B

Y
= −

2 2



172 W. Song et al.

serial capacitor may be used as the test pins in the form of a probe so as to protect 
the input terminal of the frequency-selective voltmeter. The cutoff frequency of the 
high-pass filter must be at least half of the lowest frequency which to be measured.

This filter does not have to be designed specially or can be designed as the But-
terworth filter allowing ups and downs in its pass-band [9, 10]. Providing the grid 
frequency as 50 Hz, the minimum measurement frequency is 500 Hz which requires 
that the cutoff frequency of high-pass filter is at least 250 Hz. Take for example, 
250 Hz, use the K-type high-pass filter which consists of two cascaded identical 
Γ-shaped high-pass network, as shown in Fig. 19.4:

Since ZFSLM = 50Ω, then we select K ZFSLM= , according to the definition of 
K-type filter, we know

� (19.10)

Because the cutoff frequency of the filter is f Hz0 250= , then

� (19.11)

Combine Eqs. (19.3) and (19.4), we obtain

� (19.12)

� (19.13)

Although the filter is added to protect the test equipment, however, the voltage drop 
on it cannot be ignored, which needs to be calibrated to compensate the voltage 
drop.

The voltage calibration factor of the filter is easily obtained by simulation or 
test, simulation results are shown in Fig. 19.5. We can find that calibration factor 
is deviated from 1 only in low frequency. When the frequency is high enough, the 
calibration factor is close to 1 which means the voltage drop of the high-pass filter 
is small enough comparing with the test voltage [11]. This is consistent with the 
design result of the high-pass filter.
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19.4 � Simulation Analysis

19.4.1 � Admittance Test

For the common mode admittance simulation, we design a simulation circuit in 
Fig.  19.6 according to the measurement requirements and the equipment admit-
tance equivalent circuit, the measured voltage is the line-to-ground voltage, so is 
the current.
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Fig. 19.6   Common mode admittance simulation circuit
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Wherein, the left side of L1, C2, and R3 constitute the form of impedance to 
ground equipment. The right side source symmetrically injects the common mode 
voltage into the grid lines. Use the frequency-selective voltmeter and a high-pass 
filter to measure the voltage and a current probe to test the current. The ratio be-
tween them is an absolute value of the common mode impedance on the equipment 
side.

After a frequency domain simulation, we can obtain the admittance waveforms 
against frequency, as shown in Fig. 19.7. Although it is easy to get the modulus 
values of the admittance for each frequency point one time, the specific form of the 
equivalent admittance is different under different frequencies.

To calculate the conductance part and the susceptance part of the admittance, a 
second equation is needed. Therefore, two capacitors can be shunted symmetrically 
for the two grid lines. Then we can measure the total admittance in the same way. 
Solving these two equations, we can get the value of the equivalent circuit elements 
and the conductance part and the susceptance part of the admittance.

19.4.2 � Calculation of the Real and Imaginary Part of the Source 
Admittance

According to the test results of the admittance in Fig. 19.7, we choose a 0.1uF ca-
pacitor adding to the two common transmission lines respectively. The admittance 
test results after adding the capacitors are shown in Fig. 19.8.

The equivalent electrical network before and after shunting the capacitors are 
shown in Fig. 19.9a, b.

Where C = 0.1uF, Bc = j · 2π · f.
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With Eqs. (19.7) and (19.8), we can obtain the equivalent conductance part and 
susceptance part of the admittance at different frequencies, as well as the phase 
information.

The theoretical common mode admittance of the simulation model and the cal-
culation results from Eqs. (19.7) and (19.8) are compared in Table 19.1. The theo-
retical value refers to the admittance and susceptance of the simulation model we 
used in PSPISE. And the calculated value refers to the admittance and susceptance 
we calculated using the proposed method.

According to the results in Table 19.1, the real and imaginary parts of the calcu-
lated admittance are in good agreement with the theoretical values, which prove the 
validity of the test method.
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19.5 � Conclusion

Based on actual engineering, this chapter proposed a simple and convenient source 
impedance (admittance) test method which can measure the absolute of the imped-
ance and admittance, as well as their real and imaginary parts. The method uses the 
high-pass filter to protect the monitor instruments from the interference of the AC 
grid line. The simulation results demonstrate the effectiveness of the test method.
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Abstract  The conventional power flow algorithms are not applicable to the 
distribution network with distributed generations (DGs) and electric vehicles 
because of various node types of generations and weekly meshed network. Based 
on the analysis of the operation mode and the control characteristics of conventional 
DGs and electric vehicles, their mathematical models in power flow calculation 
can be established. Then, an improved power flow calculation method based on 
the Newton algorithm is presented to compute the power flow of weakly meshed 
distribution network with multitype DGs and electric vehicle. Finally, an Institute 
of Electrical and Electronics Engineers (IEEE) 33 bus system is used to validate 
the proposed algorithm with the results showing that this improved algorithm is 
feasible and effective.

Keywords  DGs · Electric vehicles · Distribution network · Power flow calculation

20.1 � Introduction

The traditional distribution network usually uses the form of radiation and the 
power flow direction is unidirectional. After the distributed generation (DG) and 
electric vehicle are integrated to the distribution network, the distribution network 
is converted from the original single generation systems into a multiplicity genera-
tions systems, and producing bidirectional power flow, which has exerted enormous 
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impact on the distribution network structure, power loss, voltage profile, and power 
flow calculation. In order to deal with these issues, an improved power flow algo-
rithm is proposed in this chapter. It is significant to study the distribution network 
with DGs and electric vehicles.

As to the power flow algorithms of distribution network with the DGs and electric 
vehicles, Yang et al. applied the Newton method for the power flow calculation; the 
DGs in distribution network can be considered as PQ and PV nodes simply; but the 
great errors could not be avoided in this calculation [1]. Wang et al. took into account 
the output of active power of asynchronous generator and the absorbed reactive pow-
er from the distribution network, the P-Q(V) steady-state models of wind turbine 
were established based on equivalent circuit of induction generator [2]. Li et al. ap-
plied back/forward sweep method to calculate the power flow of distribution network 
with DGs and proposed the reactive power compensation method to deal with the 
distribution network with PV node type; but meshed network was not considered [3]. 
The large-scale electric vehicles are connected into a power system, which brings a 
great deal of influences on power system operation [4]. As the electric vehicles have 
the characteristics of bidirectional energy flow, the combination of electric vehicles 
and DGs can overcome the inherent power fluctuations of renewable energy genera-
tion and reduce the impact of renewable energy generation on power systems. Fer-
nandez L. P. et al. analyzed the effect of electric vehicles on the distribution network; 
the electric vehicles were treated as constant power loads [5]. Compared with the 
back/forward sweep method, the Newton method can be better used to handle more 
node types directly and meshed network. The weekly meshed network and the mode 
of electric vehicles are not considered in many existing methods. In this chapter, the 
given method not only considers the above problems, but also combines both the 
electric vehicles and DGs. In this chapter, the mathematical models of different typi-
cal DGs and electric vehicles are established. Then, an improved power flow calcula-
tion method based on the Newton algorithm is presented to compute the power flow 
of weakly meshed distribution network with multitype DGs and electric vehicles and 
network. Finally, the algorithm is tested on an IEEE 33 bus distribution system.

20.2 � Models of DGs in Power Flow Calculation

20.2.1 � Wind Turbines

At present, there are mainly four types of wind turbines in which the constant velocity 
and the slip-type asynchronous wind turbines can be considered as P-Q(V) nodes in 
power flow calculation; direct-drive synchronous and doubly fed wind turbines can 
be considered as PQ nodes [6]. As to the P-Q(V) steady-state models of wind turbine, 
compared with the asynchronous generator, the difference is that wind turbine is a lo-
cal compensation of reaction power by means of automatic grouping switch of paral-
lel capacitors; and it does not depend on the power grid to establish magnetic fields. 
The injected reactive power of node is calculated by Q = Q′′−Q′, where Q′′is the output 
of reactive power of capacitors, Q′is the absorbed reactive power of wind turbines [2].
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20.2.2 � Photovoltaic Systems

Photovoltaic system can convert solar energy into electricity with their output of 
direct current (DC) power converted via an inverter to grid compatible alternat-
ing current (AC) power. The main category of inverters is current control mode 
(constant current). The photovoltaic systems can be modeled as PI nodes [7]. The 
injected reactive power can be written as follows:

�
(20.1)

where U is the voltage amplitude of nodes, I is the output of constant current am-
plitude of photovoltaic systems, and P is the output of constant active power of 
photovoltaic systems.

20.2.3 � Fuel Cells

The fuel cells can convert chemical energy into electricity with their output of DC 
power converted via an inverter to grid compatible AC power. The main category 
of inverters is the voltage control mode (constant voltage). The fuel cells can be 
modeled as the V nodes [8]. The values of injected active and reactive powers can 
be calculated as follows:

�
(20.2)

� (20.3)

where x is the equivalent reactance of the transformer that connects the fuel cells 
and the grid; UFC is the output DC voltage of fuel cells; US is the nodes voltage of 
the system; m is converter modulation depth; and δ is the output AC voltage phase 
angle of fuel cells. The active and reactive powers of the fuel cells are obtained by 
controlling the inverter parameters m and δ.

20.3 � Electric Vehicles

The core component of electric vehicles is the accumulator. Under the mode of 
vehicles plug-in with logic (V1G), the electric vehicles can be molded as the power 
grid load, which can be considered as PQ nodes in the power flow calculation. Un-
der the mode of vehicle to grid (V2G), the electric vehicles can access the power 
grid to be charged; the accumulator works at the rectifier state and the energy is 
converted from the power grid side into the DC side of accumulator; in this sense, 

( )2 2 2sqrt ,Q I U P= −

FC sin /SP mU U xδ=

FC S Scos / / ,Q mU U x U xδ= −
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the electric vehicles can be considered as a power grid load, which can be consid-
ered as PQ nodes in power flow calculation. Under the mode of V2G, the electric 
vehicles also are capable of injecting energy into the power grid; the accumulator 
works at the inverter state; and the energy is converted from DC side of accumula-
tor into the power grid side. The conventional charging method of electric vehicle 
adopts the constant current discharging so that the electric vehicle can be molded as 
PI nodes in the power flow calculation. The injected reactive power can be written 
as follows:

� (20.4)

where U is voltage amplitude of nodes, I is the output of constant current amplitude 
of electric vehicle, and P is the output of constant active power of electric vehicle.

20.4 � Power Flow Algorithm of Distribution Network with 
DGs and Electric Vehicles

The models of node, branch, transformers, PQ nodes, PV nodes, PI nodes, and P-Q 
(V) node are established, respectively, in MATLAB. The detailed steps of power 
flow algorithm of weakly meshed distribution network with DGs and electric 
vehicles shows below:

1.	 Input data, DGs, and electric vehicles are divided into the type of P-Q (V), PQ, 
PI, and PV nodes.

2.	 Generate the nodal admittance matrix Y, the initial number of iterations k = 0, 
precision ε = 10−7.

3.	 P-Q (V), and PI nodes are converted into PQ node, then the injected node power 
P and Q are calculated.

4.	 The imbalance power ΔP, ΔQ can be calculated according to the Newton method. 
Judge the formula max{ΔP, ΔQ } < ε. If it is satisfied, the calculation ends and 
the result of the power flow is the output; otherwise, generate Jacobian matrix J; 
then the voltage modification can be gained based on the correction equation of 
the Newton method to update the voltage of each node, and then return to Step 3.

20.5 � Case Studies

The program flow chart of an improved power flow calculation method based on 
the Newton algorithm is shown in Fig. 20.1.The IEEE 33 bus system is applied to 
validate the algorithm in this chapter [6]. The IEEE 33-bus distribution network with 
DGs and electric vehicles is shown in Fig. 20.2. The standard power is 10 MVA with 
the standard voltage of 12.66 KV. In order to study the influence of weakly meshed 

2 2 2( ),Q sqrt I U P= −
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distribution network with DGs and electric vehicles, and feasibility of algorithm, 
there are nine cases in Table 20.1. The number of iterations and some specific nodes 
voltage of each case are shown in Table 20.2.

From the comparison of case 1, case 2, case 3, case 5, and case 6 in Table 20.2, 
it can be seen that when DGs are connected into the distribution network and the 
nodes voltage amplitude are improved at different degrees because the DGs can 
inject power into the distribution network, and the voltage increment is relevant to 
the output power of DGs. Comparing case 3 with case 4, the farther the location 
of PQ type DG from the root node, the greater the support capacity of the node 
voltage will be. Comparing case 1 with case 7 and case 8, it can be seen that the 
change of the node voltage amplitude when electric vehicles are connected into 
the distribution network because the electric vehicles can be considered as the 
distribution network loads or generators. When the distribution network loads, its 

Inputting data, DGs and electric vehicles are divided into the type of P-Q (V),
PQ, PI and PV nodes.

Generating nodal admittance matrix Y, the initial number of iterations k = 0,
precision ε=10-7

P-Q (V), PI node are converted into PQ node, then the injected node power P,
Q are calculated.

The imbalance power ΔP k, ΔQ k can becalculated according to Newton method

max{ΔP k, ΔQ k }<ε

Generating Jacobian matrix Jk

Voltage modification Δek, Δ fk can be gained based on correction equation of
Newton method

Δek+1=ek+Δek, Δ f k+1= f k+Δ fk

k=k+1

result

yes

no

Fig. 20.1   Program flow chart of an improved power flow calculation method
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Table 20.1   Description of cases
Case Type of DGs and electric vehicles Parameters of DGs and electric vehicles Access
1 None None /
2 Wind turbines (P-Q(V) node) P = 300 KW, cosφ2 = 0.98 22
3 Wind turbines (PQ node) P = 300 KW, Q = 200 KVar 20
4 Wind turbines (PQ node) P = 300 KW, Q = 200 KVar 2
5 Photovoltaic systems (PI node) P = 150 KW, I = 15A 25
6 Full cells (PV node) P = 150 KW, V = 12.66 KV 28
7 Electric vehicles (PQ node) P = 300 KW, Q = 200 KVar 23
8 Electric vehicles (PI node) P = 100 KW, I = 10 A 18
9 Combination of case 2, 3, 5, 6, and 7

Table 20.2   Number of iterations and nodes voltage of each case
Node Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9
1 1 1 1 1 1 1 1 1 1
2 0.9971 0.9973 0.9973 0.9973 0.9972 0.9986 0.9969 0.9972 0.9985
3 0.9862 0.9868 0.9869 0.9865 0.9869 0.9942 0.9848 0.9866 0.993
4 0.9826 0.9832 0.9834 0.9828 0.9834 0.993 0.9811 0.9831 0.9919
6 0.9711 0.9723 0.9726 0.9713 0.9723 0.9912 0.9696 0.972 0.9919
9 0.9656 0.9675 0.968 0.9659 0.9668 0.9835 0.9644 0.967 0.9857
20 0.9807 0.9825 0.9846 0.981 0.9814 0.9901 0.98 0.9814 0.9941
25 0.9626 0.9636 0.9639 0.9629 0.9653 0.9873 0.9605 0.9639 0.9878
28 0.9637 0.9648 0.9651 0.9639 0.9656 1.0001 0.9619 0.965 1.0008
32 0.9532 0.9546 0.9548 0.9534 0.9552 0.9793 0.9514 0.9558 0.9809
33 0.9534 0.9548 0.9551 0.9536 0.9554 0.9788 0.9517 0.9563 0.9802
Iteration 3 4 3 3 4 3 3 4 4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

19 20 21 22

23 24 25

26 27 28 29 30 31 32 33

Fig. 20.2   Institute of Electrical and Electronics Engineers ( IEEE) 33-bus distribution network 
with distributed generations (DGs) and electric vehicles
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nodes voltage amplitude will be reduced. Like the distribution network genera-
tors, its nodes voltage amplitude is improved. Comparing case 8 and case 9, it can 
conclude that when the DGs are connected into the distribution network, it will 
reduce the impact of electric vehicles of load type on the distribution network. We 
can see the number of iteration that does not increase obviously when DGs and 
electric vehicles are connected into distributed grid from Table 20.2; in this sense, 
this algorithm can assure the calculation speed. Table 20.2 shows the improved 
algorithm is feasible and effective to deal with the weakly meshed distribution 
network with DGs and electric vehicles. In Table 20.1, the solar energy can not 
only be used in this system; other new energy can be used in this system instead 
of the solar energy.

20.6 � Conclusion

Based on the analysis of operation mode and control characteristics of the wind 
turbines, the photovoltaic systems, the fuel cells, and the electric vehicles, their 
models in power flow calculation are established. Considering the meshed net-
work issue, an improved power flow calculation method based on the Newton 
algorithm is presented to compute the power flow of weakly meshed distribution 
network with the multitype DGs and electric vehicle. The algorithm has been 
tested on the IEEE 33 bus distribution systems with the conclusions obtained as 
below:

1.	 This algorithm can be used to handle the problem of multitype DGs and meshed 
network.

2.	 When DGs are connected into the distribution network, its node voltage 
amplitude is improved at different degrees; the number of improved voltage is 
related to the output of power of DGs. The farther the location of DG from the 
root node, the greater the support capacity of the node voltage will be.

3.	 The charging/discharging behavior of large-scale electric vehicle will bring great 
influence on the power grid and the storage characteristics of electric energy will 
offer new opportunities for the safe and economic operation of the distribution 
network with DGs.

Acknowledgments  This work is supported by the National Natural Science Foundation of China 
(51407104).

References

1.	 Yang X, Duan J. Power flow calculation for distribution network with distributed generation. 
Power Syst Technol. 2009;33(18):140–3 (In Chinese).

2.	 Wang S, Jiang X. Power flow analysis of distribution network containing wind power genera-
tors. Power Syst Technol. 2006;30(21):42–5 (In Chinese).



L. Wang et al.186

3.	 Li X, Peng Y, Zhao J-J. Power flow calculation for distribution network with distributed gen-
eration. Power Syst Prot Control. 2009;37(17):78–81 (In Chinese).

4.	 Divya KC, Ostergaard J. Battery energy storage technology for power systems—an overview. 
Electr Power Syst Res. 2009;79(4):511–20.

5.	 Fernandez LP, Roman TGS, Cossent R. Assessment of the impact of plug-in electric vehicles 
on distribution networks. IEEE Trans Power Syst. 2011;26(1):206–13.

6.	 Ding M, Guo X. Three-phase power flow for the weakly meshed distribution network with the 
distributed generation. Proc CSEE. 2009;29(13):35–40 (In Chinese).

7.	 Naka S, Genji T, Fukuyama Y. Practical equipment models for fast distribution power flow 
considering interconnection of distributed generators. Proceedings of the IEEE Power 
Engineering Society Transmission and Distribution Conference, IEEE, 2001. pp. 1007–12.

8.	 El-Sharkh MY, Rahman A, Alam MS. Analysis of active and reactive power control of a stand-
alone PEM fuel cell power plant. IEEE Trans Power Syst. 2004;19(4):2022–8.



187

Chapter 21
Security Monitoring Technology of Smart Grids

Wenjing Li

W. Li ()
Chongqing Water Resources and Electric Engineering College,  
402160 Chongqing, China
e-mail: wawj2013@163.com

Abstract  In view of the frequent occurrence of current electric power theft acci-
dent in combination with existing domestic and foreign research status, a technol-
ogy research of grid of intelligent security monitoring is proposed in this chapter. It 
describes the transmission line intelligent video surveillance system, analyzes the 
target detection algorithm, contrasts Kalman filter background modeling method 
and improves the target detection method, presents a case study with improved 
target detection algorithm, and is thus verified by the Halcon. This method has been 
successfully applied to the transmission line intelligent video surveillance system 
in Xinjiang Electric Power Company, 220 Kv. It provides a powerful guarantee for 
the power system security.

Keywords  Transmission lines · Intelligent surveillance system · Intelligent 
detection · Image processing

21.1 � Introduction

The power industry is not only the basic industry of strong public good, but also 
the basic guide industry of national economic development. It is the technology 
and capital-intensive industry. The safe and stable operation of power systems is 
related to the reliability of power supply and the sustainable development of na-
tional economy. However, as the power facilities feature multipoint, large scope, 
extensive coverage and bare field, it is hard to maintain the same [1]. Someone even 
will power facilities as a “material warehouse without walls” to steal stayguy, bolts, 
Steel-Clad and tower, etc. Besides, with the acceleration of economic construction 
development, the project constructions are increasing across the country. The tow-
ers and electric wires damaged by large machinery pose a great threat to our life [2].

© Springer International Publishing Switzerland 2015
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A transmission line intelligent video surveillance system based on the differenti-
ation analysis is presented. It is based on visual and pattern recognition. Apart from 
the traditional monitoring, the system also adds automatic processing and analysis 
to the image frame extracted from the transmission line video stream, mainly to 
achieve the following functions: (1) to detect whether there is a large machinery in 
the surrounding environment of the transmission line, preventing the power acci-
dents caused by large machinery’s barbaric construction near the tower or bumping 
against the tower; (2) to detect whether there is staff activity in the specific area near 
the transmission line tower, preventing the power accidents caused by pedestrians 
climbing the tower or stealing the tower material of the transmission line system. It 
has achieved the function of intelligent monitoring.

21.2 � Transmission Line Intelligent Video Surveillance 
System

The transmission line intelligent video surveillance system proposed in this chap-
ter adopts distributed intelligent system architecture and modular design. It mainly 
consists of local surveillance terminal subsystem, transmission subsystem, surveil-
lance center management subsystem and intelligent terminal. The local surveillance 
subsystem is mostly installed in the transmission line tower or in the building near 
the transformation line. The system is composed of the main control unit which is 
made up of DSP plus ARM, PTZ video camera, sound and light alarm, video ac-
quisition processing and wind and solar power supply system, etc. It uses the video 
recognition algorithms and the embedded image-processing technology to complete 
the live video image’s real-time processing, the abnormal state of intelligent recog-
nition, and the input and output of alarm linkage, etc. The transmission subsystem 
sends the processed signal to the surveillance center management subsystem by 
wire and wireless way; then, the surveillance center management subsystem sends 
the diagnostic information and abnormal images to a PC client or smart handheld 
terminal by SMS/MMS form. The handling terminals, the surveillance center PC 
client control PTZ and lens are required to complete the storage management and 
remote communication. The system components are shown in Fig. 21.1.

21.3 � Target Detection Algorithms

This chapter focuses on the moving target detection method in a static background 
environment [3].
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21.3.1 � Three-Frame Difference Method

The basic idea of inter-frame difference method [4] is to detect changes in the pixels 
of adjacent frames in the video image sequence during a very small time interval Δk 
(usually Δk < < 1 s). When the location of the moving target in the images changes, 
the gray value of the moving target in the new location in the images will change 
accordingly and those unchanged objects’ gray value in the pixel point of images 
changes a little. Subtract the adjacent frame images and detect the pixel point whose 
gray value changes a lot; then, we will get the location and contour of the detected 
moving target. This chapter studies three-frame difference method [5]. The detec-
tion principle is shown in Fig. 21.2.

21.3.2 � Kalman Filter Background Modeling Method

Kalman filter is based on the signal in the past by using statistical characteristics of 
past time varying random signals, based on linear minimum mean-squared error as 
the optimization criteria, estimating the current or the future value of random signal 
as close as possible to the true value. It is a time-domain recursive filtering method. 
Based on the principle of the Kalman filter, it is suggested using Kalman filter to 
update background model [6, 7]. Set ˆ( , , )ks x y t for background model feature of the 
pixel point ( x, y) at time k, �s x y tk( , , )  for the background model predictive features 
of the pixel point ( x, y) at time k, z( x,y,tk) for the measurement characteristics of pix-
el ( x, y) at time k. Based on Kalman filter definition, the conclusions are as follows:

Fig. 21.1   System components schematic diagram
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� (21.1)

� (21.2)

where A x y tk( , , ) ,= 1 ( , , ) 1kH x y t = , the state estimation equations of Kalman filter 
is shown in formula (21.1), the formula (21.2) is a pixel point in the Kalman filter 
state prediction equation.

The image is divided into regions containing the moving foreground and regions 
with relatively static background. To establish a more accurate background model 
to weight and update foreground and background images respectively, set Kalman 
again:

� (21.3)

� (21.4)

� (21.5)

where c x y tk( , , )  is the estimated mark of the background model, β  is background 
factor,α  is foreground factor, and Th tk( )  is the segmentation threshold to extract 
foreground target. The α  and β values are based on experience, such as taking 
α = 0 001.  and β = 0 03.  in this chapter.

ˆ( , , ) ( , , ) ( , , )[ ( , , ) ( , , ) ( , , )]k k k k k ks x y t s x y t K x y t z x y t H x y t s x y t= + −� �

1ˆ( , , ) ( , , ) ( , , )k k ks x y t A x y t s x y t −=�

K x y t c x y t c x y tk k k( , , ) ( , , ) [ ( , , )]= + −α β 1

c x y t
d x y t Th t

d x y t Th tk
k k

k k

( , , )
( , , ) ( )

( , , ) ( )
=

>
≤





1

0

ˆ( , , ) ( , , ) ( , , )k k kd x y t z x y t s x y t= −

Fig. 21.2   Principle of the three-frame difference method
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21.3.3 � Improved Target Detection Algorithm

A novel real-time target detection algorithm based on combining inter-frame differ-
ence and the background subtraction was presented. First, the improved inter-frame 
difference method is used to detect the moving target as moving target area 1. At 
the same time, self-adaptive background subtraction method, the OTSU method [8], 
and the object segmentation method are used to subtract the background as moving 
target area 2. Then, the “or” algorithm is applied in these two regions to get a more 
perfect moving object area. Algorithm flow chart is shown in Fig. 21.3.

As shown in Fig. 21.4, part (a) is the original image of the frame from 3777 to 
3779 in the sequence of video images. Figure 21.4b is the frame of 3777 of prepro-
cessed image, the frame of 3778 is the current image, and the frame of 3779 is the 
result of using three-frame difference method to detect moving targets. The experi-
mental results show that it is inaccurate to use the three-frame difference method to 
obtain the motion objects.

Figure 21.4c uses Kalman filtering method to extract the foreground image of 
the current frame 3778. This method can solve the problem of background model-
ing, but it can be influenced by the external light. Although the automatic OTSU 
threshold segmentation method reduces a portion of the noise, there are still some 
noise regions in the monitoring results. Thus, the inter-frame difference and the 
background subtraction method proposed in this chapter are combined to process 
Fig. 21.4c and d, with the effect shown in Fig. 21.4d. It is possible to accurately 
extract the complete movement of the target area.
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Background 
subtraction 
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Background 
update

Image 
preprocessing

Capture 
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Post-
processing

Moving target

Fig. 21.3   Improved algo-
rithm flow chart
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21.4 � A Transmission Line Intelligent Video Surveillance 
Method Based on the Improved Target Detection 
Algorithm

Based on the improved target detection algorithm proposed in this chapter, the flow 
chart of the intelligent security algorithm is shown in Fig. 21.5.

First, the image preprocessing based on pattern recognition includes noise reduc-
tion, image enhancement, and image segmentation. Then, it will use the improved 
target detection algorithm proposed in this chapter to extract the moving target fore-
ground regions and use morphological methods and NCC-based target detection 
algorithm to remove noise and shadow in the moving foreground region. Finally, 
the type of moving target will be judged in the area of foreground region by regional 
unicom method.

Fig. 21.4   Analysis of experimental results
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Using the intelligent video surveillance algorithm improved by this chapter to 
process the Fig. 21.4a for the 3778-th frame image is shown in Fig. 21.6.

21.5 � Case Study

The improved target detection algorithm is used to process the video images of 
Xinjiang YiLi Electric Power Company from a field of 220 Kv transmission line.

Use the proposed target detection algorithm to process the image. The results are 
represented in Figs. 21.7 and 21.8.

a b

c d

Fig. 21.6   Target detection process diagram of the 3778th frame image
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The experimental result shows that this method can accurately identify the pe-
destrians or large-scale machinery and has certain practical value.

21.6 � Conclusion

The experiments demonstrate that the improved target detection algorithm by com-
bining the three-frame difference method and the background subtraction based 
on Kalman proposed in this chapter can accurately detect pedestrians and large 
machinery. In addition, this method can observe visually the specific condition of 
the alarm site. It can not only make up for the previous method but also upload the 
alarm signal and save the cost of labor enormously. The research provides a new 
technical approach for the safety inspection of the transmission line.

Fig. 21.7   This figure shows 
the pedestrian detection effect 
near a tower

 

    Fig. 21.8  Shows the large-
scale machinery and pedes-
trian detection effect
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The Exterior Type Consistency Inspection 
System for Smart Meter
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Abstract  Based on computer vision technology, automatic control technology and 
laser ranging technology, the exterior type consistency inspection system for smart 
meters is designed and developed in this paper. The system realizes such exterior 
type consistency inspection items as liquid crystal display (LCD) screen, characters, 
bar codes, aperture size, appearance size and so on, which is designed to replace 
current manual detection mode. The four biaxial linkage control subsystem enables 
horizontal scanning, side scanning and even multi-angle scanning. The consistency 
inspection algorithm for exterior type based on fast template matching is used for 
fast and reliable character recognition and matching. The system automatically 
completes all the exterior type consistency detection items with fast detection speed 
and high accuracy and reliability.

Keywords  Smart meter · Exterior type · Consistency · Inspection · Spatial 
orientation

22.1 � Introduction

With the wide application of intelligent smart meter, its quality consistency prob-
lem has been attracting more and more attention [1]. Quality consistency is to ask 
the bidding sample meters and actual operating meters to be of consistent quality, 
including material quality, software quality and appearance type. Appearance type 
is mainly reflected from the size, exterior identity and LCD. The appearance type 
consistency is the key of smart meter quality consistency inspection. The main in-
spection method of smart meter appearance type consistency is visual detection 
by using rulers and magnifying glasses [2, 3]. With the continuous improvement 
in production technology, appearance type of smart meters is developing towards 
the direction of standardization, rationalization and high precision. The demand 
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of smart meter is dramatically increased, which puts forward the corresponding 
requirement of fast batch inspection.

Existing manual inspection mode has many disadvantages, such as misjudge-
ment, low detection accuracy, low reliability, low efficiency, and inconvenience for 
unified computer management.

The smart meter exterior type consistency inspection is one of necessary test 
items for both full performance test before smart meter delivery and sampling test 
after smart meter batch arrival, which is specified in smart meter technical specifi-
cation of State Grid of China. Therefore, intelligent recognition system of exterior 
type consistency based on computer technology and image processing technology 
has become an important issue and demand [4–6].

Based on computer vision technology, automatic control technology, laser rang-
ing technology and image processing technology, the smart meter type consistency 
inspection system is designed and developed in this paper, which can effectively 
solve the disadvantages of current manual inspection and implement intelligent test 
of smart meter exterior type consistency. This system can automatically complete 
all kinds of exterior type consistency inspection items such as LCD screen , charac-
ters, bar codes, aperture size, appearance size and so on for both single-phase and 
three-phase smart meters with fast detection speed, high accuracy and high reliabil-
ity. So this system will be widely used by domestic electric power companies for 
routine smart meter exterior type consistency inspection to replace current manual 
detection method.

22.2 � Overall Design and Working Process of the System

Combined with machine vision and intelligent control technology, using image 
processing technology, optical character recognition (OCR) technology and laser 
ranging technology to analyze, the characteristics of smart meter appearance size, 
footer aperture size, nameplate identification features and LCD screen identity are 
gathered to form the sample library. Then, the meter to be inspected is compared 
with standard information in sample library, realizing the appearance consistency 
inspection.

The entire system consists of two parts: hardware and software. Hardware part 
mainly includes positioning platform with mechanical transmission part and load-
ing table and image acquisition part, which is used to construct accurate spatial 
positioning environment of industrial cameras and light sources for smart meter, 
and to realize the image acquisition and data transmission. Figure 22.1 is the hard-
ware framework of the system. The software part realizes the shaft drive movement 
control, image analysis and processing.

The system working processes are as follows:

1.	 Put the smart meter on loading table and keep it horizontal and fixed with posi-
tioning components. For starting the task, after successful connection of hardware 
with software, click on the software interface to automatically start the test work.
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2.	 By adjusting the four biaxial linkage control subsystem, appearance image, footer 
image, LCD screen information image and nameplate image of smart meter are 
acquired by the industrial cameras. And then the software image analysis algo-
rithm is used to get the appearance size, footer aperture size, LCD character 
information features and nameplate identification character information of smart 
meter.
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3.	 Compare the exterior type information of the smart meter obtained from the field 
test with the information of the same specification type in the library to deter-
mine whether the appearance of the smart meter type consistency under test is 
qualified.

This system can realize the consistency test of appearance size, footer aperture size, 
LCD screenand nameplate appearance of smart meter. And it can also achieve the 
consistency test of software items for smart meter, such as communication protocol, 
function and certificate of encryption. It also includes mobile yuntai, background 
management, data query, history query, graphic correlation and other functions, 
which make it easy to use and comprehensive to test. The system is also equipped 
with alarm protection device. If something abnormal happens in the operating pro-
cess, the alarm protection device will start automatically. The function modules of 
the system are shown in Fig. 22.2.

In this system, the image acquisition is based on the four biaxial linkage control 
subsystem. And the laser ranging method based on Steger algorithm and the char-
acter detection algorithm based on fast image template matching are developed in 
system inspection software. Thus, this system has high detection accuracy and reli-
ability, as shown in Table 22.1.

22.3 � Four Biaxial Linkage Control Subsystem

The four biaxial linkage control subsystem is used to control the industrial cameras, 
light sources, gauge stands and laser ranging module, which enables the industrial 
cameras to not only do horizontal scanning, but also do side and even multi-angle 
clear scanning. And this subsystem is one of the key parts of the hardware system. 
The four biaxial linkage control subsystem is designed as each biaxial with one 
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module axis to control movement and with another guide axis to control support. 
This kind of design is to make the cameras and light sources move smoothly, and 
to avoid unclear image caused by cameras or light shaking. Driven by the industry 
control system, the subsystem works in accordance with the set positioning require-
ments. The precision of movement and control is directly related to the following 
image acquisition and recognition, so the precision must be accurately controlled.

The loading table is used to place smart meter under test. Due to different sizes 
of smart meters, the loading table plane is designed as 290 × 290 mm according to 
the maximum appearance size of smart meter. For convenient placement, the total 
30 threaded holes at five rows and six columns are drilled on the plane, with the 
interval of 50 mm. The threaded holes are used to fix smart meters of different sizes.

22.4 � Key Algorithms of System Inspection Software

22.4.1 � Laser Ranging Based on Steger Algorithm

When detecting the thickness of smart meter appearance, image collections do not 
contain thickness information. Therefore, precise laser distance measuring technology 
is put forward to realize the precise measurement of the thickness of the smart meter.

Table 22.1   The smart meter exterior type consistency inspection results
Test item Standard value (mm) Measured value (mm) Result
Length 150.7 149.86 Qualified
Width 170 169.32 Qualified
Height 85 83.94 Qualified
LCD screen visual width 85 84.85 Qualified
LCD screen visual height 50 50.03 Qualified
Model character height 5 4.89 Qualified
Active and reactive power char-
acter height

4 3.87 Qualified

Asset barcode character height 18 18.11 Qualified
Manufacture character height 5 4.90 Qualified
Signal wiring diagram width 48 48.16 Qualified
Signal wiring diagram height 21 21.01 Qualified
Voltage and current wiring 
diagram width

48 48.05 Qualified

Voltage and current wiring 
diagram height

23.5 22.94 Qualified

Left ear screw aperture 11 10.59 Qualified
Right ear screw aperture 11 10.54 Qualified
Voltage screw aperture 4.5 4.42 Qualified
Current screw aperture 6 5.98 Qualified
Signal screw aperture 3.5 3.50 Qualified
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In active binocular stereo vision system based on laser stripe, the laser stripe is 
distorted because of the modulation of deep changes of the surface. The distortion 
degree contains the information of depth of the object surface under test. In order 
to get the depth information, the accurate position of the light stripe center must be 
acquired from the image containing light. As a result, in active binocular stereo vi-
sion system based on laser stripe, a very important task is to accurately extract the 
center of laser stripe.

In the laser stripe center detection algorithm of high precision, Steger algorithm 
is the best in terms of accuracy and adaptability, but the shortcoming of taking long 
time restricts its wide application. Therefore, this paper puts forward applying the 
advantages of fast detection speed of extreme value method to Steger algorithm, 
which greatly improve the detection speed of Steger algorithm under the premise 
of the same precision. Figure 22.3 is the flow chart of laser stripe center detection.

22.4.2 � Character Detection Algorithm Based on Fast Image 
Template Matching

Current character detection algorithms are mainly divided into two categories: the 
reference image and the non-reference image [7]. Reference image algorithm is 
given the standard image of the character. The target character image area needs to 
be found in the whole image under test. This method is enjoying a wide application 
because of its easy implementation and high recognition rate. Since its shortcom-
ing is the complexity, it is not suitable to be applied in the system which demands 
high detection efficiency. Thus, the OCR algorithm based on fast image template 
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matching is put forward, in order to realize character inspection of nameplate iden-
tification, bar codes and LCD screen of smart meter.

The basic principle of the algorithm is to use the character image in the standard 
library as a template, and then to search for the template image at the embedded 
area of the tested image. All characters of the tested image can be detected one by 
one, or the key area needs to be searched according to demands. Identify the word 
image first, and then do precise image matching. According to the similarity of the 
standard template and the tested image, it is determined whether there are characters 
of consistent type in the region, and outputs the character information.

22.5 � Conclusion

Based on computer vision technology, automatic control technology, laser ranging 
technology and image processing technology, this paper has designed and devel-
oped the smart meter exterior type consistency inspection system. The system has 
high accuracy and reliability with the image acquisition based on the four biaxial 
linkage control subsystem, the laser ranging appearance size based on Steger algo-
rithm and the character detection algorithm based on fast image template matching.

This system can automatically complete all kinds of smart meter exterior type 
consistency inspection items without manual intervention. The system has effec-
tively solved problems such as detection efficiency, manual misjudgement and in-
telligent inspection. The detection items can be flexibly configured without modi-
fying software source program, which improves its usefulness and flexibility. With 
large-scale smart meter used in power user electric energy data acquire system, 
this system will be widely used by domestic electric power companies to replace 
current manual detection method and has a promising prospect of application and 
spreading.
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Abstract  Considering the unique fault detection requirements of smart distribution 
grid, a distributed regional protection system is proposed. The distributed genera-
tions (DGs), which are widely installed in smart distribution grid, are considered 
to impact the power system protection performance, especially the operation of 
overcurrent relays that are widely used in traditional distribution grid. This chapter 
revises the principle of overcurrent protection that can reflect the phase-to-phase 
fault of next line. Then, the smart distributed terminal unit (SDTU) can use the over-
current information and direction information to judge the fault to be at upstream or 
downstream. With protection-associated areas known, SDTU can exchange infor-
mation with forward associated area to complete the fault isolation function. The 
algorithm has high selectivity and reliability through simulation verification.

Keywords  New principle of overcurrent · Associated areas · Fault isolation

23.1 � Introduction

Nowadays, an increasing number of renewable resources are connected to distribu-
tion grid to satisfy the customer’s energy demand and decrease the use of fossil 
fuel [1]. However, the trend also brings challenges for traditional protection sys-
tem. Traditional distribution networks are radial and unidirectional that the power 
flows from power source down to customers, but not vice versa. On the contrary, 
when DGs are connected to distribution grid, the magnitude and direction of cur-
rent changed as a result of the bidirectional power flow since the DGs inject power 
to the grid. Under this condition, traditional protection cannot detect and isolate 
faults anymore; in other words, traditional fault detection, isolation methods for 
distribution grid will be invalid and unable to adapt to the requirements of smart 
distribution grid [2, 3].

© Springer International Publishing Switzerland 2015
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According to these problems, a distributed regional longitudinal protection sys-
tem is proposed in this chapter. It uses pilot protection in distribution grid which 
has been widely used in transmission line. Owning to the large amount of branches 
and various types of DGs in distribution grid, definite associated area should be 
divided for each SDTU [4]. This chapter mainly presents a fault isolation method 
that each SDTU communicates with associated area to determine whether to break 
or not. The information exchange among SDTUs is fault synthetic information, 
which suggests the fault location. This proposed method overcomes disadvantages 
of current protection coordinating by time, improves reliability, and accelerates the 
action speed of relay protection.

23.2 � Distributed Regional Longitudinal Protection 
System

23.2.1 � Structure of Distributed Regional Longitudinal 
Protection System

In this chapter, in order to well illustrate the fault isolation method, the distributed 
regional longitudinal protection system will be briefly introduced. The protection 
system consists of three components: master computer, communication network, 
and SDTUs, as shown in Fig. 23.1.

The master computer can divide the protection zone and associated areas for 
each SDTU. It allocates the associated areas and sends the information to SDTUs 
as long as the network topology changes.

Communication network

1 32 4

Communication flowSmart distribution terminal unit

SV、GOOSE、 fault information

SV、
Switch

information 、Open-close demand

Management computer

n SDTU n

Topology network,

Protection setting , associated areas

Fig. 23.1   Structure of area of longitudinal protection system
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The communication network provides peer-to-peer communication and client–
server communication. To be specific, a SDTU can communicate not only with 
other SDTUs but also with the master computer.

The primary functions of SDTU are status monitoring, fault detection, and 
switching control, which are realized by collecting local electrical information and 
communicating with other SDTUs to obtain electrical information of other nodes 
through peer-to-peer communication. Through embedded fault detection and fault 
isolation algorithm, it can make decision that whether the controlled breaker should 
trip or not.

23.2.2 � Associated Area of SDTU

Unlike breakers in transmission line which protect only one line, each SDTU in 
distribution grid protects one or more areas and communicates with one or more 
SDTUs. It is unpractical for SDTU to communicate with every SDTU in distribu-
tion grid; thus, the protection-associated areas must be defined first.

Each terminal has its associated areas, including forward associated area and 
reverse associated area. The direction from main source down to DGs or loads is 
defined as the forward direction. One SDTU forward associated area is an SDTU 
which must trip to isolate the forward nearest line’s fault.

Just as shown in Fig. 23.2, the SDTU9 and SDTU10 are the forward associated 
areas of SDTU8; the SDTU6 is the reverse associated area. Once SDTU8 cannot get 
the information of associated areas, it can search the backup protection-associated 
areas. For example, SDTU11 and SDTU12 are the forward backup protection-as-
sociated areas, while the SDTU5 is the reverse backup protection-associated area.
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23.3 � Fault Isolation

23.3.1 � New Setting Calculation of Overcurrent Protection-
Associated Area of SDTU

As generally accepted, the overcurrent protection is so of high sensitivity that it has 
large protection scope [5, 6]. Therefore, improper overcurrent setting may induce 
redundant communication among SDTUs, resulting in unnecessary calculations, 
and as a result slow down the speed of protection. In order to simplify the com-
munication and enhance the process efficiency, a modified principle of overcurrent 
setting is defined.

Just as SDTU1 in Fig. 23.3, its new overcurrent setting is shown in Eq. 23.1.

�
(23.1)

ZS  is the impedance of the grid and primary transform;
Z1  is the impedance of the line AB;
Z2  is the impedance of the line BC;
Ksen  is the sensitivity factor.
When the SDTU does not have lower stage line, the conventional overcurrent 

setting calculation method will be employed. From the new principle of overcurrent 
protection, it can be known that the lower stage line can be protected, meaning that 
its sensitivity is enough for protection.

23.3.2 � Fault Synthetic Information

SDTU collects local relays’ information, including direction relay and overcurrent 
relay. The direction relay output is defined as follows (Eq. 23.2).

�
(23.2)

The overcurrent relay output can be defined in Eq. 23.3.

� (23.3)
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Based on these results, SDTU can figure out fault synthetic information in Table 23.1.
Assume that the direction relay has higher sensitivity and lower reliability than 

overcurrent relay.
If fault synthetic information equals 1, it means the fault occurs in the forward 

line; if fault synthetic information equals − 1, it means fault occurs in the reverse 
direction line. In addition, if it equals 0, it means this fault does not relate to it.

23.3.3 � Fault Isolation

In order to isolate the fault, when the fault synthetic information of SDTU equals 1, 
it must communicate with its forward associated area in Eq. 23.4. Once SDTU does 
not have forward associated area, it can operate immediately.

�
(23.4)

bi  = 1 means SDTUi should trip to isolate fault and send tripping command to its 
forward associated area. bi  = 0 means SDTU need not operate. Example is used to 
illustrate the process of the proposed tripping calculation.

A simple distribution grid (as shown in Fig. 23.5) is simulated using PSCAD 
software to explain the method of fault isolation in detail. AC phase-to-phase short 
circuit fault is applied in line 4 (Table 23.2).

As shown in Fig. 23.4, SDTU4 is the forward associated area of SDTU2, and 
SDTU5, SDTU6, and SDTU7 are the forward associated areas of SDTU4.

�
(23.5)

� (23.6)
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Fault synthetic information (s) ( d, c)
1 (1,1), (0,1)

− 1 (− 1,1), (− 1,0)
0 (1,0), (0,0)

Table 23.2   Fault synthetic information
SDTU 1 2 3 4 5 6 7 8
d 1 1 − 1 1 0 0 − 1 0
c 0 1 1 1 0 0 1 0
s 0 1 − 1 1 0 0 − 1 0

Table 23.1   Fault synthetic 
information
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From Eqs. 23.5 and 23.6, it can be concluded that SDTU2 need not operate, while 
SDTU4 not only acts trip but also sends tripping command to SDTU5, SDTU 6, and 
SDTU7 to act trip.

23.4 � Simulation Analysis in Distribution Grid System

In order to verify the fault isolation algorithm, the IEEE 34-bus system (as shown 
in Fig. 23.5) is simulated using PSCAD. AC phase-to-phase short circuit fault is set 
at bus 854, and as a result, the overcurrent setting of SDTUs is shown in Table 23.3.

Using the new overcurrent principle, the setting can be got as shown in Table 23.3.

Table 23.3   New setting calculation of overcurrent protection
SDTU 800 802 806 808 812 814 850
Setting 7.938 0.9451 0.4676 0.3348 0.3341 0.3330 0.2752
SDTU 816 824 828 830 854 852 832
Setting 0.2731 0.2280 0.2257 0.1732 0.1730 0.09814 0.0444

Fig. 23.5   IEEE 34-bus generator system
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Simulation operating time is 3 s, the fault occurs at 1 s, and its duration time is 
2 s. The output of direction relays and overcurrent relays can be acquired and shown 
in Table 23.4.

From Table 23.4, it can be concluded that some SDTUs’ fault synthetic infor-
mation equals 1. In order to detect fault, their associated areas should be got first, 
which are shown in Table 23.5.

According to Eq. 234, it can be decided that whether the SDTUs act trip and send 
message or not.

According to Table 23.6, SDTU830 should break to isolate fault. Additionally, it 
sends tripping command to its forward associated areas (SDTU853). The SDTU853 
will break immediately after it receives the tripping command. The result is that 
both SDTU830 and SDTU853 act trip.

23.5 � Conclusion

A distributed regional protection system is proposed in this chapter. Based on the 
known forward associated area, the SDTUs can exchange fault synthetic informa-
tion among them to isolate faults. Through the simulation analysis, the proposed 
fault isolation method can isolate the fault accurately. Because fault synthetic infor-
mation that combines overcurrent information and direction information is referred 
in protection procedure, the reliability of protection system is enhanced.
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Abstract  In order to study the effect of transient overvoltage caused by DC com-
mutation failure on the wind farms, a simplified AC-DC model of the Northwest 
China power grid is built based on PSCAD/EMTDC. The mechanism of AC over-
voltage caused by commutation failure is studied in depth. The simulations of a 
single-phase grounding fault at the inverter side under different conditions are 
performed. The factors that influence the level of overvoltage are analyzed.

Keywords  Commutation failure · Overvoltage · Off-Grid wind turbines · Grid stability

24.1 � Introduction

Hami is one of the planned seven wind power bases with a capacity of more than 
10,000 MW in China. Commutation failure is one of the common faults in ultra high 
voltage direct current (UHVDC) system. The voltage of AC system may increase 
too high in a short time during the fault of DC system [1–3]. Once the transient volt-
age is higher than the voltage protection threshold of wind farms, the wind turbines 
will be disconnected with the grid, which will further affect the system’s frequency 
stability; therefore, the research on the influence of Hazheng UHVDC commutation 
failure on the wind power in Hami is of great significance.

© Springer International Publishing Switzerland 2015
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This paper analyzes the mechanism of AC transient overvoltage caused by DC 
commutation failure and studies the effect of commutation failure on wind power 
from three aspects of flow transferring during fault, capacity of DC power and AC 
system operation model. All simulation results can provide a theoretical basis for 
the operation and dispatch of Xinjiang power grid.

24.2 � Simulation Grid

24.2.1 � Simulation Software

Program PSCAD/EMTDC (Power System Computer Aided Design and Electro-
Magnetic Transient in DC System) is an important power system analysis software 
and its main function is time-domain and frequency-domain simulation. It is typi-
cally applied to calculating variation of the system parameters over time under a 
disturbance and is widely used for the research on the interaction of AC-DC system. 
PSCAD/EMTDC allows users to create custom simulation module by Fortran, C 
and Matlab programming languages.

24.2.2 � Model of Simulation Grid

The geographic diagram of Northwest China power grid in a small basic operation 
mode in 2012 is shown in Fig. 24.1. It contains AC systems of Xinjiang, Gansu and 
Qinghai Province. Figure 24.2 shows the simulation mode of Hazheng UHVDC. It 
uses 2 × 12-pulse valve groups per pole as the circuit designing structure. In a steady 
state, Hazheng UHVDC is in bipolar operation mode, the transmission power is 
4000 MW, the rated DC voltage is ± 800 kV and the rated DC current is 5 kA. There 
are 31 generators and 124 nodes in the AC system of rectifier side. The total output 
of wind power is 1870 MW with 1550 MW wind power connected to 330 kV node 
Dunhuang, 250 MW wind power connected to 220 kV node Shanbei and 70 MW 
wind power connected to 110 kV node Shi Sanjiang.

24.2.3 � Equivalent Model of Wind Farm

There are many methods of equating wind farms [4–5], but they almost need te-
dious parameters reduction and the simulation accuracy is not necessarily guar-
anteed. The wind farm is equated to a power source in this article, as shown in 
Fig. 24.3. A custom module which can convert wind power to current is established 
by C language. C program adopts the method of single-phase average voltage [6]. 
Because the main program of PSCAD/EMTDC is written with Fortran language, 
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Fig. 24.2  Mode of Hazheng 
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Fig. 24.1   Geographic Diagram
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the C program is invoked by a Fortran program in order to be embedded in the main 
program. The custom module, the wind turbine and the controlled current source 
constitute the complete dynamic wind farm model.

24.3 � Simulation Research

24.3.1 � Mechanism of Overvoltage Caused by Commutation 
Failure

This paper mainly concerns the commutation failure caused by AC system fault at 
the inverter side. The performance of rectifier under single-phase grounding fault 
of inverter bus is shown in Fig. 24.4. The fault moment is 1s and the duration is 
100 ms. Thanks to the control and regulation of DC system, the power grid restores 
the stability eventually with no measures.

The rectifier current control system is shown in Fig. 24.5. Ides is the DC current 
setting signal from the main control layer; IdO–rec is the setting DC current valve, it 
is derived from Ides after Voltage Dependent Current Order Limit (VDCOL); Id–rec 
is the measured DC current; β is the advanced firing angle which can be obtained 
from the difference between Id–rec and IdO–rec after PI control link; according to 
β = 180° − α, the delayed firing angle αrec can be derived from 180°minus β.

After the failure is cleared at 2.1s, VDCOL increases IdO–rec to decrease αrec so 
that the DC current can restore gradually; however, the speed of DC current recov-
ering is slow while the filters in the rectifier station are providing reactive power 
during fault. Excess reactive power flows into AC system, which brings about an 
increase in AC voltage. If the inflow of reactive power is too much, the AC voltage 
may increase too high to trip off the wind farms and threaten the grid’s stability.

24.3.2 � Analysis of the Impact of Commutation Failure on Wind 
Power

According to the above analysis, the inflow of reactive power can easily result in AC 
overvoltage during the fault recovery process. The highest and stable voltage levels 
of the buses at wind farm terminals after DC commutation failure at 4000 MW DC 
power level are shown in Table 24.1. The following simulations are all assumed that 
a single-phase grounding fault occurs in the inverter bus and the wind turbines have 
the ability of high voltage ride-through (HVRT).

According to China’s Technical Rule for Connecting Wind Farm to Power Sys-
tem, the high voltage protection threshold of wind farms is 1.1pu. So the wind farms 
connected to Shanbei and Shi Sanjiang are in the danger of off-grid. The 1550 MW 
wind power connected to Dunhuang can maintain the normal operation.
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Fig. 24.4   Rectifier Simulation Results
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  The voltage level of the main 750 kV nodes is shown in Table 24.2. The highest 
transient voltage is only about 5 % higher than that before failure. The results show 
that commutation failure does not cause a severe AC overvoltage at 4000 MW DC 
power level. This is because a lot of active power is transferred to Qinghai grid along 
with the lines Hami-Dunhuang-Shazhou-Yuka-Qiadam during the fault, which 
inhibits AC voltage from rising. Figure 24.6 shows the response of transmission 
active power of 750 kV lines to DC commutation failure. The power of Hami-Dun-
huang is increased by 31 % than that before fault, the power of Dunhuang-Shazhou 
is increased by 35 %, the power of Shazhou-Yuka is increased by 49 % and the 
power of Yuka-Chai Damu is increased by 53 %.

24.3.3 � Commutation Failure at Different DC Power Levels

The capacity of DC power is an important factor which affects the AC system tran-
sient voltage. Table 24.3 shows the highest AC bus transient voltage and the fluctua-
tions of grid frequency after failure under different DC power levels.

The simulation results have shown that the more DC power is, the higher AC 
transient overvoltage level will be. The highest transient voltages of the three wind 
farms exceed 1.1pu at 6000 MW DC power level and the voltages of Shanbei and 
Shi Sanjian exceed 1.2pu at 8000 MW DC power level.

-
+

PI -
+

Fig. 24.5   Rectifier current 
control system
  

Buses Highest (pu) Stable (pu)
Dunhuang 1.0668 1.0055
Shanbei 1.1147 1.0700
Shi Sanjian 1.1235 1.0791

Table 24.1  Wind Farm Volt-
age Level under Commuta-
tion Failure

  

AC buses Before failure
(pu)

After failure (pu)
Highest Stable

Hami 0.9994 1.0400 0.9994
Dunhuang 1.0013 1.0506 1.0013
Shazhou 1.0063 1.0600 1.0063
Yuka 1.0125 1.0700 1.0125

Table 24.2   Voltage Levels of 
750 kV Nodes
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24.3.4 � Commutation Failure in Different AC System Operation 
Mode

With the expansion of the system, the transmission lines require regular overhaul in 
order to reduce the probability of fault. When one of the double lines is examined, 
all flow will be transferred to the other one, which may cause circuit overload. 
Table  24.4 shows the highest voltage of wind farm in different AC system N-1 
mode. In the mode of the main transformer in the rectifier station N-1, Hami huan-
Hami N-1 and South Hami-Hami huan N-1, both of the voltages of Shanbei and 
Shi Sanjian exceed 1.1pu and the voltage of Dunhuang is higher than that in other 
modes.

The results show that the placement of overhaul line may influence AC transient 
overvoltage level. It is much easier for the commutation failure to cause transient 
overvoltage if the maintenance line is near to the converter station. It is necessary 
to strengthen the security and reliability construction of the converter station and 
the nearby lines.

Table 24.3   AC System Voltage and Frequency

DC power (MW) Voltage (pu)
South Hami Hami Converter Dunhuang Shanbei Shi Sanjian

4000 1.0513 1.0857 1.0551 1.1152 1.1243
6000 1.0756 1.1001 1.1472 1.1472 1.1587
8000 1.0964 1.1235 1.1849 1.2708 1.2892

Fig. 24.6   Transmission Power of the 750 kV Lines
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24.4 � Conclusion

The effect of Hazheng UHVDC commutation failure on wind power is studied 
based on the established AC-DC model of Northwest China power grid in this pa-
per. The highest transient voltage levels at wind farm terminals under different con-
ditions are checked. It is suggested enhancing the high voltage threshold of wind 
farms to 1.3pu so as to avoid tripping of the wind turbines. The simulation results 
show that the more DC power is and the nearer the maintenance line is to converter 
station, the higher the transient voltage will be.
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Chapter 25
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Abstract  At present, as the use of renewable energy has attracted the people’s 
attention, the solar power generation technology has become one of the effective 
ways to solve the crisis of energy and environment. In order to improve the 
efficiency of solar power systems, it is important to track the maximal power 
point (MPP). Quadratic interpolation is a method of searching optimization of a 
function using the sampling points function value within a certain range by means 
of a low interpolation polynomial approximation to the original objective function, 
and the polynomial optimization has been worked out and adopted to estimate the 
optimization target function. Based on perturbation and observation algorithm as 
well as the quadratic interpolation method which is introduced to narrow the scope 
of MPP, an improved maximum power point tracking method for PV systems is 
proposed. On the basis of perturbation and observation algorithm, the principle 
of quadratic interpolation control method is analyzed. The improved system is 
simulated by MATLAB. The simulation results show that the proposed method can 
search the maximum power point effectively and state the steady performance of 
the PV power systems.

Keywords  PV power system · Quadratic interpolation method · Maximum power 
point tracking
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25.1 � Introduction

At present, as the use of renewable energy has attracted the people’s attention, the 
solar power generation technology has become one of the effective ways to solve 
the crisis of energy. In order to improve the efficiency of solar power systems, it is 
important to track the maximal power point (MPP).

Ordinarily, the method of achieving maximum power point tracking (MPPT) 
control is based on the combination of hardware and software. Recently, some new 
control algorithms have been realized [1–3], such as the constant voltage method, 
the linear approximation method, the power disturbance observation method, the 
total conductance method, the fuzzy control method and some other MPPT control 
methods. In order to improve the efficiency of the solar power systems, it is impor-
tant to track the MPP. The perturbation and observation control method of MPPT 
features few measured parameters and simpler structure. The method of MPPT fea-
tures less measurement parameters, simple structure, and constant disturbance to 
the track maximum power point [4] while the disadvantages highlight the tracking 
precision and speed closely related to the tracing step length and the initial value, 
and moreover likely to have shock phenomenon near the maximum power point, 
which thus leads to miscarriage of justice. The quadratic interpolation is a method 
of searching optimization of a function by using the sampling points function value 
within a certain range by a low interpolation polynomial approximation to the origi-
nal objective function. The polynomial optimization is worked out and used to esti-
mate the optimization target function [5].

Based on the traditional MPPT control method, the perturbation and observation 
algorithm and the quadratic interpolation method which are introduced to narrow 
the scope of MPP, an improved maximum power point tracking method for PV 
systems is proposed in this paper.

25.1.1 � Quadratic Interpolation Method

Quadratic interpolation is a method of searching optimization of function f x( ) by 
using the sampling points function value within a certain range [6] by using a low 
interpolation polynomial approximation to the original objective function, and the 
polynomial optimization is worked out and adopted to estimate the optimization 
target function f x( ).

In order to satisfy the given precision, the fitting process can be repeated. 
There are three points ( , ( ))x f x0 0 , ( , ( ))x f x1 1 , ( , ( ))x f x2 2 , (a x x x b≤ < < ≤0 1 2 ) 
in the searching rang of target function f x( ), which is shown in Fig.  25.1. 
On the condition of satisfying the nature of the parabola of f x( ), three points 
should be f x f x( ) ( ) ,0 1<  f x f x( ) ( )1 2> . The quadratic interpolation basis 

function of x0, x1, x2 is l x
x x x x

x x x x0
1 2

0 1 0 2

( )
( )( )

( )( )
=

− −
− −

, l x
x x x x
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0 2
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( )
( )( )

( )( )
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− −
− −

, and 

l x
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; the quadratic interpolation polynomial is [5]:
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� (25.1)
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25.1.2 � Perturbation and Observation Control Method 
of the PV Systems

Photovoltaic cell could produce light voltage and photo-generated current if the 
load is joined in the external circuit in the sunlight shine, but the light voltage is 
neither constant nor the photo-generated current. They are both influenced by sun-
shine intensity and environment temperature. The relations between light voltage 
and photo-generated current is given by

� (25.2)

In the equation, I  is photovoltaic cell output current, I ph  is photo-generated cur-
rent, ID is current of diode, Ish is leakage current of shunt resistance Rsh, I0 is 
reverse saturation current, q is charge constant, V  is output voltage, A  is p-n junc-
tion coefficient of diode, K  is Boltzmann constant, and T  is Kelvin temperature. 
According to the electronics theory [7], the physical equivalent circuit model for 
photovoltaic cell is shown in Fig. 25.2. The relationship between solar cell output 
voltage, current and power is shown in Fig. 25.3, the I-V characteristic curve and 
the P-V characteristic curve. The maximum output power is P I Vm m m= ; thus, the 
MPP has characteristics of sunlight intensity and temperature variation. A tradi-
tional MPPT control method (Perturbation and Observation) is often used with the 
basic principle shown as below: First, an output voltage signal UPV  and a perturba-
tion step length U∆  are initialized, then the voltage signal and its power value are 

L x l x f x l x f x l x f x2 0 0 1 1 2 2( ) ( ) ( ) ( ) ( ) ( ) ( )= + +

I I I I I I e
V IR

Rph D sh ph

q V IR

AKT s

sh

s

= − − = − − −
++

0 1[ ]
( )

Fig. 25.1   Fitting curve 
of quadratic interpolation 
method
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measured. If the relationship between the voltage and the power variation is posi-
tive, it is proved the direction is right; thus, it continues to disturbance to the same 
direction ( )+∆U ; on the contrary, if the relationship is negative, the disturbance to 
the adverse direction ( )−∆U  [8].

25.2 � Improved Maximum Power Control Algorithm of 
PV Systems

The perturbation and observation control method of MPPT features few measured 
parameters and simpler structure. The advantage perturbation and observation 
control method of MPPT highlights less measurement parameters, simple structure 
and with constant disturbance to track maximum power point. The disadvantage is 
the tracking precision and speed closely related to the tracing step length U∆  and 
the initial value UPV , and moreover likely to have shock phenomenon near the 
maximum power point. Thus, it leads to miscarriage of justice. With the advantages 
of quadratic interpolation, the curve of solar power is fitted by it. Three points 
( , )U P1 1 , ( , )U P2 2 , ( , )U P3 3  within a limited range are selected and they should meet 
the conditions as below:

� (25.3)( ) & ( , )U U U P P P P1 2 3 2 1 2 3> > > >

Vm

P(W
Pm

V(V)
0

Im

Vm

Voc

I(A) ISC

V(V)
0

Fig. 25.3   P-V and I-V characteristic curve of solar energy battery

 

Fig. 25.2   Equivalent circuit 
of solar cells
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� (25.4)

Then calculate voltage of maximum power point voltage as U b

am = −
2

.

The flow chart of the improved method for MPPT is shown in Fig. 25.4:

1.	 Set the step of U∆  and the initial value of U , δ ; the perturbation and observation 
algorithm is used to reach three points ( , ), ( , ), ( , )U P U P U PI 1 2 2 3 3 ; then search the 
MPP. Stop the search when the variation of voltage is less than δ ;

2.	 According to the MPP as searched in step 1, select three points nearby it, and 
content Eq. (25.3) or Eq. (25.4), the maximum power point voltage U b

am = −
2

 
is calculated;

25.2.1 � Simulation Results

In this paper, a MATLAB simulation is built based on the maximum power tracking 
control of the small solar power system as the research object. Set ∆U v= 0 1. , 
I Asc = 3 2. , Voc = 22V, I Am = 2 94.  and V Vm = 17  with the light intensity changing 
from 1000 to 500 W/m2 at 0.15 s. The simulation diagram of PV output power based 
on the disturbance observation algorithms is shown in Fig.  25.5. It can be seen 
that power value fluctuation is larger at the beginning and 0.15s. The results show 
that the proposed strategies can narrow the scope of MPP and find MPP accurately 
when the environment is changed, avoid the oscillation of perturbationobservation 
algorithms and improve the power efficiency.

The simulation diagram of PV output power based on the improved algorithms 
is shown in Fig. 25.6. By comparing Fig. 25.5 and Fig. 25.6, it could be seen that 
power value fluctuation is smaller at the beginning and 0.15 s. Both the power error 
and the searching time based on two control algorithms are analyzed. The results are 
listed in Table 25.1, which shows the PV output power based on improved control 
algorithm. The PV output power is 199.73 and 95.09 W, respectively, which is clos-
er to the theoretical value than that of perturbation and observation algorithm when 
light intensity is changed. Table 25.1 also shows that the time to search the maxi-
mum power point. The improved control algorithm takes 0.02382 s and 0.02422 s, 
respectively, with less time in searching MPP when the light intensity is changed. 
Experimental results verify that the proposed algorithm is superior to the perturba-
tion and observation algorithm in terms of precision and searching time.

( ) & ( , )U U U P P P P1 2 3 2 1 2 3< < < <
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Begin
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Fig. 25.4   The flow chart of improved method for MPPT
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Table 25.1   PV output power and searching time based on two algorithms
PV output power (W) Searching time (S)
1000 W/m2 Error 500 W/m2 Error 1000 W/m2 500 W/m2

P & O 
algorithm

195.96 2.26 % 93.32 1.93 % 0.05153 0.04164

Improved 
algorithm

199.73 0.38 % 95.09 0.07 % 0.02382 0.02422

Theoretical 
value

200.49 – 95.16 – – –

Time sav-
ing (S)

– – – – 0.02771 0.01742

Fig. 25.6   Simulation of 
PV output power with light 
intensity change based on 
improved algorithm

 

Fig. 25.5   Simulation of PV output voltage and power with light intensity change
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25.3 � Conclusion

From the comparison, it could be drawn that the improved control algorithm could 
find maximum power point more quickly when the external environment condition 
is varied. And the shock phenomenon can be avoided with the power conversion 
efficiency improved at meanwhile. Experimental results verify that the improved 
control algorithm is superior to the perturbation and observation algorithm, and the 
proposed method is stable and feasible.

Acknowledgements  The project was supported by the National Scientific Fund of China 
(No.51365001) and North National University Scientific Fund (No.2011Y029).
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Motion State and Transient Analysis 
of the Hybrid Power Coupling Mechanism 
Based on Matlab and Solidworks

Sulan Han, Shufang Feng and Junlong Zhao

S. Han () · J. Zhao
North China University of Water Resources and Electric Power, 450045 Zhengzhou, China
e-mail: hansulan@ncwu.edu.cn

S. Feng
Xinxiang Xinovo Machinery Co., Ltd, 453000 Xinxiang, China

Abstract  The hybrid vehicle is an important development of the automobile indus-
try because of its capabilities in reducing pollution and saving energy. The key com-
ponent of its power system is the power coupling mechanism which determines the 
power efficiency. Therefore, the planetary gear power coupling mechanism which 
is applied in heavy hybrid vehicles is studied. By using Matlab, an entire vehicle 
simulation model is established to obtain the output rotating speed and torques under 
different working conditions. And with the application of Solidworks, a simulation 
model of the coupling mechanism is set up to obtain its dangerous working period. 
Then, the simulation data are used to carry out the transient analysis of the coupling 
mechanism working during the dangerous period. The research results indicate that 
this method is simple and reliable and can provide technical support for strength-
optimized design of the mechanism.

Keywords  Matlab · Solidworks · Hybrid · Coupling mechanism · Transient 
analysis

26.1 � Introduction

Transient dynamic analysis is a method to determine the dynamic response of 
structure under arbitrary time-varying loads. It can be used to analyze the time-
varying stress, strain, and displacement of structure under the arbitrary combination 
of steady loads, transient loads, and harmonic loads.

Hybrid vehicles generally refer to cars which have an assembled power system 
with internal combustion engine, electric motor, and storage battery. According 
to the drive coupling mode, the hybrid power system can be divided into parallel 
hybrid, series hybrid, and mixed hybrid. Due to the flexibility in adjusting the output 
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power of combustion engine and electric motor under various circumstances, the 
mixed hybrid power system has been widely applied. There are two typical mixed 
hybrid system layout schemes: planetary gear and clutch. The major part of the 
planetary gear mixed hybrid vehicle is its coupling mechanism [1].

The planetary gear hybrid coupling mechanism used in heavy hybrid vehicles 
is studied, and, the transient analysis is applied to analyze its working states. First, 
Matlab is used to establish an entire vehicle simulation model to get the output 
rotating speeds and torques under different working conditions, and the dangerous 
part of the coupling mechanism can be obtained through theoretical calculation. 
Second, the three-dimensional modeling, virtual assembling, and kinematics simu-
lation of the hybrid coupling mechanism are executed by using Solidworks to get 
the dangerous working period. Finally, the simulation data are used to carry out the 
transient analysis of the coupling mechanism working during its dangerous period. 
Therefore, the achievements will provide technical support for strength-optimized 
design of the mechanism.

26.2 � Mixed Hybrid Vehicle Coupling Mechanism

The working principle of a hybrid vehicle is to couple the power from the engine 
and motor and export it to the driving wheels. The major part of a mixed hybrid 
vehicle is its coupling mechanism.

Because brake and clutch are merely the assisting parts to switch the motion 
mode, the core part of the coupling mechanism is the planetary line. Due to the 
complication of the actual model which is hardly used to analyze the strain and 
stress of the whole coupling mechanism, a simplified model has been developed. 
With neglecting the rotating friction between them and the planet gears, removing 
bearings, hubs, and unifying tooth width, the simplified model is composed by sun 
gear, planet carrier, ring gear, and planetary gear, considering the planetary gear 
shafts and the planetary disk as a whole.

When driving a vehicle, the power from the engine is divided into two parts: 
one part is used to drive the vehicle, and the other is used to drive the motor 
to generate electric power which will be stored in the storage battery. Thus, the 
earning power of the engine is used. During normal driving, the driving power is 
provided by the motor from the electric power stored in the storage battery. While 
driving at lower speed and with higher driving torque (i.e., while climbing), the 
driving torque provided by the motor is inadequate, and the vehicle will enter 
into the hybrid driving mode; the engine will start to provide power to drive the 
vehicle at the same time through the coupling mechanism. It will not only ensure 
the higher power requirements of the vehicle, but also improve fuel economy and 
avoidwaste of energy [2].
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26.3 � The Simulation of the Coupling Mechanism 
Working Modes

26.3.1 � Establishing the Vehicle Model Based on Matlab

The SimDriveline of Matlab is applied to select battery, generator, motor, and in-
ternal combustion engine modules to build the entire vehicle frame based on the 
actual structure. Using the electric system provided by the components library of 
SimDriveline, all modules are connected together to establish the entire vehicle 
simulation model, as shown in Fig. 26.1.

26.3.2 � Analysis of the Vehicle when Accelerating to 90 km/h

Using the simulation model established in Matlab, the different working conditions 
of vehicle can be simulated. By simulating the working condition of accelerating 
to 90 km/h, the experiment result is achieved. Based on the specific time-varying 
rotating speed of the sun gear and planet carrier, the torque of the sun gear and the 
experimental data are cataloged for import into Excel to draw the charts. The vary-
ing charts of the vehicle speed, the rotating speed of the sun gear and planet carrier, 
and the torque of the sun gear are shown in Figs. 26.2, 26.3, and 26.4, respectively.

Fig 26.1   Vehicle simulation model
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Fig. 26.4   The torque of sun gear when accelerating to 90Km/h

 

Fig. 26.2   The changing vehicle speed when accelerating to 90 km/h

 

Fig. 26.3   The rotating speed of sun gear and planet carrier when accelerating to 90Km/h
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Because of the large number of data, we represent only the typical data within the 
range of 174–274 s, and the dynamic characteristics of the coupling mechanism will 
be studied in this range. Set the start time to 0 and save it as .txt file for the future 
application. From the figures given below, we can see that the three parameters vary 
at different times, especially the rotating speed of sun gear, which is related to the 
input of planet carrier.

26.4 � Theoretical Calculation of the Coupling Mechanism

The research object is a single-row planetary gear, the modulus m = 3, the number 
of sun gear teeth Z1 = 25, the number of ring gear teeth Z2 = 63, and the torque is 900 
N·M, loading on the planet carrier.

The gear surface contact stress calculation formula is [3]:

� (26.1)

The tooth root bending stress calculation formula is [3]:

� (26.2)

In formula (1), ZH is the node region coefficient, ZE is the elastic coefficient, K  is 
the load coefficient K KAKVK= β  (where KA is the usage coefficient, KV is the dy-
namic load factor, and Kβ is the tooth load distribution factor), b is the tooth width, 
µ = Z2/Z1, and the positive sign is for external mesh, negative sign is for internal 
mesh.

In formula (2), YFa  is the tooth shape coefficient, YSa is the stress correction 
factor, and K  is the load coefficient. The value and meaning equals to the K of the 
contact stress, and in static analysis, K  = 1.

Calculate the stress of sun gear and ring gear according to the above analysis, as 
shown in Table 26.1.

The calculation shows that the maximum surface contact stress appears at the 
ring gear, and the bending stress of the sun gear is similar to that of the ring gear. 
Considering that the coupling mechanism of the planetary row is a mechanism with 
an increasing speed and a decreasing torsion [3], the torque and stress of the ring 
gear should be larger than those of the remaining components; thus, only the “dan-
gerous” gear ring needs transient analysis and check.

σ
µ
µH H E

tZ Z
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Table 26.1   The stress of sun gear and ring gear
Stress Sun gear (N·M) Ring gear(N·M)
Contact stress 256 275
Bending stress 315 314
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26.5 � 3D Modeling, Virtual Assembly and Transient 
Analysis of Coupling Mechanism

26.5.1 � 3D Modeling and Virtual Assembly

Create a new part of drawing in Solidworks and save it as “planetary gear”. If z (the 
number of gear teeth) and m (the number of modulus) are already given, the 3D 
model of the planet gear, sun gear, planet carrier, and planetary axle can be created 
successively [4].

Create a new assembly file and save it as “coupling mechanism.” At the begin-
ning of assembling, the sun gear will be inserted first and assembled correspond-
ingly due to the matching relation; then, the carrier, planet wheels, and ring gear will 
be inserted successively to establish the coupling mechanism, as shown in Fig. 26.5 
[5].

26.6 � Transient Analysis of Coupling Mechanism 
when Accelerating to 90 km/h

Use the rotating speed and torque achieved in section 26.3.2 as the input data to 
make transient analysis of the above 3D model, and the processes are as follows:

1.	 Open Solidworks and select Solidworks Motion and Solidworks Simulation in 
plug-ins.

2.	 Open the coupling mechanism assembly, execute "Motion Studies" and select 
the type of study as “Motion Analysis.”

Fig. 26.5   The assembling 
drawing of the coupling 
mechanism
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3.	 Contact setting: Since the organization is more complex, it requires the defini-
tion of 12 contacts.

4.	 Torque and speed definition: There are three data need to be defined in each 
working conditions; they are, respectively, the speed, torque of sun wheel, and 
the speed of the planet carrier.

5.	 Simulation setting: In order to get the time-varying stress–strain curve, add sim-
ulation settings to sun gear, planetary gear, and the ring gear.

6.	 Calculation.

Because of the large number of data points, merely the torque of the planet carrier 
within the time interval with maximum value is chosen to calculate the simulation 
results. Execute the “Results and Plots” command; the diagrams of the correspond-
ing torque, the speed of gear ring, and the sun gear torque will be generated after 
a certain time of calculating. In the gear ring torque diagram, we will find that the 
larger carrier torque interval is within the range of 178–183 s, as shown in Fig. 26.6.

Furthermore, take the rotation speed and torque of the sun gear, as well as the 
planet carrier speed as input data, and execute the “computer simulation results” 
command; the stress nephogram of the coupling mechanism under two different 
working conditions will be obtained, as shown in Fig. 26.7.

The above study indicates that the theoretical values are consistent with the sim-
ulation results and in accord with the expected material properties. The stress error 
is in the allowable range.

Fig. 26.6   Carrier torque when accelerating to 90 km/h
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26.7 � Conclusion

Matlab and Solidworks are jointly used in this chapter, and Matlab is used to simu-
late the output forces. Based on the theoretical calculation for the planetary gear 
coupling mechanism, the Motion module is applied to carry out the transient analy-
sis for the stress and strain of the “dangerous” part, the ring gear. By using transient 
analysis, this method has overcome the limitation of static analysis in verifying 
the strength of designed structure. And the smaller dangerous range can efficiently 
reduce the dynamic data input. The research results indicate its simplicity and reli-
ability.
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Chapter 27
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Abstract  The problem of strong winds with sands is encountered in the application 
environment of the dish solar thermal power technology. This chapter presents the 
modeling robust variance control (RVC) of the dish solar generation tracker. The 
structure and the operation principle of the dish solar tracking system are discussed. 
On this basis, the state space model of tracking servo system with the random dis-
turbances of wind load and system parameter uncertainties is built. In order to over-
come the disturbances and uncertainty, the robust variance constraints algorithm is 
applied to the tracking system in the form of the state feedback matrix. This chapter 
also analyzes the influence of circle centre location which is the key design param-
eter of the robust variance control on the output angle variance. Compared with 
the existing results, the simulation results show that the robust variance control has 
better robustness and higher control accuracy.

Keywords  Tracking system · Dish solar thermal power generating · Robust 
variance control · Wind disturbances · System uncertainties

27.1 � Introduction

With the rapid development of the new energy technology, the solar thermal power 
generation has become an important part of distributed generation. According to 
different ways of heat accumulation, the solar thermal power generation is divided 
into tower type, dish type, trough type, and Fresnel type. Among them, the dish type 
has the highest photoelectric conversion efficiency [1]. The key factor of the high 
photoelectric conversion efficiency of dish solar system is how to focus the light 
reflection on the central region of the receiver steadily. Furthermore, the tracking 
system mainly determines the position of the focus on the receiver. Therefore, the 
control performance of the tracking system affects the thermal efficiency of the 
receiver. Dish solar systems can be used as a separate power supply in distributed 
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generation or as a subsystem connected to the grid. Most dish solar systems have 
to be located in the area with rich solar energy resources [2]. The characteristics of 
strong winds with sands, large temperature difference, and severe pollution require 
the tracking system to resist wind, sand, and dust. Therefore, the study of high pre-
cision with robust performance dish solar tracking control technology is of great 
significance.

Recently the control strategies of the solar tracking system have been discussed 
in many works. Fuzzy, sliding, phase lead, and other control strategies are brought 
to analyze the tracking control system to improve tracking accuracy [3–5]; how-
ever, the influence of the disturbance from wind loads on the thermal efficiency has 
not been analyzed. The disturbance causes the pointing error to reduce the tracking 
performance. Thus, it is very necessary for the dish solar tracking system to de-
sign the controller with high precision, good stability, and strong anti-disturbance to 
overcome the external wind load disturbance.

In this chapter, the operation principle and composition of the dish solar track-
ing control system are introduced in Sect. 2. Considering the uncertainties and the 
external random disturbance of the tracking system, the state space model of the 
tracking servo system is established. In Sect. 3, the state feedback controller based 
robust variance control (RVC) algorithm is present. In Sect. 4, the affecting relation 
between the circle centre location and the output angle variance is analyzed. Finally, 
the conclusion is presented in Sect. 5.

27.2 � Dish Solar Tracking Control System

The solar thermal power generation is composed of parabolic reflector, track-
ing system, receiver, thermoelectric converter, and power converter, as shown in 
Fig. 27.1. The parabolic reflector is applied to gather sunlight on the receiver. Then, 

Motor A

Motor B
solar reflector

Fig. 27.1   Components of 
solar thermal power genera-
tion system
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the heat is absorbed into the thermoelectric conversion system and converted into 
electrical energy [6].

27.2.1 � Operation Principle and Composition of the System

As a core component, the tracking system usually uses the axis of condenser to par-
allel to the sun’s rays. According to the location information of the sun, the biaxial 
mixed mode calculates the deflection angle. The servo motor drives the condenser 
to track, and sensors are used to correct the position deviation. The mixed mode 
reduces the tracking cumulative error. At the same time, the weather conditions can 
be avoided as much as possible.

However, the component aging and random disturbances such as wind loads may 
reduce the system’s tracking accuracy and even make the system deviate from the 
steady state; therefore, the controllers which achieve rapid tracking and guarantee 
the tracking accuracy are not satisfied in practical application. On this basis, the 
external disturbance and the system uncertainty should be considered appropriately 
when designing the controller.

27.2.2 � Model of Tracking Control System with Uncertainties

Figure 27.2 shows the subsystem block diagram of the tracking servo system. In 
Fig. 27.2, where ƒ is the external random disturbance including the wind loads, θr 
is the input angle value, K is the amplification coefficient of magnetic amplifier, u 
is the input voltage of the servo motor, R and L are the resistance and inductance 
of the motor armature circuit, respectively, Kt is the torque coefficient of motor, Te 
is the electromagnetic torque of motor, Ja is the inertia of the rotor and the motor 
load, Ba is the damping coefficient of the mechanical rotating system, Kν is the back 
electromotive force coefficient, ω is the motor angular velocity, θc is the positional 
signal of angle, and s is Laplace operator.

From the structure diagram in Fig. 27.2, θr denotes the system input, and θc is the 
system output. Three state variables x1 = θc , x2 = ω, and x3 = Te are defined in the 
system. The wind loads can interfere with the servo motor load torque; therefore, 

Fig. 27.2   Structure diagram of the tracking servo system
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the wind loads disturbance ƒ with variance σƒ2 and zero mean white noise w is 
defined. Meanwhile, the nonlinearity and time-varying uncertainty of the system 
affect the tracking accuracy. Motor armature reaction may cause the nonlinearity 
of the torque coefficient Kt. Damping coefficient Ba varies within 20 % range of the 
nominal value [7]. The matrix ΔA and ΔB containing system parameter uncertain-
ties are added when the state space model of the system is established. Upon analy-
sis, the state space model with parameter uncertainties and disturbance is obtained 
as follows:
� (27.1)
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27.3 � Tracking System Based on Robust Variance Control

Considering the system described by the state space model of Eq. (27.1), the RVC is 
a useful control algorithm to attain good control effect. Firstly, the matrixes ΔA and 
ΔB are transformed to the form as shown below [8]:
� (27.2)

where F∈Ri × j satisfies the uncertainty matrix FFT ≤ I, M, H1, and H2 are constant 
matrixes. In robust covariance control, the state feedback controller u = Kƒx is ap-
plied to the tracking system. Supposing Ã = A + BKf + MFH1 + MFH2Kf, Eq. (27.1) is 
rewritten as:
�

(27.3)

In order to ensure good transient performance of the system, all the poles of the 
closed loop system are located in the circular area with the center (−q, 0) and the ra-
dius r on the complex plane. According to the principle of regional pole placement, 
the system of Eq. (27.3) meets the matrix inequality:

� (27.4)

In order to guarantee that the system is asymptotically stable, a steady state variance 
matrix X exists and satisfies the following Lyapunov equation:

� (27.5)
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Combining Eq.  (27.4) with Eq.  (27.5), the variance constraints of state variables 
are given:

� (27.6)

By configuring the system state variance less than a certain upper bound, the RVC 
makes the closed-loop system have good steady performance. Let Y = KfP. With the 
Schur complement lemma, the solution to the feedback matrix Kf of RVC is con-
verted to the solution to the linear matrix inequality.

For the given circular area D(q, r) and a set of constants σi
2 ( i = 1, 2, 3, …, n), 

there is a constant value ε ( ε > 0), the matrix Y, and symmetric matrix P to make the 
following linear matrix inequality true [8]:

� (27.7)

Based on the above analysis, the algorithm steps of the RVC are summarized as 
below:

1.	 Conduct the system model, including the disturbances matrix G, the parameters 
uncertainty matrixes ΔA and ΔB.

2.	 According to formula (2), the appropriate matrixes M and F are selected to get 
matrixes H1 and H2.

3.	 Considering the control requirement, σi
2 ( i = 1, 2, 3) now are determined. Then, 

the linear matrix inequality (LMI) (3) is built up.
4.	 Applying the LMI toolbox to solve the LMI. Firstly, Y, P, and ε are defined using 

the “lmivar” function. Secondly, Eq. (27.7) is constructed by using the “lmiterm” 
function. In the end, the “feasp” function is used to solve Y and P.

5.	 The state feedback matrix is obtained as Kƒ = YP-1 = [K1, K2, K3].

27.4 � Control Performance Analysis

Table 27.1 shows the basic parameters of the servo system [9].
ΔBa and ΔKt are set to ± 2e-5 and ± 0.009, respectively. The basic parameters 

from Table 27.1 are taken into Eq. (27.1):
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Parameter (unit) Value Parameter Value
K 1 Ba 5e-3
L(H) 2.83e-3 Kt 0.0924
R(Ω) 1.75 Kν 0.093
Ja(Kgm2) 3e-5

Table 27.1   Basic parameters 
of the servo system
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�

(27.8)

In the uncertainty matrix of the Eq. (27.2), M is set to [0 1 0; 0 0 1]T and F is set to 
the random number between − 1 and 1. M, F, ΔA, and ΔB are put into the Eq. (27.2):

� (27.9)

After the model of the tracking servo system is established, the corresponding feed-
back controller should be analyzed. As mentioned above, all closed-loop poles are 
in the circular area with the center (−q, 0) and the radius r on the complex plane. The 
number of the poles which meets the performance requirements would be reduced 
if q does not change and r gets smaller. Then, the solvability of the linear matrix 
inequality turns poor.

Assuming r is equal to q, the relationship between q and θc is analyzed. The 
randomness of θc should be constrained to be less than 0.1; therefore, σ1 = 1e-4, 
σ2 = 0.032, and σ3 = 0.1. Because the coefficients of the noise input matrix G is too 
large, the wind loads with small variance constraints value would interfere with the 
tracking system to result in bad solvability. Thus, the standard deviation of the noise 
σƒ is set to 1e-5.

Figure 27.3 shows that the standard deviation value of the positional angle θc 
gets smaller as q gets larger. In Fig. 27.3, when q < 270, the standard deviation value 
of θc rapid decreases. But it is still greater than the standard deviation value of the 
noise ( σƒ is 1e-5). In other words, the designed controller has bad effects on noise 
reduction. When q > 270, the standard deviation value of θc starts to be less than σƒ 
( σƒ is 1e-5). After q is greater than 2000, the standard deviation of θc tends to be 
stable. At this time, the standard deviation is near 2.35e-7. Thus, good control effect 
can be achieved when q is chosen to be greater than 270.

In Fig.  27.4, the variance value of the noise is greater as the variance value 
of output angle is greater. When q = 2000, the variance value of the output angle 
changes slowly, and the noise is reduced well. When q = 500 and the variance of the 
noise exceeds 5e-11, the variance value of the output angle starts to grow fast and 
the noise cannot be ignored.

Let q = 1000, r = 990, and the linear matrix inequalities (7) are solved. Then 
Kƒ = [−240.88, −0.88, −43.75]. The contrast between output angle and the noise is 
shown in Fig. 27.5. And the standard deviation value of the output angle is 1.2e-6, 
and the noise ( σƒ is 1e-5) is suppressed well.
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The contrast of the unit step response between proportional integral derivative 
(PID) control ( Kp = 88, Ki = 2, Kd = 0.14) [3] based on the stability boundary method 
and RVC is shown in Table 27.2. From Table 27.2, the results show that the RVC 
has a better transient performance than a traditional controller.
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27.5 � Conclusion

In this chapter, the state space model of dish solar generation tracking servo system 
with the random disturbances of wind load and system parameter uncertainties is 
built. Then, the robust variance constraints algorithm for tracking system is given 
to overcome the disturbances and uncertainties; furthermore, the influence of circle 
centre location on control performance is analyzed. The simulation results show the 
RVC is an effective control strategy to be applied in the solar tracking systems, thus 
offering the possibility of an advanced control application in the renewable power 
generation process.
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Fig. 27.5   Contrast between the output angle and the noise

 

Table 27.2   Comparison of transient performance of control methods
Control methods Overshoot (%) Rise time(s) Regulation time(s)
PID 17.6 0.007 0.0244
RVC (q = 1000) 0 0.006 0.0105
RVC (q = 5000) 0 0.0048 0.0088
PID proportional integral derivative, RVC robust variance control
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Chapter 28
Internal AC Fault of a Converter Station Based 
on Modular Multilevel Converter High Voltage 
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Abstract  The chapter introduces the structure and operational mechanism of a 
modular multilevel converter based on high voltage direct current (MMC-HVDC), 
analyzes the internal alternating current (AC) system fault with emphasis, and puts 
forward the corresponding protection and control strategy. The MMC-HVDC con-
nected to a wind farm simulation model is set up in power system computer aided 
design/electromagnetic transient including direct current (PSCAD/EMTDC). The 
simulation results show that during the interphase, the short circuit fault in the AC 
bus could cause serious accidents and the fault could be passed through the DC 
line to the nonfault converter. So it often requires to shut down the converter sta-
tion—even both. However, the AC voltage on the nonfault converter would not be 
impacted. When troubleshooting, the system could adjust by self-tuning the control 
system into a stable state again.

Keywords  Modular multilevel converter · HVDC · Internal AC system fault

28.1 � Introduction

The high voltage direct current (HVDC) Flexible is a new type of high voltage direct 
current transmission technology, which is based on voltage source converter (VSC), 
a full-controlled device insulated gate bipolar transistor (IGBT) and pulse width 
modulation (PWM) technology [1]. The modular multilevel converter (MMC) with 
scalable and modular design features, can effectively achieve the power conversion 
on a high voltage level, which is the most popular topology applied to VSC-HVDC 
converter currently. At present, though there are some HVDC Flexible projects that 
have already being put into operation, the HVDC Flexible technology research 
mainly focused on the study of topology and control strategy. However, for the 
fault analysis and corresponding overvoltage protection studies, few articles are 
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introduced currently. Based on the above situation, the chapter describes the basic 
structure and operating principle of MMC, analyzed internal AC system fault simu-
lation in MMC, and discussed corresponding protection strategies.

28.2 � MMC Basic Structure and Operating Principle

28.2.1 � Power Transmission Principle

The VSC-HVDC power transmission is shown in Fig. 28.1. When the commutation 
reactor loss and harmonic components are ignored, the active power P and reactive 
power Q transfer between the VSC and AC network are as shown below [2]:

�
(28.1)

�
(28.2)

Us represents the fundamental voltage component in the common connection point 
of AC bus, Uc represents the fundamental voltage component of VSC output, δ is 
the phase difference between Us and Uc , and X is the equivalent reactance. By the 
formulas (1) and (2), the active power transmission depends on phase shift angle δ, 
and the reactive power mainly depends on the fundamental voltage amplitude Uc in 
the AC output of VSC.

28.2.2 � MMC Working Mechanism

Nowadays, the HVDC Flexible projects mostly adopt the MMC topology, which 
uses half-bridge series technology. Its outer characteristic has the VSC feature and 
can do the four-quadrant operation. As shown in Fig. 28.2a, a three-phase MMC 
main circuit topology structure contains six bridge arms; each arm consists of n 
number of submodule (SM) units and one reactor in series [3]. The SM unit struc-
ture as shown in Fig. 28.2b consists of an insulated gate bipolar transistor (IGBT) 
as the switch element and a half-bridge DC energy storage capacitor C in parallel.

The IGBTs of up-bridge and down-bridge arm cannot conduct at the same 
time in SM unit, thus there are three kinds of working state as shown in Fig. 28.3.  
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Us 0 Uc δ Fig. 28.1   Power flow 
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and alternating current 
(AC) network diagram
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(1) Atresia: upper and lower IGBT (T1, T2) are in the off state, the forward con-
tinuity of the anti-parallel diode (D1, D2) decides the SM state. When the current 
flows through diode D1, the bridge arm is in charged condition, and the capacitor 
C connected in series; when the current flows through diode D2, the capacitor C is 
bypassed. (2) Conduction: T1 is opened, T2 turned off. Regardless of the direction 
of the current, the SM output voltage is the capacitor voltage, and the direction of 
the current determines whether the capacitor is charging or discharging. (3) Shut-
down: T1 is off, T2 opened; the current follows through T2 or D2; the SM capacitor 
is always bypassed, and therefore the output voltage of the module is 0.

28.3 � Fault Simulation

The MMC-HVDC system mainly consists of converter station, DC transmission 
line, AC power grid, and wind farm (or passive load) [4]. The internal MMC mainly 
contains DC bus, AC bus, and the control and protection equipment. The DC trans-
mission line is composed of DC overhead lines or DC cables, or both. In this chap-
ter, we take Shantou Nanao’s wind farm double-end HVDC Flexible project for 
an example, as shown in Fig. 28.4. And AC system fault in the internal converter 
shows in Fig. 28.5.
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Fig. 28.5   Alternating current ( AC) system fault in the internal converter. SM submodule
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HVDC) system topology of Nanao wind farm. DC direct current, AC alternating current
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28.3.1 � AC Bus Fault

AC bus fault refers to a short circuit fault that occurs between the AC transformer 
secondary side and the AC output of VSC side, as shown in Fig.  28.5 in which 
the fault point is between 1 and 4. According to the different fault set points, the 
fault conditions can be divided into interphase short circuit and single-phase ground 
short circuit (corresponding to the fault 4 in Fig. 28.5). The interphase short circuit 
contains a three-phase ground short circuit, a two-phase short circuit, and a two-
phase ground short circuit fault [5], respectively corresponding to the fault condi-
tions between 1 and 3 as in Fig. 28.5. Choose the most serious fault three-phase 
short circuit in the AC bus as an example to simulate and put forward the protection 
methods. The other fault characteristics are similar to the three-phase short circuit 
fault, only the fault level is a little weaker.

28.3.2 � Fault Simulation Waveforms

The MMC-HVDC system capacity is 200 MW and the rated DC voltage is ± 160 kV. 
The MMC-rated AC output voltage is 110 kV, which is connected through a double-
winding transformer with the 220 kV AC system. The VSC2 adopts the constant 
DC and AC voltage control strategy, and the VSC1 uses the constant active power 
and the AC voltage control strategy. Each bridge arm uses 10 SMs in the simulation 
model. Setting three-phase nonmetallic ground fault besides the AC side of the wind 
farm, the fault point seated in VSC1 side. When the system accessed the steady 
state, the input of the fault is at 0.5 s and the fault duration is 0.2 s. Fault features are 
shown in Figs. 28.6 and Fig. 28.7.

28.3.3 � Failure Analysis

According to the above waveforms, after the three-phase short circuit occurred, the 
system voltage instantaneously dropped, but the AC voltage of the VSC fault side 
had a certain inertia in the adjustment process that could not follow the system volt-
age drop quickly; so the AC side overcurrent occurs. Meanwhile, the fault-side VSC 
simultaneously transmittes active power P and reactive power Q, and the current of 
DC side Idc would decline. However, the nonfault-side converter transmitted power 
ability was not affected. The input and output energy imbalance would be reflected 
in the total DC voltage Udc and the capacitor voltage of SMs. Once the DC voltage 
could not be maintained at the set value, it would affect the operating characteristics 
of nonfault-end, and the fault spreads from the converter station at one side to the 
other side.
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28.4 � Protection and Control

The AC bus interphase short circuit is mostly caused by defective insulation [6], and 
due to the fact that the electrical distance between the fault point and the converter is 
small, the fault is always serious. By the analysis of fault waveforms it was shown 
that when the system AC voltage sagged, the AC current would rise, and the more 
severely voltage sagged, the more obviously the AC current rose. The bridge arm 
current overflowed due to the increasing AC component in the converter; the power 
input was blocked; the DC current that followed decreased, and the fault passed 
through the fluctuation of DC line to the other side of the VSC, but the AC voltage 
on the other side would not be impacted. While troubleshooting, the system could 
adjust by a self-tuning control system into a stable state again.

Through the above analysis, on the one hand, ensuring the interior of the con-
verter does not lead to the overvoltage or overcurrent, and the security and integrity 
of all kinds of devices are maintained. On the other hand, maintaining the total DC 
voltage stable prevents the spread of the fault. So often it requires shutting down 
the HVDC Flexible system at one side of the converter station, sometimes even on 
both. So the protection method as shown in Fig. 28.8 is as follows: (1) detect wheth-
er the arm current is overcurrent or not; (2) if so, the bridge arm overcurrent caused 
the overcurrent protection action, blocking the fault converter. (3) Detect whether 
the DC voltage is abnormal or not; (4) if so, the DC undervoltage or overvoltage 
occurs, coordinating the control and protection of the nonfault side.

If the fault VSC adopts constant DC voltage control, it will lose the ability to 
control DC voltage after atresia. This energy imbalance can lead to too high or too 
low DC voltage, causing the DC-side overvoltage/undervoltage; adopting the pro-
tection action and locking the nonfault converter to protect the converter capacitor 
element, the entire MMC-HVDC system stops running. If the wind farm is still con-
nected to the MMC-HVDC system, it will conduct uncontrolled rectifier through 
the diode, continuing injecting energy into the MMC-HVDC system. Therefore, the 
wind farms must also be removed.

If the fault converter adopts fixed AC voltage control, the constant DC voltage 
control loop of the nonfault converter will gradually adjust the input/output of ac-
tive power after locking, maintaining one constant DC voltage, and the fault will not 
spread. However, as the existence of the fault point and the voltage of the wind farm 
grid interface reduced, the fan needs the low voltage control.

28.5 � Conclusion

1.	 The characteristics of interphase short circuit fault in the AC bus: (1) AC bus 
voltage drop; (2) AC side and bridge arm current surge; (3) DC side current fall; 
(4) transmission power down; (5) input and output energy imbalance can cause 
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DC system voltage and SM capacitor voltage abnormal; (6) the abnormal volt-
age of the DC system leads to the spread of fault.

2.	 The interphase short circuit fault occurred in VSC usually belongs to permanent 
fault; this fault can be passed through the DC line to the other side of VSC, which 
makes the entire line of the MMC-HVDC power fluctuate and run instable. It is a 
serious fault that should lead to timely shutting down of the power and electronic 
device and disconnecting the grid circuit breaker.

3.	 Due to the electrical distance between the fault point and the converter is small, 
the fault is relatively serious, and in order to ensure the security and integrity of 
all kinds of devices, and to prevent the spread of fault, so often it is needed to 
shut down the MMC-HVDC system at one side of the converter station, even 
both.
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Fig. 28.8   Protection method for the interphase short circuit fault in alternating current ( AC) bus. 
DC direct current, VSC voltage source converter, MMC-HVDC modular multilevel converter 
based on high voltage direct current
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Abstract  The data sampling frequency of the signals in digital substation is gen-
erally fixed to 10 kHz. The fast Fourier transform may not be suitable for its har-
monic analysis. The arithmetic Fourier transform (AFT) is more appropriate for 
analyzing discrete signals due to the advantages such as simpler computation, better 
parallelism, and no limitation on the number of sampling points. It requires non-
uniform sampling points, so the uniform sampled signals should be interpolated 
when using AFT. The zero interpolation is the most widely used method of AFT. It 
produces a negative effect on the accuracy of the harmonic analysis, which cannot 
satisfy the requirements of the power system. This chapter proposes a new interpo-
lation method of AFT after comparing the accuracy performance of four interpo-
lation methods, i.e., the zero interpolation, the first-order linear interpolation, the 
piecewise cubic hermite interpolation, and the cubic spline interpolation. Finally, 
the cubic spline interpolation is selected to improve the accuracy due to its higher 
precision and better stability. The MATLAB simulation results show that the new 
interpolation can meet the requirements of power system harmonic analysis, make 
AFT computational more accurate, and provide new ways for harmonic analysis.

Keywords  Arithmetic Fourier transform · Interpolation methods · Harmonic 
analysis · Precision
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29.1 � Introduction

At present, harmonic analysis in power systems is mostly based on fast Fourier 
transform (FFT) and discrete wavelet transform [1–4], while the calculation process 
of FFT harmonic analysis is complicated and contains lots of child processes [5]. 
The filter used in wavelet transform has serious influence on the analysis results 
[6]. The arithmetic Fourier transform (AFT) has simpler construction and less mul-
tiplication, which is more suitable for harmonic analysis. Nonuniform sampling is 
required in AFT, while the power system only has uniform sampling; so the discrete 
signals should be continued by interpolation methods before nonuniform sampling 
is done. The zero interpolation method AFT used widely [7] in processes will bring 
huge errors to analysis results and influence the precision of harmonic analysis 
badly, which cannot meet the requirements of the power system.

In this chapter, the cubic spline interpolation as a new interpolation method for 
AFT is found to solve the problems above. To prove its superiority, the principle 
of the zero interpolation, the first-order linear interpolation, the piecewise cubic 
hermite interpolation, and the cubic spline interpolation are introduced to make 
comparison. Then, MATLAB is used to achieve the simulations of the signal, which 
contains harmonics with the order up to 20. Finally, the cubic spline interpolation is 
chosen as the new method according to the results.

29.2 � Arithmetic Fourier Transform

Arithmetic Fourier transform (AFT) is a method to calculate the Fourier coeffi-
cients of periodic signals by introducing the Mobius inversion formula [8]. It was 
named by Tufts and Sadasiv in 1988.

Comparing AFT with FFT, the advantage of AFT is that the numbers of its mul-
tiply operations can be reduced markedly by replacing multiplication with mod-
erate addition operation. For example, in N-point FFT, due to its symmetry, the 
number of plural multiply operation and plural addition operation is N/2 × log2N 
and N × log2N, respectively. While for AFT, these two numbers are reduced to N/2 
and N2. Because the efficiency performed by the computer of addition operation is 
faster than multiply, the computation speed of AFT is faster than FFT. AFT also has 
the better parallelism, and it can be used to calculate Fourier coefficients of complex 
continuous functions and is especially suitable for VLSI design.

The samples of a signal, for which the fundamental frequency is f = 1/T(Hz), can 
be expressed as A( t).

�
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1 1

( ) cos 2 sin 2
N N

n n
n n

A t a a nft b nftπ π
= =

= + +∑ ∑
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Use AFT to analyze the harmonics of this signal, where a0, an, and bn can be 
calculated as follows:

� (29.2)

� (29.3)

�
(29.4)

where

� (29.5)

where m = 0,1,2,…,2n−1, and −1 < α < 1;
The Mobius function is defined as follows:

�

(29.6)

where pi represents different prime numbers. When l is the prime number or the 
product of odd prime numbers, u( l) = −1. When l is the product of even prime num-
bers, u( l) = 1. When l has square factors, u( l) = 0.

The primary method used in AFT is zero interpolation. While its accuracy is not 
high enough to meet the requirements of the power system, other interpolation ways 
are found to improve the accuracy.

29.3 � Interpolation Methods

Assume that the interpolation is in the interval [a, b], where a = x0 < x1 < … < xn = b, 
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29.3.1 � Zero Interpolation and the First-Order Linear 
Interpolation

The principle of the zero interpolation is shown in Fig. 29.1a. It means that if the 
points needed by AFT have not been sampled, then they will use the value of the 
nearest point to replace.

The first-order linear interpolation connects the adjacent sampled points with 
straight lines. If the points needed by AFT have not been sampled, their values can 
be obtained by the interpolation function curve, as it is shown in Fig. 29.1b.

In Fig. 29.1, points marked with “*” represent the original sample points, hori-
zontal coordinate x means the points that have not been sampled, and the ordinate 
axis y represents the corresponding values of the points.

29.3.2 � The Piecewise Cubic Hermite Interpolation

The hermite interpolation is the basis for spline interpolation and has strong adapta-
tion and controllability [9–10], as shown in Fig. 29.2.

It requires that the interpolation function A( t) is the three-order polynomial in 
the child interpolation interval [xi−1, xi( i = 1,…,n)] and at the same time meets the 
conditions as follows: A( xi) = yi, A’( xi) = yi’. The way to calculate A ( xi) can be de-
scribed as follows (29.7):

�

(29.7)

where mi−1 = xi − xi−1.
For the two end nodes, the first derivative A’( xi) can be calculated as follows:

�

(29.8)

while for other points, the first derivative A’( xi) can be calculated as follows:
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The interpolation function A( t) can then be calculated by substituting A’( xi) in 
(29.7).
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Fig. 29.1   a Zero interpolation. b First-order linear interpolation 
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29.3.3 � The Cubic Spline Interpolation

The cubic spline interpolation connects the adjacent sampled points with no more than 
three orders of polynomial, as shown in Fig. 29.3. It requires A( xi) = yi, and the inter-
polation function A( t), the first derivative A’( x), and the second derivative A’’( x) are 
continuous functions in the child interval [11], and A( x) can be calculated as follows:

�

(29.10)

where mi−1 = xi−xi−1. For A( x) which has continuous second derivative in point xi, 
add free boundary conditions as follows:

�
(29.11)

The equation of A’(x) can be obtained as follows:

� (29.12)
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where

�

(29.13)

where 0 00, 0, 0.n nµ δ δ λ= = = =
To solve the Eq. (29.11)–(29.13), bring the results in (29.10), the cubic spline 

interpolation in every child interpolation interval can be obtained.

29.4 � Simulation Analysis

The simulation software is MATLAB. Write the computer programs in its function 
interface according to the principles above and the results can be obtained.

The procedure of the simulation includes signal sampling, four methods interpo-
lation, sampling of the interpolated functions, and using AFT to analyze signal and 
error comparison, all of which are shown in Fig. 29.4.
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A distortion signal f( x) contains harmonics with the order up to 20 as shown in 
(29.14):

�

 (29.14)

where k is the harmonic order, and the fundamental frequency is f0 = 50 Hz. Sample 
the signal shown by (29.14) with the rate of 10 kHz, and then interpolate the dis-
crete sampled points into continuous function A( t) by the four methods introduced 
above. Analyze the frequency spectrum characteristics of A( t) by AFT, and then the 
amplitudes of each harmonic component can be obtained. Compare the result with 
the amplitudes of function f( x), work out the errors.

After using the zero interpolation, the first-order linear interpolation, the piece-
wise cubic hermite interpolation, and the cubic spline interpolation, the frequency 
spectrum characteristics analyzed by AFT are shown in Table 29.1. The relative er-
ror comparison of these four interpolation methods is shown in Table 29.2. Fig. 29.5 
shows the calculation of the relative error curves. It can be seen that the calcula-

20

0 0
2

( ) 10sin(2 ) sin(2 )
k

f x f t k f tπ π
=

= + ∑

Fig. 29.4   The procedure of the simulation
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tion accuracy of the cubic spline interpolation is several orders higher than other 
methods.

It can be seen that the zero interpolation and the first-order linear interpolation 
have huge harmonic calculation errors around the fundamental wave. This is be-
cause fundamental amplitude is very different from the harmonics, which harms 
the interpolation results. As the harmonic frequency increases, the errors will in-
crease, too. Accuracy is not stable. The piecewise cubic hermite interpolation is 
one among cubic interpolations, mainly based on its first derivative. Its accuracy is 
higher than that of the above two methods, i.e., the overall error is within 2 %, but 
not stable enough to meet the requirements of the power system. The cubic spline 
interpolation has more limitation than the hermite, and it makes the accuracy of the 
spline higher. Its average relative error is 3.31E-5. It is suitable for the accuracy 
requirements of the power system. From the above, the cubic spline interpolation 
is selected as AFT harmonic analysis interpolation instead of the previous method.

Table 29.2   Comparison of the relative error
Harmonic times 1 2 3 4 5 6 7 8 9 10
Relative error (%) Zero 2.08 9.0 20.5 15.3 9.4 1.1 8.4 7.0 4.9 5.9

First order 0.12 1.3 0.9 1.8 1.5 0.4 1.0 0.1 0.7 0.3
Hermite 0.31 1.2 0.7 0.2 1.6 0.6 0.8 0.0 0.0 0.1
Spline 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Harmonic times 11 12 13 14 15 16 17 18 19 20
Relative error (%) Zero 0.9 0.9 1.9 7.8 5.6 4.0 3.9 5.6 2.5 14.5

First order 1.7 1.4 1.4 2.5 1.8 2.0 1.9 2.7 3.1 3.9
Hermite 0.0 0.1 0.1 0.7 1.0 0.8 0.4 0.5 0.2 0.4
Spline 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 29.1   Results of AFT analysis after interpolation
Harmonic times 1 2 3 4 5 6 7 8 9 10
Ampli-
tude (A)

Zero 10.208 0.910 0.795 0.795 0.906 1.011 1.084 1.070 0.951 1.059
First 
order

9.988 0.987 0.991 1.018 0.985 1.004 0.990 1.001 0.993 0.997

Her-
mite

10.031 0.988 1.007 1.002 0.984 1.006 1.008 1.000 1.000 1.001

Spline 10.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Harmonic times 11 12 13 14 15 16 17 18 19 20
Ampli-
tude (A)

Zero 1.009 0.931 0.981 0.922 0.944 0.960 1.039 0.944 1.025 1.145
First 
order

0.983 0.986 0.986 0.975 0.982 0.980 0.981 0.973 0.969 0.961

Her-
mite

1.000 0.999 0.999 0.993 0.990 0.992 1.004 1.005 1.002 1.004

Spline 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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29.5 � Conclusion

In the power system, the number of sampling points is fixed to 200, which is not an 
integer power of 2. That does not make FFT so suitable for harmonic analysis. This 
chapter proposes a method to analyze harmonics in the power system by AFT. AFT 
has advantages such as simpler calculation, better parallelism, higher accuracy, and 
no limitation on the number of the sampling points. However, its application is 
limited by the interpolation. This chapter uses four interpolation methods for AFT 
harmonic analysis. The result is that the cubic spline interpolation has least influ-
ence on the accuracy of AFT harmonic analysis, achieves the requirements of the 
power system, reduces the limitation of AFT, and provides new ideas of power 
system harmonic analysis.
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Abstract  In order to assess the reliability of complicated distribution networks, the 
complicated network structure is simplified and stored in some serial numbers in 
the computer according to the network topology and the function of the components 
in the distribution system; at the same time, a new efficient assessment method for 
distribution network reliability is presented based on the Monte Carlo simulation 
method and the numbering method in this chapter. The application of the proposed 
method to the subsystem F4 of RBTS-Bus6 displays its efficiency.

Keywords  Power distribution networks · Reliability assessment · Numbering 
method · Monte Carlo simulation

30.1 � Introduction

Power distribution system is directly connected with the customers and located at 
the end of electrical power system. With the improving of the customer’s require-
ment for the reliability of power supply, it is very important to assess the reliability 
of distribution networks.

Several methods have been developed to assess the reliability of distribution 
networks, such as grouping into the analytical method [1–3] and the simulation 
method [2–7]. The analytical method is based on failure mode and effect analysis 
(FMEA), and the simulation method can be divided into the non-sequential Monte 
Carlo simulation method [6] and the sequential Monte Carlo simulation method [7]. 
The advantage of the analytical method is that these methods have high accuracy 
and fast speed with the disadvantage of the basic data requirement; besides, it is dif-
ficult to model the complex distribution system. As to the advantage of the simula-
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tion method, it is flexible in application, can avoid the disadvantages of the analyti-
cal method and reflect the running state of system in a truer manner. The accuracy 
of the simulation method is proportional to the length of the simulation time, but 
the simulation method features the unique advantage of large distribution systems.

As the executive components determine the fault effect range, the breakers, fus-
es, isolating switches and loop switches are deemed as boundaries to determine the 
fault effect region and form zones. Thus, distribution systems can be simplified and 
numbered into some serial numbers, and a new approach for reliability assessment 
of complicated distribution systems is proposed based on the Monte Carlo simula-
tion method and the numbering method in this chapter.

30.2 � Sequential Monte Carlo Method Based on State 
Duration Sampling of the Component

The state duration sampling of the component is a sequential Monte Carlo method. 
The failure time of the components and the repair time of the components obey 
exponential distribution with the equations shown as below:

� (30.1)

where λ is the failure rate of the component (f/yr); µ  is the repair rate of the com-
ponent (f/yr); f ( t) is the failure probability of the component of t  moment; g ( t) is 
the repair probability of the component of t  moment.

� (30.2)

where F ( t) is the probability of the component failure time less than t; G ( t) is the 
probability of the component repair time less than t .
�

(30.3)

where F'(t) is the probability of component working time more than t; G'(t)  is the 
probability of component repair time more than t.

� (30.4)
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where TTF  = the failure time of the failed component; TTR  = the repair time of the 
failed component; F t′( ) and G t′( ) are all random numbers, R t( ) = F t′( ) = G t′( ).

30.3 � Realizations of Feeder Partition and Zone 
Numbering Method

30.3.1 � Feeder Partition

A representative distribution network has three main types of executive compo-
nents: disconnecting switch, fuse, and circuit breaker, which can isolate the fault 
and restore the power supply of the non-fault zone.

The zone is defined as the maximum combination of feeder line segments, trans-
former and load, which are connected with each other with the switches as the 
boundary. Every load point at the same zone has the same interruption duration 
time and the same failure rate, and the distribution network is formed by zone and 
executive components.

The complicated distribution network is displayed in Fig. 30.1. The zone is sepa-
rated by the switching element, and the simplified distribution network of F4 is 
shown in Fig. 30.2. All feeders, including the distribution transformers and LP18 
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∼LP24 as separated by B1, B3, S1, constitute the first zone D1. Zone D1 and zone 
D2 are separated by S1, while zone D2 and zone D3 are separated by B2.

30.3.2 � Numbering Rules of Zones

Based on the feeder partition of distribution networks, all the zones are numbered, 
and the zone numbering method presented in this chapter can simplify the structure 
of distribution network, which is easy to be stored and processed by the computer. 
A new effective evaluation method for distribution system reliability is proposed 
based on the Monte Carlo simulation method and the zone numbering method.

Firstly, the simplified distribution network is stratified; the network layering 
method is shown in Fig. 30.3. The next is numbering the zones, and the number of 
a zone is represented with one-dimensional vector, which is used for describing the 
topology of the zone; the first bit of the vector represents the feeder interval number. 
The specific form of each bit of the vector is shown in Fig. 30.4.

The meaning of each bit of the vector is shown below:

First layer
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Second branch
Second layer
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Second class

Third layer
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Alternative supply

Fig. 30.3   Pre-processing of 
the simplified distribution 
network
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1.	 The feeder interval sign indicates the feeder interval number.

2.	 Layer sign indicates the layer number of the zone.
3.	 Upward switch element sign indicates the upward switch element of the zone. If 

this bit is “1,” it represents the disconnecting switch; if this bit is “2,” it repre-
sents the circuit breaker.

4.	 Branch sign indicates the zone branch number.
5.	 Class sign indicates the zone class number, representing which class the zone is 

from.
6.	 Alternative supply sign: if the zone has alternative supply, the bit is “1”; other-

wise, the bit is “0.”

30.3.3 � Fault Effect Zone

The radial distribution system is divided into the following four different regions as 
shown in Fig. 30.5. The fault effect can be determined by checking the bits of the 
zone vector.

S1B1

B2

B3

No affect 
Zone

 Upward zone The fault zone

Downward zone

Fig. 30.5   Fault effect zone
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1.	 The fault zone: The fault zone contains the fault component; the interruption 
frequency of the load points in this zone increases by 1, and the interruption 
duration time is the repair time of the failure component.

2.	 Upward zone: If the upward switch element of the fault zone is the disconnecting 
switch, the zone between this disconnecting switch and the operating breaker is 
defined as the upward zone; the interruption frequency of the load points in this 
zone increases by 1, and the interruption duration time is the isolating time of the 
fault zone.

3.	 Downward zone: The downward zone to the fault zone is defined as the down-
ward zone. The interruption frequency of the load in this zone increases by 1, and 
the interruption duration time is determined by whether the zone has the alterna-
tive supply or not.

4.	 No effect zone: The zone not affected by the fault is defined as the no effect zone.

30.4 � Realization of Algorithm Based on Zone Numbering 
Method and Monte Carlo Method

In combination with the Monte Carlo method and the zone numbering method, a 
new method of reliability evaluation is developed. In the Monte Carlo simulation 
process, the failure time and the failure sequence order of the various components 
are simulated. Based on the zone numbering method, the fault element of the zone 
is searched and the position of the zone is located, and the fault consequences are 
determined; then, the consequences of failure records are returned to the Monte 
Carlo simulation program. Finally, upon the simulation calculation for a period of 
time, the reliability indexes are produced. The steps of the method are shown below:

Step 1:  Input the original data.
Step 2:  Simplify the network and number the zones.
Step 3: � Generate n random number between 0 and 1 and calculate the correspond-

ing TTF by equation (4).
Step 4: � Search the minimum TTF and calculate the corresponding TTR by Equa-

tion (4).
Step 5:  Use the numbering method and determine the fault effect region.
Step 6: � Change the time sequence, make TTFi = TTFi + TTRi + TTFi

′ and form the 
new time sequence with no fault components.

Step 7: � Check the simulation time; if the time limit does not exceed, return to step 
3; otherwise, stop the simulation.

Step 8:  Calculate the reliability indexes of the load point and system.

According to the zone numbering method and the Monte Carlo method, the reliabil-
ity indexes of load points and the distribution system can be calculated.
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30.5 � Example Study

The IEEE RBTS is a representative electrical distribution system, and its subsystem 
F4 demonstrated in Fig. 30.1 is selected as the test object in this chapter. This sub-
system has a main feeder, two lateral feeders and 30 load points. The corresponding 
data of all the components and load points are provided in [8]. The repair time and 
failure rate of the feeder line are 5 h/f and 0.05 f/yr km, respectively; the failure rate 
and repair time of the transformer is 0.015 f/yr and 20 h, respectively; the switch 
operation time is 1 h. Assume that all the switch components such as fuse, breaker, 
and isolating switch can take correct action.

Apply the algorithm presented in this chapter to the example system. The set 
time is 5000 years, and the calculation result of the reliability assessment of the 
subsystem F4 is shown in Tables 30.1 and 30.2.

Compared with the analytical method [9] as shown in Tables 30.1 and 30.2, the 
method proposed in this chapter shows that the deviation of load point reliabil-
ity indexes is 0.01 % ∼ 4.81 % and the deviation of the system reliability indexes is 
0.01 % ∼ 3.26 %. The maximum deviation is less than 5 %. The calculation results 
demonstrate the efficiency and accuracy of the approach presented in this chapter.

30.6 � Conclusion

According to the function of the switching element, the distribution network can 
be simplified and the simplified network consists of zones and switch elements. As 
every component in the same zone has the same fault interruption time, every load 

Table 30.1   Load points reliability indexes in F4
Load point This method Analytical method

λ (f/yr) γ (h/f) U (h/yr) λ (f/yr) γ (h/f) U (h/yr)
LP18 1.2648 4.9236 6.2274 1.2900 4.7015   6.065
LP 25 1.2648 6.2587 7.9161 1.3200 6.2272   8.22
LP 28 1.6726 5.8098 9.7175 1.7150 5.7142   9.8
LP 31 1.9556 4.5246 8.8484 1.9550 4.4627   8.725
LP 36 1.9488 5.3230 10.373 1.9724 5.4903 10.83

Table 30.2   Reliability indexes of subsystem F4
Index This method Analytical method
SAIFI(f/syst.cust) 1.5975 1.547
SAIDI(hr/stst.cust) 8.1592 7.926
CAIDI(hr/cust) 5.1075 5.002
ASAI 0.9991 0.9991
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point in the same zone has the same reliability index. The simplification can largely 
condense the number of components and cut calculation complexity of reliability 
assessment. Based on numbering method proposed in this chapter, it is easy to de-
termine the fault effect region. With the zone component as the calculation object, 
the calculation result of the method proposed herein shows its validity and accuracy, 
and it can be applied to the reliability assessment of the complicated distribution 
networks.
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Abstract  This paper describes some of our efforts to reduce the execution time 
of a computing tool, namely VietReli, for composite power system reliability 
evaluation based on sequential Monte Carlo simulation, especially when alter-
nating current (AC) load flow and optimal power flow techniques are used. The 
approach is an adaptation of the sequential computing algorithm to parallel and 
distributed environment based on a cluster of multithread and multicore personal 
computers (PCs) as hardware and Message Passing Application Programming 
Interface (MPAPI) as software framework. Test results obtained on several actual 
power systems showed the high performance of the new computing tool in terms 
of speedup and simulation time. It is also shown that each thread of PC should 
be responsible for one simulation year at a time and that the number of threads 
involved on each PC must be defined beforehand for optimized utilization of com-
puting resources.

Keywords  Composite power system · Reliability evaluation · Monte Carlo 
simulation · Parallel and distributed processing · MPAPI

31.1 � Introduction

The electric power sector in Vietnam has been undergoing radical changes in its 
market structures and regulatory laws. In addition, growing demand for electric 
energy has caused operating conditions close to the physical limits of system 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_31



T. K. Phuc et al.280

components. A computational tool that allows evaluation of the power system reli-
ability becomes a necessity.

The reliability evaluation can be divided into four levels (Billinton & Allan, 
1994; Tran Ky Phuc, et al., 2011)[1, 6]: generation (Hierarchical Level I, i.e. HL-I), 
generation and transmission (HL-II), generation + transmission + distribution (HL-
III) and generation + transmission + distribution + distributed generation (HL-IV). 
Composite generation and transmission reliability evaluation (HL-II) is the level 
that draws more interest from the Vietnam industry.

For power system reliability evaluation, as well as analytical approaches, the 
Sequential Monte Carlo Simulation (SMCS) is one of the most important meth-
ods due to its advantages (Billinton & Allan, 1994)[1], such as: more accurate 
modelling of power system components and operating conditions, providing 
probability distributions of variables of interest and handling the chronological 
aspects of system operation. SMCS is especially suitable for systems which are 
dominantly hydro, like in Vietnam. Literature survey has shown that the reliabil-
ity evaluation based on SMCS has undergone a great deal of development in the 
last some decades (Borges, et al., 2001; Lingfeng Wang & Singh, 2009)[3, 7]. To 
reduce computation time, approximate load flow techniques such as direct cur-
rent (DC) model are often used in most works. In the case of the Vietnam power 
system, AC load flow and OPF techniques must be used to obtain more accurate 
estimates of the line power flows, the bus voltages and the generating unit reac-
tive power limits. Unfortunately however, the simulation approach implemented 
in sequential computing environment has often caused unacceptable computation 
requirements.

Substantial improvements are more likely to come from intelligent system 
methods or parallel processing that is feasible because of naturally decoupled 
characteristics of MCS (Lingfeng Wang & Singh, 2009) [7]. It is observed that 
in many works, a parallel version of a MCS algorithm was implemented on 
parallel computer architectures with distributed or shared memory (Gubbala & 
Singh, 1995)[4]. Relatively few works have reported on the implementation of 
parallel computing in distributed systems (Borges, et al., 2001)[3]. However, 
with the availability of high-speed PC a reliability evaluation system can benefit 
from this form of decentralized computer architecture due to its geographically 
distributed nature, flexibility, scalability, cost advantages and great computing 
speed.

This paper describes our work on VietReli—an adaptation of the SMCS sequen-
tial computing algorithm for composite reliability evaluation to parallel and distrib-
uted processing based on a cluster of PCs as hardware and MPAPI, a message pass-
ing implementation(Thomsen, 2008)[9], as the software framework. Performance 
of this computing tool implemented in a cluster environment will be shown from 
tests on the IEEE Reliability Test System (RTS) (IEEE Committee Report, 1979) 
[5] and the Vietnam power system.
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31.2 � Composite Reliability Evaluation Implemented  
in Sequential Computing Environment

The sequential Monte Carlo simulation technique is based on sampling the prob-
ability distributions of the system component state durations (Billinton & Allan, 
1994) [1]. The SMCS based algorithm for composite reliability evaluation can be 
summarized in the following steps (Billinton & Wangdee W, 2006)[2]:

Step 1  Specify the initial state of each component.

Step 2  For each simulation year sample the system state that consists of load level, 
generation status and line status.

Step 3  For each hour of the simulation year conduct power system analysis, includ-
ing: calculate power flow; check if any operating constraint is violated; if yes, cor-
rective action to alleviate constraint violations must be conducted using an optimal 
power flow (OPF) solution.

Step 4  If the OPF solution shows that there is no load curtailment, go to step 3 for 
the next simulation hour. Otherwise, accumulate the reliability indices functions 
Φ( S) for the simulation year and go to step 5.

Step 5  Repeat steps 3–4 till the end of the simulation year. Calculate the yearly 
reliability indices functions and update the expected values of the indices E( Φ) and 
the accuracy of SMCS.

The expected value of the indices E( Φ) can be calculated as follows (M. V. F. 
Pereira & L. M. V. G. Pinto, 1992)[10]:

� (31.1)

where ni( S) number of occurrences of system state S in year i,
Φ( Sj, i) indices function corresponding to jth occurrence in year i,
NS number of simulation years.
The accuracy of SMCS may be expressed by the coefficient of variation β, which 

is a measure of the uncertainty around the estimates, and is defined as:

� (31.2)

where V( Φ) is the variance of the estimator.

Step 6  If the accuracy of the estimates of the index function β is less than a pre-
defined error ε, the simulation is terminated. Otherwise, return to step 2.
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As was noted before, the key feature of this algorithm is that AC power flow and 
OPF techniques have been used to get more accurate estimates of the power system 
parameters. Whenever AC power flow method is not suitable, which is mostly due 
to ill-conditioned network or multi-failure situations, the software automatically 
uses the DC method to obtain solution.

31.3 � Parallel and Distributed Processing Models for 
Composite Reliability Evaluation based on Monte 
Carlo Simulation

Parallel processing can be defined as the utilization of multiple hardware compo-
nents to perform a computation job. A distributed computing system is a collection 
of autonomous computers, interconnected by a communication network, that work 
together to satisfy the information processing needs. A cluster of multicore PCs has 
been selected as basic hardware for our computing tool. For cluster of multicore 
PCs, the most suitable software model is the master—slave model with message 
passing interface (MPI) as communication tool (Thomsen, 2008)[9].

As shown above the sequential algorithm of composite reliability evaluation 
consists of two kinds of iterative loop: through each simulation year and through 
each simulation hour. Moreover, the simulation process of each hour (or each 
year) is independent from the process of other hours (years). Thus, the main 
simulation job can be partitioned in two ways: (i) one year or (ii) one hour as 
distributed processing grain. However, one hour grain partition may cause an 
increase in communication time and a difficulty in arranging simulation output. 
Therefore in VietReli each thread of PC should be responsible for one simulation 
year.

Based on the above selected hardware and software models, distributed comput-
ing system architecture has been designed for VietReli as shown on Fig. 31.1.

The distributed computing algorithm for composite reliability evaluation can be 
summarized as follows:

•	 Registration: Master Node and Computing Nodes register to Register Node.
•	 Simulation preparation: Master Node sets up simulation parameters through 

user interface or database, initiates its own simulation environment, and sends 
general simulation information to the Computing Nodes. Each Computing Node 
uses general information received from Master Node and its own specific infor-
mation to set up simulation environment of the Computing Node.

•	 Simulation Process: Each Computing Node sends a message to the Master 
Node to inquire a simulation task −  Master Node sends information about as-
signed tasks (which operating years to be simulated), to the Computing Node, −  
Each Computing Node dispatches simulation tasks to its workers. Each worker 
carries out simulation for assigned year and returns the result to the Computing 
Node −  Computing Node returns simulation results (i.e. yearly reliability indi-
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ces) for assigned years to the Master Node −  Master Node updates estimate of 
reliability indices based on results for simulated time span, checks convergence 
and stopping criterion. This process is repeated until the Computing Nodes re-
ceives a termination request from the Master Node.

•	 Termination: Computing Nodes will terminate simulation if they receive a ter-
mination request from the Master Node. Simulation results will be presented to 
users and stored in the database.

31.4 � Test Results

The tests are explored in several power systems, mainly the 24 bus IEEE Reliability 
Test System (IEEE Committee Report, 1979)[5] and VietPS – the Vietnam power 
system. The communication environment is a Local Area Network with up to 8 PCs, 
each PC with core i5 processor. The LAN speed is 100 Mbps. The parallel and dis-
tributed processing is implemented in Visual C# with TCP/IP protocol for message 
passing based on a MPAPI framework (Thomsen, 2008)[9].

The testing procedure is described as follows. First, the test systems are exam-
ined for reliability evaluation on standalone multicore PC (core i5) using different 
numbers of threads (from 1–8). Secondly, the test systems are examined on a cluster 
of 8 PCs (core i5); each PC involves 4 threads for simulation. Performance indices 
are average computation time per simulated year, speedup and efficiency. Speedup 
and efficiency are defined by the following equations:

Fig. 31.1   Computing system architecture for VietReli
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� (31.3)

� (31.4)

where T1 and Tp are average simulation time on 1 and p threads, respectively (for 
test on standalone PC); T1 and Tp are average simulation time on 1 and p PCs, re-
spectively (for test on cluster of p computers).

These are the observations from the test results:

•	 Multithreading test on standalone multicore PC: As shown in Table 31.1, for 
IEEE-RTS, when number of involved threads increases from 1 to 4, the speed-
up increases from 1 to 4.04, the simulation time is reduced from 193 to 48 s and 
the efficiency, in general, decreases; when number of threads increases from 4 
to 8, the speedup drops and the efficiency decreases at a higher rate. Thus, one 
should find out the optimal number of threads to optimize utilized computing 
resource of the PC (in this instance, 4 threads). It is easy to see from Table 31.1 
that, the larger system scale is, the lower rate of increase of speedup when 
number of involved threads increases.

•	 Cluster test on 8 connected multicore PCs: For IEEE-RTS, when the number of 
PCs increases from 1 to 8, the speedup increases from 1 to 7.92, the simulation 
time is reduced from 49.6 to 6.2 s. For VietPS, the speedup increases from 1 to 
7.62 and the simulation time is reduced from 729.4 to 95.7 s.

31.5 � Conclusion

The execution time of the computing tool ( VietReli) for actual composite power 
system reliability evaluation based on sequential Monte Carlo simulation be-
comes critical and needs to be reduced when AC load flow and OPF techniques 
are involved in the system state analysis step. It is shown that a cluster of high 
speed multithread and multicore computers and message passing MPAPI frame-

Speedup = T Tp1 /

Efficiency= Speedup/( )p

Table 31.1   Simulation time, speedup and efficiency with different number of threads
Test system Performance

indices
Number of threads
1 2 3 4 5 6 7 8

IEEE-RTS Simulation time (s) 193 99 66 48 50 52 57 55
Speedup (times) 1.00 1.95 2.92 4.04 3.86 3.68 3.41 3.51
Efficiency (%) 100 97 97 101 77 61 49 44

VietPS Simulation time (s) 1954 1011 843 725 1066 1724 868 1071
Speedup (times) 1.00 1.93 2.32 2.70 1.83 1.13 2.25 1.82
Efficiency (%) 100 97 77 67 37 19 32 23
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work are a suitable parallel processing environment for improving the computing 
tool due to availability and low cost of hardware and simplicity in programming. 
Analysis has shown that each thread of PC should be responsible for one simu-
lation year at a time. Tests on IEEE-RTS and the Vietnam power system have 
shown that the computation time is reduced with the increasing number of PCs in 
cluster, and for each PC the number of threads involved in simulation should be 
defined beforehand to optimize the utilization of computing resources.
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Chapter 32
Review of Voltage Sag Disturbance Recognition
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Abstract  In this chapter, the characteristics of various types of voltage sag distur-
bances are analyzed. The domestic and foreign research on voltage sag disturbance 
recognition methods is reviewed both in process and results. The methods based 
on direct parameter classification, wavelet decomposition and neural networks, 
S-transform and similarity classification, support vector machine (SVM), and other 
classification methods are discussed in detail. Finally, the present problems of 
voltage sag disturbance recognition methods are analyzed, and future research is 
discussed.

Keywords  Recognition · Review · Voltage sag disturbance

32.1 � Introduction

With the growth of power technology and the large-scale application of sensitive 
equipment, harm caused by voltage sags attracts more and more attention. As one 
of the most serious failures, it happens when the root mean square (RMS) voltage 
decreases to a value between 10 and 90 % of nominal voltage for one half-cycle to 
1 min [1]. Voltage sags may be caused by many reasons. So the voltage sag sources 
which can be detected correctly are necessary for the analysis and control of power 
quality. Currently, the study of the problem has formed relatively mature thoughts: 
First, characters of disturbance signals are analyzed and extracted by a variety of 
methods, such as time-domain analysis, frequency-domain analysis, time–frequen-
cy-domain analysis, mathematical statistics, and artificial intelligence. Then, the 
voltage sag sources are classified by variety of techniques, such as artificial neural 
networks, template similarity matching, support vector machines (SVMs), classifi-
cation expert system, and fuzzy classification. Including some improved methods, 
wavelet transform has become an effective tool for feature extraction, especially its 
singularity detection and multiresolution analysis capability [2]. As the development 
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of the continuous wavelet transform and short-time Fourier transform, S-transform 
has a good time–frequency-domain analysis capability. The signal amplitude over 
time and frequency constitutes the S-mode matrix, analysis and calculation of the 
matrix achieves the feature extraction and quantification [3]. The practical applica-
tion of artificial neural networks is increasing, which has a strong ability to pattern 
classification, nonlinear function approximation, and adaptive learning [4]. After a 
number of sample trainings, voltage sag source can be classified by artificial neural 
networks. Similarity template matching distinguishes the voltage sag sources based 
on the similarity and differences of sag signals [5]. The classification principle of 
SVM can be simply interpreted as follows: The optimal separating hyperplane is 
constructed by different kinds of samples in mapping high-dimensional space or 
original space, and then the classification is achieved [6].

32.2 � Characteristics of Voltage Sag Disturbance Source

Voltage sags may be caused by short-circuit faults, transformer energizing, and in-
duction motor starting. In this chapter, characteristics of the various types of voltage 
sag disturbance are analyzed by an example of RMS voltage waveform. Figure 32.1 
shows the waveforms of three-phase RMS voltage during four common faults.

In Fig. 32.1, from the view of symmetry of three-phase voltage, the waveforms 
of three-phase short-circuit fault and induction motor starting are symmetrical, 
while the waveforms of single-phase short-circuit fault and transformer energizing 
are asymmetrical. From the view of the trends of three-phase voltage waveform, 
voltage of fault phase mutates at the starting and ending of the short-circuit fault, 
and it keeps unchanged essentially during voltage sag. Voltage of induction motor 
starting suddenly reduces at the starting time of sag and remains unchanged for a 
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Fig. 32.1  Waveforms of three-phase voltage (RMS) during four common faults [14]
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period of time and then rises slowly. Voltage of transformer energizing suddenly 
reduces at the starting time of sag and then rises slowly. Accordingly, RMS voltage 
waveforms of different types of voltage sags have the distinct characteristics, and 
voltage sources can be identified based on these features.

To obtain the characteristics of voltage sag, methods to detect voltage sags such 
as peak voltage detection [7], RMS detection [8], Fourier transform [9], the tra-
ditional Direct Quadrature (DQ) transform [10] and its improved method [11] are 
required.

32.3 � Methods of Voltage Sag Disturbance Recognition

Currently, research methods of voltage sag disturbance recognition can be attribut-
ed to the following: First, signal processing or theory and mathematical statistics are 
adopted to extract features. Secondly, the voltage sag sources are classified based on 
these features. In this chapter, the methods are divided into five categories: direct 
parameter classification, wavelet decomposition and neural networks, S-transform 
and similarity classification, support vector machine (SVM), and other methods.

32.3.1 � Direct Parameter Classification

In this method, power parameters are calculated and analyzed directly for the clas-
sification. Then, the voltage sag sources are classified based on threshold setting. 
The process is simple and straightforward and easy to implement.

The RMS voltage during sag is analyzed by the RMS method [12]. Sag depth, 
beginning and ending time, and any other characteristics are obtained. The effec-
tiveness of the full-cycle RMS algorithm and the half-cycle RMS algorithm is ana-
lyzed, and then the delay error curve of the start time and end time of voltage sags is 
obtained. And a more accurate voltage sag duration could be obtained after the error 
correction by the curve. The voltage sag source is identified by the computational 
analysis of RMS voltage [8, 13]. As shown in Fig. 32.1, the RMS voltage waveform 
contains many characteristics such as sag depth, starting and ending time, recovery 
characteristics, voltage temporarily rise, duration, and phase voltage balance. These 
features could be first extracted by calculation and then analyzed comprehensively 
by some determination process: If sudden changes exist during the voltage recovery 
process, it can be identified as short-circuit fault. Otherwise, it can be identified as 
transformer energizing or induction motor starting. If voltage swells occur, or the 
duration of sag is less than three cycles, it can be identified as short-circuit fault. If 
the three-phase voltage is balanced, it can be identified as three-phase short-circuit 
fault or induction motor starting; otherwise, it can be identified as asymmetrical 
short-circuit fault or transformer energizing. If one-phase sag depth is less than 7 % 
of the rating, then it can be identified as short-circuit fault; if the three-phase sag 
depth is greater than 85 %, then it can be identified as transformer energizing or 
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induction motor starting; if it is between 70 and 85 %, then it can be identified as 
asymmetrical short-circuit faults. The voltage sag sources are identified based on 
the analysis of the voltage and current at the measurement point [14]. First, based 
on the current changes of the energy of the system when voltage sag occurs, the 
position of the voltage sag source relative to the measurement point is determined. 
Then, the characteristics of different voltage sag sources are analyzed from three-
phase voltage balance, sag depth, active power change, total harmonic distortion 
(THD), etc. Finally, the voltage sag sources are identified based on the judgment 
process such as that shown in Fig. 32.2.

32.3.2 � Wavelet Decomposition and Neural Networks

The methods based on wavelet decomposition and neural networks are widely used 
[15]. The wavelet transform is a time–frequency-domain analysis methods, which 
are with good localization properties.

Adopting singularity detection theory and modulus maxima theory of wavelet 
transform, singular point and its location can be detected [16]. Wavelet entropy 
is a combination of wavelet transform and information entropy. It has the unique 
advantages of wavelet transform in dealing with the irregular abnormal signal and 
the statistical properties of the signal complexity of information entropy [17, 18]. 

Fig. 32.2   Flowchart of the 
voltage sag source location 
and recognition [14]
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Artificial neural networks are formed by a large network of interconnected process-
ing units. It is a simplification, abstraction, and simulation of the human brain and 
reflects the basic characteristics of the human brain [19].

The principles of different voltage sags are analyzed, and a method based on 
wavelet transform is presented [2]. Based on wavelet transform singularity detec-
tion principle, waveform characteristics of voltage sags are extracted by B-spline 
dyadic wavelet transform. If there are two modulus maxima Mt, they can be iden-
tified as non-multilevel sags, and if three Mt occurred, they can be identified as 
multilevel sags. If Mt1 > Mt3 , upper multilevel sags happened; otherwise, there 
are lower multilevel sags.

Defined that

� (32.1)

If fdR 8%≤ , voltage sags of line fault happened. The waveform similarity Rsim 
is adopted to determine the type of the fault. Comparing the two waveforms, if 
Rsim  20 %, the result was similar; otherwise, it was dissimilar. Similarly, the thresh-
old value of three waveforms is set to 30 %. Finally, the advantages of this method 
to the direct comparison method are shown by the way of contrast.

The sources of voltage sag are identified by wavelet entropy and probabilistic 
neural network. The signals which contain wavelet energy spectrum entropy and 
wavelet coefficient entropy are obtained by the wavelet decomposition. The process 
of wavelet entropy feature extraction is shown in Fig. 32.3. As shown in Fig. 32.4, 
150 samples of three types of fault are inputted into probabilistic neural network for 
training. And the recognition accuracy is improved by adjusting to the extension 
parameter S, thus achieving the accurate categories of voltage sag sources. Feature 
vectors are extracted by DB6 wavelet, and then the wavelet neural network is used 
to classify the source voltage sag [20]. A recognition method is proposed based on 
the wavelet neural network for an actual grid [21]. First, the disturbance signal is 
decomposed by wavelet decomposition, and then the disturbances are classified by 
the information of signal energy in each band. Finally, the neural network is trained 
by the BP algorithm for which the learning rate is adaptive, thus achieving classifi-
cation. A method is proposed based on Hilbert–Huang transform and wavelet packet 
energy spectrum [22]. After applying mode decomposition to the signal, an intrinsic 
mode function set is obtained. And then set the n-layer wavelet decomposition and 
calculate the wavelet energy spectrum; the Hilbert–Huang (HH) spectrum including 
mutation point, amplitude, harmonics, and other characteristics is obtained. Finally, 
voltage sag sources are classified by the analysis of its HH graph: If there are two 
point mutations, it is determined that it is a short-circuit fault, and if every phase 
gets two point mutations, it is determined that it is a three-phase short-circuit fault; 
otherwise, it is an asymmetric short-circuit fault. If there are harmonics, it can be 
identified as transformer energizing. If the spectrum is a straight line, it can be iden-
tified as induction motor starting.
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32.3.3 � S-Transform and Similarity Classification

As the development of the continuous wavelet transform and short-time Fou-
rier transform, S-transform was first proposed by Stockwell. It is a reversible 
part-time-frequency-domain analysis method [23]. Researchers have made some 
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improvements to the S-transform, by introducing a regulatory factor λ, which can 
get better time–frequency resolution without increasing the amount of calculation 
[24].

Template matching similarity is a classification method, which compares the 
measured signal and standard template established by the known signal, and calcu-
lates the similarity, and then determines the categories of the measured signal based 
on the maximum similarity principle.

The sag signals are analyzed in the time–frequency domain [25]. First, three-
phase amplitude convexity, harmonic components, mutation frequency amplitude, 
phase jump, and other characteristics are extracted. Then, the characteristics are 
analyzed based on the S-transform time–frequency contour map, first-order central 
moment BF of S-mode matrix amplitude envelope vector, and the phase curve of 
amplitude envelope vector: If the second, third, and fourth harmonics are obvi-
ously contained, it can be identified as transformer energizing. The fault phase is 
identified by BF, and then the asymmetric short circuit and fault self-clearing are 
classified. The three-phase short circuit and induction motor starting are classified 
by the existence of a phase jump. A voltage sag classification expert system is es-
tablished based on the S-transform. In this system, characteristics of different types 
of voltage sags are extracted and quantified by the S-transform. And the inference 
algorithm and discrimination rules of the expert systems are established based on 
the amplitude factor, harmonic incremental, mutation frequency of amplitude, and 
the maximum phase increment. A method is proposed based on the improved S-
transform, which contrasts the inhibition of the signal noise by the S-transform and 
improves the S-transform [26]. This method adopts the improved S-transform to 
analyze and extract the characteristics of the voltage sag sources. The determination 
rules are formulated based on the binary form parameters including three-phase bal-
ance B1, sag continuing ratio R1, mutation times Ns, phase jump faij, even harmonic 
incremental Hod, and sag times N1. A method is proposed based on the S-transform 
and similarity classification [5]. First, the bilinear differential scale transform is ad-
opted to build sag global templates. And the most representative portion is extracted 
to build the only standard templates. Then, the partial template is obtained by the 
scale transform and localization of the mold time–frequency matrix of the measured 
signal. The similarity is calculated as follows:

� (32.2)

where H and W are the number of rows and columns of the matrix, and MA(i, j) and 
MB(i, j) are the elements’ amplitude of the i column and j column of sags measured 
partial template and sags standard template. Then, the categories of the measured 
signal are determined based on the maximum similarity principle. Table 32.1 shows 
the comparison of mean similarity between test and standard template.
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A method is proposed based on the improved S-transform [24]. According to the 
results of the transform, standard templates are established, and then the progres-
sive similarity and its average value are calculated line by line. Finally, voltage sag 
sources are classified based on the average value of similarity.

32.3.4 � Support Vector Machine

SVM is a method based on statistical theory, which according to the structural risk 
minimization principle, and with good generalization ability in small samples. Its 
basic principle can be expressed as follows: Vector input is transformed to a high-
dimensional vector space by nonlinear mapping, i.e., by the inner product with the 
appropriate kernel, then the classification problems are solved in the new space, and 
the optimal classification plane is obtained [27].

A method is proposed based on a multiclass SVM [28]. A SVM classification 
method is proposed based on wavelet transform [29]. The sag sources are classified 
by a method similar to the SVM —the relevance vector machine [30].

32.3.5 � Other Methods

In addition to the abovementioned methods, there are some other methods such as 
label propagation semi-supervised learning [31], voltage space vector [32], space 
vector parameters and zero sequence voltage [33], Mamdani fuzzy reasoning [34], 
phase shift method, and radial basis function (RBF) neural network [35].

Table 32.1   Comparison of mean similarity between test and standard template in 40 dB noise [5]
Standard template category
40 dB Fault self-

clearing
Single-
phase short 
circuit

Fault type 
changes

Trans-
former 
energizing

Induction 
motor 
starting

Test sample 
category

Fault self-
clearing

0.9899 0.9599 0.9626 0.9420 0.9207

Single-
phase short 
circuit

0.9632 0.9972 0.9737 0.9394 0.9440

Fault type 
changes

0.9502 0.9761 0.9965 0.885 0.8781

Trans-
former 
energizing

0.9448 0.9553 0.9431 0.9968 0.9693

Induction 
motor 
starting

0.9394 0.9546 0.9273 0.9715 0.9998
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32.4 � Conclusion

Although the studies of identification methods of voltage sag sources have made 
some achievements, there are some problems to be studied and resolved. First, in 
the course of the study, the threshold values are set based on the amount of test data; 
however, due to the test environment, equipment, and other factors, experimental 
data may not completely simulate the reality. Secondly, in the actual process of 
power system operation, voltage sags may be caused by the combined effect of 
a variety of source sag disturbance. Currently, the studies of voltage sag distur-
bance recognition mostly focus on the sags caused by a single source. However, the 
classification results of these methods for the voltage sags caused by a variety of 
faults superimposed are unsatisfactory, and the research on it is not enough. So the 
improvement of the accuracy and validity of thresholds and the voltage sag mixed 
disturbance identification are the issues which are worth studying, discussing, and 
resolving.
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Abstract  The wiring diagram of a power system is an important guarantee of the 
system’s stable operation and efficient schedule. A novel approach in generating 
the wiring diagram of the power system in scalable vector graphs (SVG) format 
by using extensible stylesheet language (XSL) is studied in this chapter, which 
uses the substation configuration description language (SCL) as the source data. 
The features and advantages about SVG and XSL technologies are briefly intro-
duced. Then, the necessity and method of constructing the system’s graphic element 
library is discussed. Combined with XSL, the programming process is emphatically 
expounded. The calculation method of graphic element coordinates and connection 
relations is eminently suggested. The result demonstrates that the method of using 
XSL technology to generate the wiring diagram of a power system in SVG format 
is reasonable and effective. The approach may facilitate the automatic generation of 
the wiring diagram of a power system and make transformation from SCL to SVG 
easier.

Keywords  Power system wiring diagram · Automatic generation · SVG · XSL · 
IEC61850 SCL

33.1 � Introduction

With the promulgation of IEC61850 and IEC61970 standards, the development and 
construction of smart grid has been deepened increasingly. XML plays an extremely 
important role in the exchange of a wide variety of data on the Web and elsewhere 
because of its distinguishing features such as compatibility and extensibility [1]. It 
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also highlights huge advantages in data exchange and mining of the power system. 
With IEC61850 and IEC61970 that employ XML as data carrier [2–3], multiple 
applications such as data communication, heterogeneous operation, and graphi-
cal display can be realized through XML data mining and exploitation. IEC61850 
specifies a file format named substation configuration description language (SCL) 
for describing communication related to IED configurations and IED parameters, 
communication system configurations, switchyard structures, and the relations be-
tween them, which could be used to model and describe the main equipments and 
topology of the power system [2].

The wiring diagram of the power system expresses the connection relations of 
equipments attached to various voltage levels and network structure graphically. It 
is indispensable to the systems’ stable operation and efficient schedule; however, 
the generation and transmission of its wiring diagram are faced with many chal-
lenges. On the one hand, the existing wiring diagrams are usually stored in propri-
etary formats rather than a versatile or a standard format, which has caused a severe 
problem that the wiring diagrams cannot be reused and it thus results in a waste of 
resources; on the other hand, the wiring diagrams contain huge amounts of informa-
tion of the power system, including constant-changing device characteristics and 
complex topology; meanwhile, it should support dynamic refresh and interactions.

SVG is a language for describing two-dimensional graphics in XML. It supports 
animation and interaction. SVG has been applied in geographical wiring diagram, 
power flow display, node voltage display, and fault information system, etc., in the 
field of power systems. SVG has become an important technical cornerstone in 
smart grid visualization, and it will be easy to obtain, read, modify, and display the 
graphical data with the SVG technology. This chapter makes use of IEC61850 SCL 
as the source data and utilizes SVG and XSL technologies to propose a method of 
generating the wiring diagram of the power system in SVG format and realize the 
automatic generation in accord with the proposed method.

33.2 � SVG/XSL Overview

SVG and XSL are two key technologies in the automatic generation of the wiring 
diagram of the power system in this chapter. Both SVG and XSL will be introduced 
briefly in this section.

33.2.1 � SVG

SVG is a language describing two-dimensional graphics and drawing program in 
XML. It was published by W3C, primarily for the network applications. SVG is 
composed of three types of graphic objects, namely vector graphics, images, and 
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text. SVG is especially suitable for describing the power system graphical data. The 
main advantages are listed below [4].

1.	 SVG is a text-based vector graphic. It can be created and edited with any text edi-
tor, and it can be searched, indexed, scripted, and compressed. SVG is scalable 
and zoomable and with high quality at any resolution. More conveniently, it can 
be viewed with the help of IE browser installed with Adobe SVG Viewer plug-in.

2.	 SVG is purely based on XML; therefore, it inherits the commonality and exten-
sibility of XML. SVG supports animation and interaction, responses to data 
changes quickly, and refreshes graphic display dynamically. It can provide 
human–machine interface and realize the simulations of event and fault.

3.	 SVG is a language describing two-dimensional graphic and drawing program in 
XML, and it complies with W3C standards (e.g., DOM and XSLT). This makes 
SVG to have characteristics of saving storage and strong readability.

4.	 Summarily speaking, SVG meets the demands of the wiring diagrams of the 
power system. EPRI Control Center Application Programming Interface 
(CCAPI) recommends SVG as the basic format of graphic interaction in dis-
patching automation system [5]. The research and application on power system 
visualization based on SVG is being deepened.

33.2.2 � XSL

XSL (extensible stylesheet language) refers to a family of languages used to trans-
form and render XML documents [6]. As XML is designed to transmit and store 
data without involving specific forms, users can apply XSL to extract data as need-
ed and customize the display forms.

XSLT and XPath are two important parts of XSL family. XSLT (XSL transfor-
mation) is a format style description language for transforming XML, while XPath 
is an addressing language used by XSLT to access or refer to parts of an XML 
document. XPath specifies the data to be processed. It mainly focuses on node Sub-
station and extracts data about device information and their connection relations 
according to the sequence, test, and loop structures; XSLT provides an objective 
display style and implements the transformation from XML to SVG [7–8].

33.3 � Overall Designs

To generate the wiring diagram of the power system, the initial task is to construct 
the graphic element library, which can provide graphic styles about different electri-
cal equipments. Then, the main work is programming to process SCL source data. 
The first step is to import SCL source data and SVG power system graphic element 
library. The second step is to determine the coordinate of each voltage level and 
attached equipments by calculation, form a correct and orderly layout of graphic 
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elements. Finally, an SVG document containing the data about the power system 
wiring diagram will be exported. Fig. 33.1 shows the implementation procedure.

SCL describes the substation automation system and the relationship between a 
switch field and the configuration of the intelligent electronic equipment [2]. The 
node Substation in SCL contains the substation structure, the main equipments, and 
their electrical connection relations as well as the function of corresponding nodes. 
As shown in Fig. 33.1, SCL data are selected as the source data, and it fully satis-
fies the requirements of drawing the wiring diagram of the power system, which 
will be transmitted and stored in the text data instead of proprietary format. It will 
contribute a lot to the standardization and unification of graphic data processing 
and display.

33.4 � Construction of Power System Graphic Element 
Library

The power system consists of generator, transformer, transmission line, and a vari-
ety of electrical equipments. Such equipments are connected together according to 
certain rules and unified as a whole. The electrical equipment is an important part 
of the power system. The wiring diagram contains same type of graphic elements. 
As the construction of graphic element library covers types of electrical equipments 
as comprehensive as possible, it is the first work to implement the wiring diagram 
generation of the power system. Proper definitions and references of graphic ele-
ments will reduce the information to be rewritten and the amount of data so that it 
could make graphic element reuse to achieve a maximum level, reduce the applica-
tion’s calculation amount and the size of graphic files, realize the transmission time 
and memory consumption reduction, and thus improve the efficiency of the entire 
system.

A class of graphic element is defined by SVG, and it often groups line, circle, 
and other basic geometric shapes together in a specific layer order and combination 
relations. The next task is referring to the SVG schema and electrical equipments’ 
graphical representation specifications and defining graphic elements one by one to 
construct a graphic element library containing transformer, breaker, disconnector, 
current transformer, voltage transformer, bus, connecting line, etc.

< g > is a container element for grouping related SVG elements together, and it 
can contain other < g > elements nested within it to an arbitrary depth [4]. When 

Fig. 33.1   Implementation procedure of wiring diagrams of the power system based on SVG
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there are graphic elements with the same characteristics, they can be abstracted into 
a same class, defined in < g > and identified with the attribute “id.” Then, we can 
refer and instantiate the graphic elements according to their id after definition. The 
graphic element circuit breaker CBreak is defined as follows:

Configure the element rect and circle, assign a value to each attribute, and specify 
the size, position, width, color, and other necessary attributes; then, a graphic ele-
ment breaker CBreak will be constructed. Graphic elements are defined succes-
sively, and then a power system graphic element library will be formed finally. 
When the parts of wiring diagram of the power system are constructed completely, 
we can assemble the parts together to constitute a complete wiring diagram of the 
power system.

33.5 � Implementation

In this section, the concrete details will be discussed. Firstly, the guideline of imple-
mentation method using XALAN processor is illustrated; secondly, the mapping 
relations and procedure of programming are analyzed. Last but not the least, a typi-
cal example is given to testify the correctness of proposed method.

33.5.1 � Design of Implementation Method

The languages and tools supporting SVG generation and processing are very rich. 
C++, Java, Ajax, JSP, and other common programming languages are used to pro-
vide an interface; Xalan, Batik, and other toolkits also support SVG.

Xalan is an XSLT processor for transforming XML documents into HTML, text, 
or other XML document types (including SVG). It implements XSLT and XPath 
and can be used from the command line, in an applet or a servlet, or as a module in 
other programs [9]. The method is briefly described in Fig. 33.2.
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Transformation from XML into SVG could be achieved according to the method 
shown in Fig. 33.2. An SVG file containing wiring diagram data of the power sys-
tem will be put out and easily viewed with the help of IE browser.

33.5.2 � Procedure

Upon the completion of the construction of graphic element library, the challenge 
and difficulty of wiring diagram generation is converted to the calculation of co-
ordinate and connection relations. XSL references graphic element according to 
electrical equipment, determines initial coordinates according to VoltageLevel and 
Bay, and draws bus and connecting line according to the element Connection and its 
attributes. The most simple and convenient way to generate SVG file automatically 
is to enter MS-DOS interface, change directory to which contains XML and XSL 
files, and run command “java -jar xalan.jar -in exam.xml -xsl exam.xsl -out exam.
svg.” After the competition of the work listed above, a wiring diagram of the power 
system with complete equipments, rational layout, and normal connection relations 
will appear.

SCL contains information about the power equipment and the connection rela-
tions. Elements and attributes correspond to the wiring diagram information, re-
spectively. Making full use of the mapping relationships between SCL nodes and 
the power system wiring diagram will help a lot to determine the graphic element 
class and the initial coordinate and their connection relations. The mapping rela-
tions are illustrated in Fig. 33.3.

XSL programming is the key to the automatic generation of the wiring diagram 
of the power system. The coordinates and connection relations of graphic elements 

Fig. 33.3  Mapping relations between the SCL nodes and the wiring diagrams of the power system

 

Fig. 33.2  Method of generating wiring diagram of the power system based on SVG by using SCL 
+ XSL
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are given by XSL programs. Hence, the algorithm to calculate coordinates and con-
nection relations directly affects the accuracy and rationality of wiring diagrams. As 
SCL data have a tree structure, XSL should drill down by hierarchical relationships 
when processing SCL data. XPath is employed to address the elements needed. The 
processing procedure is shown in Fig. 33.4.

The XSL elements used to design algorithm are summarized as follows [8]:

1.	 Select mode

The XSL element < xsl:for-each > can be used to select every XML element of 
a specified node set through looping. It is used at a high frequency to select the 

Fig. 33.4   Procedure of generating the wiring diagram of the power system by using XSL based 
on SVG
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element of the same parent node. For example, it is used to traverse all Device ele-
ments under Bay.

The < xsl:value-of > element can be used to extract the value of an XML element 
and add it to the output stream of the transformation. The device names and voltage 
levels are extracted by using < xsl:value-of > .

2.	 Test mode

The element < xsl:if > is used to put a conditional test against the content of the 
XML file. As used in device judgment, for example, it can be used to test whether 
the device type is transformer or not.

 < xsl:if > provides single conditional test, while < xsl:choose > is used in con-
junction with < xsl:when > and < xsl:otherwise > to express multiple conditional 
tests. The bus color is decided by < xsl:choose > .

3.	 Match model

An XSL style sheet consists of one or more sets of rules called templates. A tem-
plate contains rules for implementation when a specified node is matched. XPath 
is used to address nodes. < xsl:template > defines matching and processing rules. 
In this chapter, < xsl:template > defines template; < xsl:apply-template > applies a 
template rule to the current element or the current element’s child nodes. < xsl:call-
template > calls a named template containing parameters.

33.5.3 � Application

The appendix of IEC61850–6 gives out a complete and typical SCD (substation 
configuration description) file, as configured in SCL, including modules such as 
Head, Substation, Communication, IED, and DataTypeTemplates. The configured 
station is composed of two voltage levels, double buses, and four bays. There are 
transformers, circuit breakers, disconnectors, voltage transformers, current trans-
formers, and other common power equipments. Substation describes the primary 
system which contains the equipment and the topology information. Extract Substa-
tion module and process the data by following the instructions in Fig. 33.4. Then, an 
SVG document containing the contents of the wiring diagram of the power system 
will be generated automatically. The SVG document can be viewed on IE browser 
in which Adobe SVG Viewer plug-in is installed. The result is shown in Fig. 33.5.

The result shows that the SVG document generated by XSL is displayed as wir-
ing diagram of the station which configured in SCL. The wiring diagrams display 
complete equipment with rational layout and correct connection relations. In addi-
tion, the display forms can be adjusted according to the users’ customization. It can 
be customized to hide or show the voltage level, bay name and device identifier 
and other information. The proposed method of generating the wiring diagram of 
the power system automatically based on SVG and XSL technologies is reasonable 
and effective.
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33.6 � Conclusion

The wiring diagram of the power system is an important guarantee of its stable 
operation and efficient schedule. Application of SVG and XSL provides a novel 
approach in solving the wiring diagram generation problem. This chapter proposes 
a method of generating the wiring diagram of the power system in SVG format by 
using XSL with the main work summarized as below.

Fig. 33.5   Automatic genera-
tion of the wiring diagram of 
the power system by using 
SVG and XSL
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1.	 It employs SCL configuration data as source data to generate the wiring diagram 
of the power system. SCL, SVG, and XSL are combined to achieve the goal.

2.	 It constructs graphic elements of the power system by using SVG technology 
and forms the graphic element library of the equipment as commonly used.

3.	 It presents the processing procedure and calculation method of coordinate and 
connection relations.

4.	 It testifies the correctness and rationality through a typical example. The result 
demonstrates that proposed method is very competent to solve the wiring dia-
gram generation problem.

SCL contains huge amounts of data about electrical equipments and their connec-
tion relations, and it can be used as source data. SVG possesses excellent display 
performance and can be used as object file format. XSL provides the transformation 
styles and the processing program. Expansion of the idea and method proposed in 
this chapter will realize the automatic generation of wiring diagram from SCL.
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Abstract  This chapter proposes a sliding mode disturbance observer (SMDOB) to 
deal with the uncertain factors, including modeling errors, parameter perturbations 
and external interferences faced by the electric servo system control. Then, a pro-
portional integral derivative (PID) angular position tracker is designed to achieve 
the function of angular position-tracking performance of electric servo system. 
Thus, the SMDOB and PID tracker form the robust compound control framework 
of the electric servo system. The computer simulation results indicate that, com-
pared with the traditional PID control scheme, the control scheme proposed in this 
chapter can ensure the electric servo system to have higher precision of position 
tracking and stronger robustness against the unknown and time-varying uncertain 
dynamics in system.
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34.1 � Introduction

Direct-current (DC) motors have been widely applied to various angular position 
servo systems, including missile rudder [1], flight simulator [2] and optical tracking 
platform [3]. However, due to the complex technological environment, the demands 
on the performance of the DC motor servo system become higher and higher. How-
ever, because of the existence of many uncertainties in the electric servo system, 
including modeling errors, parameter perturbations and disturbance torques, the 
further improvement of system tracking performance will be hindered.

Among all the controllers applied in the actual projects, the proportional inte-
gral derivative (PID) controller is the most widely used, owing to its simple struc-
ture, good stability, reliable operation and adjustment convenience. It has also been 
widely studied and applied in DC motors [4]. However, PID controller lacks robust 
property against uncertain dynamics in system; therefore, it needs to explore novel 
control strategies in order to make the motor servo system stronger.

The closed-loop robust control method based on disturbance observer (DOB) 
has a strong inhibitory effect on the external interferences and a small range of 
parameter variation, which can significantly improve the performance of control 
system. Thus, it has become a basic control method for the high-precision servo 
system and is widely used in various types of electric servo systems [5–6]. Because 
the essence of the sliding mode variable structure control (SMVSC) is nonlinear 
control, it has a strong robustness against parameter perturbations and external in-
terferences [7–9]. Therefore, this chapter introduces SMVSC into the construction 
of disturbance observer, namely the sliding mode disturbance observer (SMDOB), 
in order to cope with the uncertain dynamics existing in the electric servo system. 
As a result, it enhances the robust property of the control system, and then the angu-
lar position-tracking performance of servo control system can be greatly improved.

In order to synchronously guarantee the engineering practicability and method 
effectiveness (related to high tracking precision and strong robustness), we intend 
to explore a new servo control method for electric servo system in this chapter. The 
control scheme, which is constructed by an inner-loop disturbance observer and an 
outer-loop PID tracker, can not only deal with the impacts of external disturbances 
and parameter perturbations but also guarantee the high accuracy of position track-
ing. All mentioned above is the main starting point of this chapter.

34.2 � Problem Description

The control object of the DC motor servo system is the DC motor. For general 
meaning, the schematic diagram of the DC motor is shown in Fig. 34.1.

The relationship between the counter electromotive force e and the angular speed 
ω can be described as follows:

� (34.1)e = Keω,
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where Ke  is the voltage feedback coefficient. Moreover, the relationship between 
the motor torque T and the armature current i can be described as follows:

� (34.2)

where Kt  is the current–torque coefficient.
Consider the effect of the damping torque, and assume the connection between 

the rotor and the axis is rigid, then the moment equation of the DC motor is as fol-
lows:

� (34.3)

where J is the rotation inertia, and B is the mechanical damping parameter.
According to Kirchhoff’s voltage law, we can get the following voltage equation:

�
(34.4)

where L is the armature inductance, ua is the input voltage of the DC motor, and R 
is the armature resistance.

Besides, the relationship between the controller output voltage u and the motor 
input voltage is as follows:

� (34.5)

where Ku is the amplification factor of the power amplifier.
The state-space expression of the electric servo object can be obtained by the 

formula (34.1)–(34.5), and it is shown as follows:

�

(34.6)

T = Kti,

T − Bω = J
dω

dt
,
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Fig. 34.1   The schematic diagram of the DC motor
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where θ  represents the rotation angle of the DC motor; d represents the equivalent 
disturbances in system, and it is bounded with |d| <�; Km  and Tm  respectively 
denote the equivalent magnification factor and the equivalent time constant, and 
Km = Ku/(Ke + BR/Kt ), Tm = JR/(KeKt + BR).
Until now, the state-space model of the electric servo object has been estab-

lished, and this model provides a theoretical basis for the next design process.

34.3 � Robust Compound Scheme Design

34.3.1 � SMDOB Design

If we can estimate the equivalent disturbance d in system (34.6) by some means 
of observation strategy, and then make the same amount of compensation in the 
control input u, the influences of equivalent disturbances on the control system will 
be effectively suppressed. Based on this control thought, the next step is to design a 
SMDOB based on the electric servo object model (34.6), and the designed SMDOB 
can be regarded as the inner-loop controller.

Introduce variable γ  and construct it as follows:

�
(34.7)

where y is the input signal of SMDOB.
Choose the sliding switching function as:

� (34.8)

According to (34.6), (34.7), and (34.8), we can get:

� (34.9)

Thus, we can design the SMDOB input as follows:

�
(34.10)

It can be proved that when q >�, we can get sṡ ≤ 0, and if and only if s = 0, s = 0 
is tenable. The detailed process of this proof is not given here. Furthermore, s → 0 
can also be obtained, namely, γ → ω.

γ̇ = −
1

Tm
γ +

Km

Tm
u+ y,

s = γ − ω.

ṡ = −
1

Tm
s + (y − d).

1
sgn( ), 0, 0.

 
= − − > > 
 m

y k s q s k q
T
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According to (34.9)–(34.10), the output of SMDOB (i.e., the estimated amount 
of the equivalent disturbances) can be obtained as follows:

�
(34.11)

Equation (34.11) will be introduced in the control input of the system as a distur-
bance compensation term.

In order to avoid the high-frequency chattering caused by switching item, (34.11) 
can be rewritten in the following form:

� (34.12)

where sat denotes a saturation function [3].
The SMDOB can only achieve the robust stability of the inner-loop system, but 

not ensure the position-tracking function of the DC motor system. Therefore, an 
outer-loop controller based on position error regulation is further needed in the next 
step.

34.3.2 � PID Position Tracker Design

To achieve the position-tracking function of the electric servo system, based on the 
previously designed SMDOB, this section designs a PID controller based on angu-
lar position error regulation. The structure diagram is shown in Fig. 34.2:

where θd  represents the expected angle output of the electric servo system.
Thus, for the electric servo object (34.6), the control law u consists of two parts, 

and it can be expressed as follows:

� (34.13)

So far, the design of the compound robust controller has been completed.

1ˆ sgn( ).= − − + = − − −� �
m

d s s y s ks q s
T

ˆ sat( ),d s ks q s= − − −�

u = u′ − d̂.

Fig. 34.2   The structure diagram of outer-loop PID controller
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34.4 � Simulation Results

In this section, we will compare the tracking effects of the proposed control scheme 
with the pure PID control scheme through computer simulation, in order to obtain 
the performance advantages of the proposed control scheme.

In the simulation, the actual parameters of the electric servo object are 
Tm = 0.025s  and Km = 150. However, in the design of controller, the associated 
nominal parameters are Tm0 = 0.0 3s and Km0 = 200.

In addition, the influences of coulomb friction torque and system parameter per-
turbations are added into the electric servo system. Furthermore, the equivalent dis-
turbances resulted from them are chosen as 0.4sgn( )= −fd ω  and 0.1sin(2 )=pd tπ .

The coefficients of PID controller are selected as:Kp = 10.0, Kd = 0.2, 
Ki = 0.01. The coefficients of SMDOB are selected as: k = 10.0, q = 3.0 , ϕ = 0.1. 
At the same time, due to the actual situation, the output of the compound controller 
is limited between ± 10 V.

In this simulation, the angular position-tracking signal of the electric servo sys-
tem is shown in Fig. 34.3. Moreover, we compare the tracking errors of the DC 
motor under the two control schemes, and it is shown in Fig. 34.4.

As seen from Fig. 34.4, compared with the traditional PID control scheme, the 
position-tracking precision of the DC motor is much better under the proposed con-
trol scheme. Concretely, the positive maximum error and the negative maximum 
error are respectively 0.0758 deg and − 0.0756 deg under the traditional PID con-
trol scheme. Meanwhile, those are respectively 0.0309 deg and − 0.0198 deg un-
der the proposed control scheme, and always maintain at an expected level during 
the whole control period. This reflects the stronger robust property of inner-loop 
SMDOB in restricting the equivalent interferences of control system, and then the 
performance advantage of the proposed control scheme is presented.

Fig. 34.3   The angular position-tracking signal of the electric servo system
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In addition, the control input of the DC motor under the proposed control scheme 
is shown in Fig. 34.5.

As seen from Fig.  34.5, there is no obvious high-frequency chattering in the 
control input of the DC motor control system, which can reduce the bad impact on 
the motor mechanical structure and avoid the instability problem of control system 
caused by the high-frequency chattering.

Fig. 34.5   The control input curve of the DC motor under the proposed control scheme

 

Fig. 34.4   The tracking error curves under the two control schemes
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34.5 � Conclusion

System uncertainties including modeling errors, parameter perturbations, and ex-
ternal disturbance can seriously affect the performances of electric servo tracking 
system. Therefore, this chapter presents a robust compound control scheme based 
on SMDOB. Through computer simulation, we can observe that compared to the 
conventional PID control scheme, the control scheme proposed in this chapter pos-
sesses stronger robustness in response to the unknown and time-varying uncertain 
dynamics. Moreover, the position-tracking errors of the electric servo system are 
smaller. In addition, the structure and the algorithm of the proposed control scheme 
are simple; therefore, it also has practical value in engineering.
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Chapter 35
Simulation Analysis of Impacts of Flow 
Characteristics on Power Oscillation
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Abstract  In order to analyze the impact mechanism of the valve flow characteris-
tic on power oscillation, flow characteristics deviation of the steam turbine control 
valve is firstly analyzed and a coefficient for the deviation assessment is proposed; 
then, the model of generating unit coupled with dynamic system and electrical sys-
tem is established according to the characteristics of deviation coefficient, with 
which the valve flow characteristics deviation is considered. Effect of flow devia-
tion on power oscillation is analyzed by time-domain simulation. The simulation 
results show that the poor partial flow characteristics of the turbine valves are likely 
to cause power fluctuations and both the amplitude and the speed of oscillations are 
positively related to the extent of flow characteristics deviation. The conclusion can 
provide reference to research on the causes of power oscillations.

Keywords  Turbine · Flow characteristics · Governing system · Power oscillation

35.1 � Introduction

Previous studies have shown that the turbine’s periodic disturbance can easily in-
duce the forced oscillation of the power grid. It is of greater possibility and influ-
ence that the forced power oscillations are caused by prime mover disturbance than 
that caused by load disturbance under the same amplitude and frequency [1–2]. In 
recent years, although most of the generators in China Southern Power Grid have 
been installed the power system stabilizer, the oscillations still occur [3].

The valve flow characteristics of steam turbine inlet regulating valve refer to the 
corresponding relationship between the inlet valve position and the steam flow. If 
there is a big deviation between the set curve of flow characteristics and the actual 
valve flow characteristics, there is a risk of power oscillation in operations such as 
load change and frequency regulation [4–5].
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However, little attention has been paid to the influence of flow characteristics 
deviation on power oscillation. This paper focuses on the effect mode of flow char-
acteristic deviation on power oscillation. The electromechanical coupling model 
including the flow characteristics is established to find out the key factors of strong 
correlation which combines the valve flow characteristics and power oscillation.

35.2 � Flow Characteristic Deviation

The valve flow characteristics are the correspondence between the valve position 
and the valve steam flow. The theoretical valve flow characteristics, usually pre-
installed in steam turbine control system according to the technical parameters of 
steam turbine manufacturer, are usually considered corresponding to the actual 
valve flow characteristics. But there are still deviations between theoretical and 
actual valve flow characteristics due to valve manufacturing, installation, main-
tenance, etc. If the differences between the theoretical and the actual valve flow 
characteristics vary greatly, it can possibly induce load mutation and delays in load 
and frequency regulation of steam turbine [6, 7].

The flow characteristics deviation might make the regulation system to deliver a 
deviated valve position demand to regulate valves. Figure 35.1 shows the compari-
son of the actual and theoretical valve flow characteristics curves of a certain turbo 
unit; Ft is the theoretical flow characteristic function curve and Fa is the actual flow 
characteristic function curve.

Observing the difference in quantity of the theoretical and the actual flow curves, 
the relative deviation ( Df = ( Ft − Fa) × 100 %) is calculated. Differences between the-
oretical and actual valve flow characteristics are represented not only in quantity, 
but also in rate of change. In different flow reference demand regions, there are dif-
ferent rates of change between the two. In order to compare the difference between 
the two, the slope ratio coefficient Kf is defined in Eq. 35.1:

� (35.1)K
d F

d Ff
t

a

=
( )

( )
.

Fig. 35.1   Comparison of 
actual and theoretical valve 
flow characteristic curves

 



31935  Simulation Analysis of Impacts of Flow Characteristics on Power Oscillation

It is easy to see that Kf = 1 and Df = 0, if the theoretical valve flow curve can accu-
rately reflect the actual one.

As shown in Fig. 35.2, when the deviation of the two becomes large, the slope 
ratio will also become large and can even reach 4 times the actual value. In the flow 
curve inflection region, both the relative deviation Df and the slope ratio Kf are ob-
viously large, which implies that the deviation between theoretical and actual flow 
curves is evidently large in the inflection region.

35.3 � Simulation Model

The coupling model between the generating unit and the power system for time-
domain simulation analysis is set up by MATLAB, as shown in Fig. 35.3. A single-
machine infinite bus (SMIB) system model is adopted for the simulation of gen-
erator rotor [8]. With the mechanical power Pm as input, the SMIB system feeds 
back signals of active power and rotor speed to the digital electrohydraulic (DEH) 
control system, and then they join into a closed loop. DEH governing system and 
steam turbine model, respectively, refer to the Institute of Electrical and Electron-
ics Engineers (IEEE) typical models [9–11]. The Valve Position (VP)-flow module 
in the model is the valve position and flow characteristics relationship of the inlet 
regulating valve, which is the actual flow characteristics; the flow-VP module is the 
flow characteristics set in DEH control system.

Fig. 35.2   Numeric and slope deviations of set and actual flow characteristics
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DEH control system puts out flow demand to the flow-VP module and receives 
the feedback signals of active power Pe and rotor speed Wm from the SMIB system, 
as shown in Fig. 35.4. For the convenience of simulation, the transfer function of 
the flow-VP module is set to H1(s) = Kf, as shown in Fig. 35.4. The parameters of 
the DEH control system are set as below: dead zone, ± 0.00067; gain of frequency 
regulation, 20; time constant of frequency regulation, 0.02 s; output limit of fre-
quency regulation, ± 0.06pu; parameters of the power proportional-integral-deriva-
tive (PID) controller are P = 1, I = 0.2, D = 0; and output limit, ± 1pu.

The signal of valve position demand is converted to the valve position by the 
electrohydraulic (EH) system (electrohydraulic converter and hydraulic servomo-
tor), and then the valve position is converted to the steam flow by the VP-flow 
module, as shown in Fig. 35.5. The parameters of the EH model are set as below: 
the proportional gain of electrohydraulic converter, 2; the integral coefficient of 
hydraulic servomotor, 1.25; the output limiting, ± 1pu; and the time constant of the 
linear variable differential transformer (LVDT) feedback, 0.02  s. For the conve-
nience of simulation, the transfer function of the VP-flow module is set to H2( s) = 1, 
as shown in Fig. 35.5.

Fig. 35.4   G1(s), models of DEH control system and flow-VP module

 

Fig. 35.3   Coupling simulation models considering flow characteristics
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The model of steam turbine is shown in Fig. 35.6. The parameters of the model 
are set as below: Tch = 0.2; Trh = 12; Tco = 0.3; FHP = 0.4; FIP = 0.3; FLP = 0.4; λ 
= 0.8.

35.4 � Simulation Results

The pulse disturbances (with the Kf value set from Kf = 1 to Kf = 2, 3 or 4) were initi-
ated into the coupling model at the 10th second and removed at the 20th second. 
The oscillations of rotor speed, power, and load angle were recorded. The simula-
tion results are shown in Figs. 35.7, 35.8, 35.9.

The above simulation results show that the flow characteristics deviation, if 
it reaches a certain level, is apt to cause low-frequency oscillations of resonance 
mechanism; in addition, the oscillations will disappear soon after the disturbances 
of Kf are stopped. With the increase of Kf, the output state changes from stable state 
( Kf = 2) to continuous oscillation ( Kf = 3, 4); beisdes, the oscillations occur soon 
and the oscillations’ amplitude of rotor speed, power, and load angle is large when 
Kf is large.

Fig. 35.6   G3(s), reheat steam turbine model

 

Fig. 35.5   G2(s), models of the electrohydraulic (EH) system and VP-flow module
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Fig. 35.8   Curves of power 
oscillation by pulse distur-
bance of different Kf values

 

Fig. 35.9   Curves of load 
angle oscillation by pulse 
disturbance of different Kf 
values

 

Fig. 35.7   Curves of rotor 
speed oscillation by pulse 
disturbance of different Kf 
values
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35.5 � Conclusion

In order to find out the effect mechanism of flow characteristics deviation on low-
frequency oscillations, the causes and features of flow characteristics deviation are 
analyzed, and then the coupling model between thermodynamic system and power 
system is established for the time-domain simulation analysis. The effects of flow 
characteristics derivation on the response characteristics of rotor speed, electric 
power, and load angle are analyzed, respectively, through simulation with the re-
sults indicating that the flow characteristics deviation is apt to cause low-frequency 
oscillations and both the amplitude and the speed of oscillations are related to the 
extent of flow characteristics deviation. The conclusion can provide reference to 
research on the causes of power oscillations.
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Chapter 36
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Abstract  Diagnostic tool functions of the original fault diagnostic system in direct 
current (DC) converter stations are not concentrated, and it is unable to accurately 
diagnose the exceptions of different layers. In order to ensure rapid and accurate 
location of the host events and the server faults, the real-time diagnosis software for 
high-voltage direct current (HVDC) converter station control and protection sys-
tem is designed. The NetDDE technology tracks the suspicious analogy and vari-
ables of the switch state using the software interface of MACH2 system, which has 
been implemented to analyze the exception of the state variable and locate the host 
fault by recalling the historical data. By calling the stored procedure of SQL server, 
exceptions can be tracked in a real-time manner by means of the returned data col-
umn information. The host and the server exceptions can be rapidly and effectively 
monitored, tracked, and located by the system. It can also reduce the time of dealing 
with complex defects and increase the reliability of the whole control and protection 
system. The system does not affect normal operation of the original system.

Keywords  Converter station · Real-time tracking · Diagnostic system · NetDDE 
technology · Event tracking

36.1 � Introduction

The direct current (DC) transmission technology was developed earlier overseas, 
which was mainly dominated by ABB and SIEMENS. The MACH2 DC control and 
protection system of ABB was digested and absorbed by some domestic manufac-
turers (NARI-relays and XuJi) upon introduction into China [1]. It has become the 
most important technology platform of control and protection system in domestic 
China, but the diagnostic tools based on this platform have been stuck in the early 
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stage of technology introduction and no company has the secondary development 
or improvement for it. The fault diagnosis of control and protection system mainly 
relies on a series of built-in fault diagnosis software of the original SCADA System 
Engineer workstation, including abnormal packets display tool Intouch, abnormal 
state monitoring tool Hidraw, DC control and protection system custom wave re-
cord tool Inspect, and recorded waveform-viewing tool Reval [2].

Most converter stations run a long time in Hubei Province. These fault diag-
nostic tools provided by foreign manufacturers have not been updated. The host of 
Jiangling Converter Station Bipolar Control and Protection system appears fault 
frequently up to 10 months in 2010. Neither the maintenance staffs nor the manu-
facturers can locate the abnormal accurately by the diagnostic tools. The function 
of fault diagnosis is in urgent need of expansion. Specific performances are given 
below [3]:

1.	 Unable to diagnose the server fault. DC converter station control and protection 
system and the database server are tightly coupled and interactive. There is not 
any tool for the diagnosis to the server so far.

2.	 Unable to diagnose the host fault. The current diagnostic tools cannot realize the 
diagnosis function of the abnormal host events, which will lead to disorder of the 
host event message.

3.	 Monitoring function of the control and protection system is imperfect. Hidraw 
only provides a numerical display of state, but it cannot implement continuous 
recording function of numerical value.

4.	 The event display interface function is not perfect, and the event display is 
incomplete. For example, when the event filtering occurs short-term fault, the 
event information will be ineffective.

5.	 The original diagnostic tool functions are dispersed, and the interface is 
unfriendly. Old diagnostic tools are provided by different manufacturers without 
being integrated. In addition, the interface of original diagnostic tools is in Eng-
lish and simple.

36.2 � System Function and Structure Design

36.2.1 � Function Design of Abnormal Diagnosis System  
of Converter Station Control and Protection System

The software system will use the existing software interface of the DC control and 
protection system by means of manual selection of the continuous monitor, analysis 
of the suspicious analog and switch state, monitoring the alarm events of the server. 
It is helpful that the operation and maintenance personnel track and locate all kinds 
of abnormalities of the converter station.

The system function design is given below:
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1.	 Monitoring and continuous recording in a selective manner of all the state control 
and protection systems in a real-time manner.

2.	 Tracking function of the abnormal events of the database server, continuous 
recording function, and abnormal data modification.

3.	 Alarm function of limit detection of any state.
4.	 Historical data monitoring retrieval, browsing, drag, zoom, analysis and derived 

function.
5.	 Automatic and manual processing function of historical data.

36.2.2 � Logical Structure Design of Auxiliary diagnosis system

The auxiliary diagnosis system of converter can be divided into two parts: the part 
of host of control and the protection exception diagnosis and the part of database 
server abnormal diagnosis. According to the functional requirements, the logical 
structure of the system is designed to have six functional modules: analog monitor 
module, switch state monitoring module, historical data playback module, historical 
data disposal module, the SQL event tracker module and database access module. 
These modules completing the corresponding function operate through the graphi-
cal interface of unified diagnostic system.

The system structure is shown in Fig. 36.1.
The whole system adopts a top-down hierarchical modular development process. 

The whole system is divided into three layers: the user interface layer, the logical 
function layer, and the data access layer. The user interface provides the user-friend-
ly interface diagnosis system; at the same time, through the user interface, the logi-
cal function’s layer sub-function modules are called to complete the corresponding 
abnormal diagnosis function.

Fig. 36.1   Logical structure of the computer-aided diagnosis system
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36.3 � The NetDDE Technology

NetDDE is a network dynamic data exchange mechanism. NetDDE technology has 
been widely used in the industrial control areas to solve the real-time data exchange, 
such as configuration software (Intouch, RSView32, Fix, Wincc, etc.). The pro-
grammable logic controller (PLC) automation system makes the remote connection 
between PLC and server to realize the data exchange, which is also a kind of ap-
plication in NetDDE technology; therefore, the application of the converter station 
data exchange also has high feasibility.

The data acquisition layer provides the data for the logical layer. According to 
the different data sources, it can be divided into the state acquisition module, data-
base failure information and database data acquisition module.

The host of the control and protection accesses the station within the LAN and 
sends data to the SCADA through NetDDE protocol [4]. How to use the NetDDE 
interface to collect data from the host of the control and system is the key to this 
system. Basic data acquisition process is shown in Fig. 36.2:

In the figure above, the host converts data through NetDDE protocol into data 
packets that can be spread over Ethernet. In order to achieve the data acquisition 
process from the diagnostic system to the host, diagnostic system through NetDDE 
protocol parses the data packet and ultimately converts into data [5]. The key tech-
nical difficulty lies in the diagnostic system in NetDDE packet parsing.

There are two main kinds of connection modes in NetDDE: the first is hot link, 
where server and client data transfer is bidirectional; the second is warn link, where 
server and client data transmission has a notification process [6]. Warn link will 
be used for instantaneous fault of swithching value, it will be beneficial to reduce 
memory usage.

36.4 � Functions to Achieve

36.4.1 � Monitoring the Running Status

At present, the station switch acquisition is mainly based on Intouch to obtain 
messages. The Intouch messages can only obtain device fault, but it cannot reflect 
specific component problem [7]. In addition, aging and mechanical dithering of 
switching elements may cause instantaneous error action (open or closed). It is dif-
ficult for the Hidraw to capture transient fault of the switch.

Fig. 36.2   Data acquisition process on the basis of NetDDE
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This module is mainly used to locate the abnormal to lower levels (e.g., card), 
when monitoring system receives alarm signal from the high level (e.g., electrical 
cabinet). It is convenient for the maintenance personnel to monitor real-time suspi-
cious state and provide over-limit warning function.

In order to facilitate the operation and maintenance personnel quickly locate the 
fault, the function module structure is shown in Fig. 36.3.

Monitoring content mainly includes analog quantity and digital switch. On the 
basis of Intouch alarm message, the operating personnel run query system for moni-
toring suspicious state.

Monitoring content is divided into the state and switch variables. As to the state 
variables, the system collects and saves data every millisecond, and draws real-time 
curve. Data storage is good for the analysis of equipment fault and playback his-
tory data. Real-time curve is used to observe the change in trend of state. The curve 
supports the following functions: pause, continue, enlarge, minify, and capture the 
dot location of the mouse on curve. The curve coordinate values are mainly used 
to determine the extent of the amount of the anomaly. As to the switch variables, it 
only puts out two states of 0 and 1 and collects and preserves a switch status every 
1 ms [8].

The state threshold value needs to be set in the limit detection. It will give an 
over-limit warning and save the data while exceeding the threshold value. The over-
limit states are marked in red to prompt the workers, and it uses Access file to save 
the data.

36.4.2 � SQL Event Tracking

The event tracking mainly relies on invoking the stored procedure of system to cap-
ture data column information and perform specific function. The tracker is mainly 
used to adjust and optimize the performance of the database system and monitor 
the real-time faults. It can optimize CPU, I/O of disk, memory, logical and physical 
structure of the database, network environment, and SQL statements. It can adjust 
the partitioning technology of SQL server and rational use of clustering methods. 
By defining the SQL warning and error events, the data column information of 
related event is obtained. The server fault tracking is actualized, such as abnormal 
database connection.

Fig. 36.3  Monitoring logic diagram of the running state
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This module is used to monitor abnormal events of the database server [9], such 
as database connection, communication and warnings or errors in the process of 
operation data. By tracking the database server warnings and error events, it can 
avoid no reaction or tucking for the host or server [10]. Because of shortcomings, 
the converter station itself has produced many warning events. In order to locate the 
faults, the warning and error events will be filtered by time or user’s name [11]. The 
fault information will be stored in the Microsoft Word file.

In order to locate the server exception conveniently, the module function struc-
ture diagram is shown below [12] (Fig. 36.4):

The tracking event module is mainly used to monitor the server exception events. 
Because the host system itself has some abnormal events, it will produce a series 
of warning events. In order to locate the abnormal events quickly and accurately, 
warning and error event data columns (the warning and error events list some rel-
evant information) need to be filtered (e.g., setting up a user name).

It will establish an event tracking module by the SQL statement and get the data 
columns of the warning and error events by establishing the tracing statements [13] 
as follows:

sp_trace_create (create a trace definition);
sp_trace_setevent (for adding or deleting a track event column);
sp_trace_setfilter (the filter is applied to the track);
fn_trace_getTab. (trace file information returned in a table format).

The program diagram of the event tracing is shown in Fig. 36.5:
When you start the module, the system will automatically search for all database 

servers in the form of pull-down menu to the operator for choice. Setting the event 
data column provides two filters of a user name and time as the user needs. If you 
do not set the filter criteria, it will monitor the information of all data columns by 
default. Then, track the event information processing, and Microsoft Word file is 
used to save the monitored data column information.

36.4.3 � Historical Data Processing Module

As the data are collected every 1 ms, monitoring the state quantity for 24 h will 
produce about 8 GB of date volume. If you do not process the stored data for a 
long time, it will run out all resources of the hard disk. Hence, it needs to process 
the stored data regularly; the system data cleaning tips are given every month, and 
automatically data deletion or compression and removal to another drive package 
shall be handled by the operator.

Fig. 36.4   Logical diagram of event tracking
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36.5 � Conclusion

With the utilization of NetDDE technology, the system sends data and gets com-
mands to the SCADA of control and protection host station accessing the internal 
LAN. What is more, it monitors the suspicious state control and protection system 
of different manufacturers through NetDDE protocol and locates the abnormal lev-
els and equipment or the board quickly and accurately.

Because the database server has been coupled highly with the host system of the 
protection and control, the system also develops a dedicated tracking module of 
SQL event. In this way, it can monitor the unusual or abnormal events during the 
process of data connection, communication, and storage, to avoid the host or server 
long time no response or jammed fault and other abnormalities for a long time; at 
the same time, it monitors the operation of the user and abnormal operating event 
of the server to locate anomalies as soon as possible, which effectively reduces the 
abnormality investigation time of converter station control and protection system.
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Abstract  In this chapter, a novel thermodynamic system model with flow dimen-
sion is proposed to solve the problem of grid energy saving and environmental 
protection dispatching (DESEP).The enthalpy entropy flow (EEF) model is used 
to represent the thermodynamic cycle of the power generator. By adjusting the 
environmental factors, comprehensive value of energy saving and environmental 
protection is calculated. It obtains the best output-scheduling scheme by the classi-
cal evolutionary programming. Subsequently, the experiments on power generator 
dispatching are conducted, following three steps: original data analysis, accuracy 
analysis and efficiency analysis; then, the results show that the values of main fac-
tors with coal consumption, boiler efficiency, turbine heat consumption, and auxil-
iary power ratio under DESEP are close to the best running state.

Keywords  Flow dimension · Thermodynamic system · Enthalpy entropy flow 
model · Grid dispatching · Dispatching of energy saving · Environmental protection

37.1 � Introduction

In China, the coal resource is abundant, and the coal-fired generating units account-
ed for about 68 % of the national total installed capacity. Anhui area is rich in coal 
and lacks water resource, so the coal-fired units accounted for more than 97 % of the 
provincial dispatching abilities [1]. In order to realize the policy of national emis-
sion control target and reduce the energy consumption and pollutant emissions of 
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nitrogen sulfur fumes, we should develop the energy-saving, environmental friend-
ly scheduling model which is based on grid security and reliability, and provides 
strong support for resource saving and environmental amiability society.

The power-dispatching agency of the USA, Australia, and other developed 
countries mainly do the dispatch based on the results of power market clearing and 
long-term contract trade of auxiliary service, the power consumption and pollutant 
emission reflected in the market electric price. So far, there is no application of 
power dispatching reporting real-time monitoring with power consumption, pollut-
ant emission and heating.

The thermodynamic system employs the principle of thermal power conver-
sion, and then forms a closed thermodynamic cycle curve by the characteristics of 
equipment quality, the structure and parameters of thermodynamic system [2–3]. 
Zhonghe Han [4] deduces the thermodynamic cycle of water vapor, and receives 
the impact of parameters on standard coal consumption rate of power generation. 
Napalko [5] employs theories of partial differential equations to calculate the ef-
ficiency of extraction steam, and makes the concept of thermal system of power 
plant much clearer.

In this chapter, a flow dimension is added to the traditional thermodynamic cy-
cle diagram with two-dimensional enthalpy entropy, and a three-dimensional space 
model of enthalpy entropy flow is constructed. The comprehensive value of energy 
saving and environmental protection is calculated by adjusting the related environ-
mental factors. The classic evolutionary programming is designed to receive the 
optimal power unit output distribution scheduling, and the efficiency of the energy-
saving scheduling is verified by related examples.

This chapter is organized as follows. Section  37.2 is the researches on state 
space model of thermodynamic system. Section 37.3 describes the application of 
dispatching of energy saving and environmental protection. Section 37.4 discusses 
the experimental results of algorithm, followed by the conclusion in Sect. 37.5.

37.2 � State Space Model of Thermodynamic System

37.2.1 � Basic Concept

During a long optimization time, the units which contain the related equipment have 
been behaved well functionally. So the set of all possible stable operation units are 
called state space of units. Each factor is the satiation of stable operation, which 
contains various environmental temperatures, coal type for combust ion and the 
entire possible electric load.

The state space of thermodynamic system is a subset of the power plant space, 
and only contains main equipments which the circular material flow past, such as 
boiler heating surface, steam valve, condenser and feed water heater. Therefore, the 
corresponding factors for the elements of thermodynamic system state space are as 
follows: cycle efficiency, average endothermic temperature, and relative internal 
efficiency.
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37.2.2 � Physical Meaning of Model

A flow dimension is added to traditional enthalpy entropy thermodynamic cycle 
diagram, and the three-dimensional space model with enthalpy entropy flow is con-
stituted. For example, at the current station, the coordinate points which represent 
the mainstream upward node state of circular material thermodynamic system are 
linked together, and it forms a closed curve.

The physical meanings of thermodynamic system state space model are as fol-
lows: the closed curves at three-dimensional spaces represent the experience of 
thermodynamic cycle. The trend of the blue curve approaches to the red by adjust-
ing various control factors, then makes the actual state close to the optimal state, 
and finally realizes the optimization operation.

37.2.3 � Model Description

Suppose the X j is the state space which consists of N nodes in thermodynamic 
system, then X j  is the j -th factor of thermodynamic state space, and it represents 
j  stable operation state.

� (37.1)

Let x i ni
j ( , , )= 1 2 �  be the thermodynamic state node i  at the j  station. By the 

three-dimensional space descriptions, xi
j is a vector, and the three components 

respectively mean the enthalpy, entropy and flow. The expression of thermodynam-
ic system is as follows:

� (37.2)

The derivatives of xi
j  are actual control elements that affect the state of node i ,then 

the boundary conditions and the related character can be described quantitatively. 
Let dS k mk

j{ } =( , , )1 2 �  mean control factor set, ValT  be the economy of current 
state, and BestT  perhaps be the economy of best state. So there are the following 
expressions:

� (37.3)

where qcp is the heat consumption of turbine, bγ  is the efficiency of the boiler, pγ  
is the pipeline efficiency, and apξ  is the power consumption rate, form (37.3) is to 
calculate the actual coal consumption that means the current state economy.

�
(37.4)
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Form (37.4) is adopted to calculate the difference between the best state and the 
current state.

� (37.5)

Form (37.5) describes the values of varying events that generate coal consumption 
changing.

� (37.6)

Form (37.6) is employed to describe the matters for the coal consumption varying 
events.

Based on the above analysis, we can obtain the calculation of generating cost and 
dynamic history optimal conditions searching. Via establishing the ration relation-
ship between control goals and guiding factors, it can lay a foundation for dispatch-
ing of energy saving and environmental protection.

37.3 � Application of Dispatching of Energy Saving  
and Environmental Protection

37.3.1 � Objective Function

In order to achieve the requirements of grid security and the dispatching of energy 
saving and environmental protection, the objective functions were established with 
the operation data, and they are used to quantitatively describe the factors of sched-
uling priority, including coal consumption of power generation, operation state of 
desulphurization system, the concentration of dust and nitrogen oxides, the devia-
tion of return water temperature and required value, adjustment margin of unit out-
put and the load factor. We combined above and obtained the following four factors: 
coal consumption, energy-saving potential, quantity of pollutant emissions, return 
water temperature, and then received unit comprehensive value of energy saving 
and environmental protection by different weight values.

Objective functions:

�

(37.7)
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�

(37.8)

Form (37.7) ( , )t t
i iF Pµ  is the exponent of energy saving and environmental protec-

tion dispatching; T  is the sum of time frame; G is total number of generators; Pi
t is 

the load power of i-th generator at the time t; f Pi
e

i
t( ) , f Pi

s
i
t( ) , f Pi

ep
i
t( ) , f Pi

h
i
t( ) 

are the characteristic function of above four factors; , , ,e s ep hα α α α  are the weight 
values and the sum is one; t

iµ  is the station of generator, 1t
iµ =  is running and 0t

iµ =  
means stopping.

37.3.2 � Classic Evolutionary Programming

The classic evolutionary programming is proposed by L. J. Fogel [6–8] to solve 
various optimization problems. As for the application of energy saving and environ-
mental protection dispatching [9], firstly, the output unit based on load prediction 
curve, current load of each unit and interval value of ACE is initialized, and then 
the comprehensive value is calculated; secondly, the population is generated and the 
current best fitness individual is held until the time equals T, and then the optimal 
distribution scheme is obtained; finally, the optimal apportioning cost of each unit 
is output.

37.3.3 � Flow of Scheduling Data

In this chapter, the dispatching data processing consisted of data acquisition, pri-
mary treatment, data transmission, data storage, data after treatment and exhibi-
tion. The front-end data acquisition servers (substation) which are set up at power 
stations are used to load the real-time data of unit operation information system 
(SIS), and the data transmitted in dispatching communication network adopts 104 
protocol to D5000 front-end system. At the same time, the substation server data 
are uploaded to the workstation which deploy at power station. The processed data 
can be shown by web browsing for grid side user, and network wiring diagram of 
Hefei power is depicted in Fig. 37.1. The operation data of power plant side upload 
to the provincial dispatching center, and write into the D5000 database by platform 
front-end processor.

i
1

imin max

t 1

power balance

int : output condition

slope condition

G

i

i i

t
i i i

P P

Constra conditions P P P

P P dP

=

−


=

 ≤ ≤


− ≤


∑

37  Grid Dispatching of Energy Saving and Environmental …



338 X. Liang et al.

37.4 � Analysis of Examples

The applications of grid dispatching of energy saving and environmental protection 
are based on thermodynamic system model with flow dimension; we show the ex-
amples with fifth unit of Hefei power plant to effectively analyze by the following 
three steps: original data analysis, accuracy analysis, and efficiency analysis.

37.4.1 � Original Data Analysis

The fifth unit of Hefei power plant is a 660-MW water-cooled generator. We choose 
the data from 20 April 2013to 05 June 2013, and the total number of data is 12,161 
points. Depending on the history data of normal stable experiments, the data is cho-
sen which satisfied inspection standard, given in Table. 37.1.

Fig. 37.1   Network of Hefei power
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37.4.2 � Accuracy Analysis

The effective data are selected by the conditions of energy consumption, then the 
over lower limit ratio, standard range ratio, over upper limit ratio, and the average 
value are calculated as shown in Table 37.2.

37.4.3 � Efficiency Analysis

The unit efficiency of energy saving and environmental protection dispatching 
mainly contains four aspects: coal consumption, boiler efficiency, turbine heat con-
sumption, and auxiliary power ratio. The details of analysis are as follows.

The coal consumption for fifth unit is shown in Fig. 37.2; we can see that the av-
erage value is 308.1807 g/kWh, and exceed 4.2442 g/kWh compared to the history 
optimal. Figure 37.3 depicts the boiler efficiency of the unit, in which the average 
statistics value is 92.0803 %, approaching to the history optimal 92.2443 %. From 
Fig. 37.4, the value of turbine heat consumption is 7743.4963 and 54.2989 kJ/kwh 
more than history. Figure 37.5 describes the auxiliary power ratio, and the average 
is 5.4644 %.

Table 37.1   Constitute of original data
Sample unit Inspection standard Total number Effective data Rate

Load Coal consumption
Hefei power 
plant #5 unit

(50,1000) (280,400) 12,161 12,127 99.72%

Table 37.2   Correctness analysis of unit data
Testing data Test criterion Over lower 

limit ratio
Standard 
range ratio

Over upper 
limit ratio

Average 
value

Coal consumption (290,320) 2.21 80.04 17.75 303.54
Boiler efficiency (0.88,0.93) 0.1 99.9 0 92.45
Cycle efficiency (0.49,0.55) 2.94 97.05 0.01 53.83
Relative internal 
efficiency

(0.85,0.90) 2.19 60.62 26.18 89.73

Auxiliary power 
ratio

(0.05,0.11) 0.01 99.97 0.02 5.10

High-pressure cylin-
der efficiency

(0.72,0.87) 18.11 81.89 0 79.10

Middle-pressure 
cylinder efficiency

(0.88,0.96) 0 82.67 17.22 94.16

Low-pressure cylin-
der efficiency

(0.82,0.95) 0 99.98 0.02 91.89

37  Grid Dispatching of Energy Saving and Environmental …
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Fig. 37.4   Turbine heat consumption

 

Fig. 37.3   Boiler efficiency

 

Fig. 37.2   Coal consumption
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37.5 � Conclusion

A novel thermodynamic system model with flow dimension is proposed to solve the 
problem of grid energy saving and environmental protection dispatching, and then 
the optimal output distribution scheme is obtained by comprehensive index value 
and the generation of classic evolutionary program algorithm. The example analy-
sis shows the possibility of developing the energy-saving, environmental friendly 
scheduling model based on grid security and reliability, providing a strong support 
to construct resource saving and environmental amiability society.
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Abstract  In order to instruct more scientific and effective lightning protection 
methods, a targeted comprehensive strategy for lightning protection from surface to 
line to point by synthesizing operating experience, lightning zones map, lightning 
risk assessment, and treatment technology is proposed based on the practical 
management demand and differentiation idea of lightning protection. The strategy 
is applied to the Anhui power grid. Firstly, the characteristics of historical lightning 
faults are summarized; secondly, the lightning zones maps in the overall province 
and along transmission lines are plotted to determine regions with strong lightning 
activities; thirdly, according to the lightning risk assessment and the treatment 
technology, the risk grades as well as its determination for typical transmission 
lines are evaluated, and several reform schemes are made with their technology and 
economy as definitely given. The related results have been applied to the lightning 
protection work in the Anhui power grid.

Keywords  Lightning faults · Differentiation lightning protection · Lightning zones 
map · Risk assessment · Reform scheme

38.1 � Introduction

The transmission lines spread out widely in the open, and the lightning is one of 
the most severe threats to the safe and stable operation of these lines. According 
to the latest statistics of State Grid Corporation of China (SGCC), lightning is 
the main reason of lines’ trip-out, accounting for about 40 % [1]. With the further 
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development of the social economy, the power grid capacity will expand, lines and 
towers will be denser and the geographical situations along lines will be more seri-
ous, which may bring more lightning faults and demand more effective lightning 
protection method.

Usually, the lightning protection primarily adopts some technical measures for 
key sections; but it is hard to find out the effective protection sections by only re-
lying on experience because of strong randomness of lightning. If the protection 
target is not clear, the technology and economy of adopted measures will be poor.

With the accumulation of lightning monitoring data, statistical method of actual 
lightning parameters in specific region is proposed [2–3]. Then, statistical lightning 
parameters are gradually adopted in lightning performance analysis [4–6]. Differen-
tiation risk assessment method that evaluates the lightning flashover risk for every 
span or every tower was proposed in 2009, which took all kinds of influent factors 
into account, such as lightning activity, topography, line structure, insulation con-
figuration, and protective measure [7]. The differentiation risk assessment method 
is effective, which can provide the lightning performances of different sections and 
figure out the key sections with corresponding reasons.

It is unpractical to adopt differentiation risk assessment elaborately for every 
line. This paper proposes a targeted comprehensive lightning protection strategy 
from surface to line to point based on management need and differentiation protec-
tion idea. According to the strategy which has been applied in the Anhui power 
grid, the operating experience of lightning protection is summarized, the distribu-
tion characteristics of lightning zones are researched, the lightning performance and 
the risk grade of a typical line are evaluated, and the available reform schemes are 
drawn up for an example.

38.2 � Targeted Comprehensive Strategy for Lightning 
Protection

In different regions, the lightning activities characteristics are different, as well 
as the lightning performances of lines, the operation and management levels, the 
protective measures, etc; in this sense, the idea of “differentiation protection” and 
“comprehensive protection” should be used to guide scientific lightning protection 
work.

Under the guidance, it is recommended that in combination with the operating 
experience, the decision of overall layout of lightning protection should be based on 
the lightning zones map of the overall area, the decision of key protection sections 
for ordinary lines should be based on the lightning zones map along the lines, and 
the decision of key protection points and reform schemes should be based on the 
lightning risk assessment and treatment analysis for important lines or sections in 
order to realize the targeted comprehensive strategy of “surface–line–point,” whose 
process is shown in Fig. 38.1.
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1.	 Characteristics of historical lightning faults
	 The operating experience is a very important reference to verify various mea-

sures and basic theories. The characteristics of historical lightning faults and the 
operating effects of protective measures should be summarized timely, orderly 
and gradually. It is better to focus on the characteristics that are likely to cause 
lightning accident in the lightning protection work.

2.	 Technology of lightning zones map
	 The lightning is the source of lightning accident, and the lightning zones map is 

the important basis to guide the lightning protection layout in the targeted design 
and reform. There are two kinds of lightning zones maps: the lightning zones 
map of overall province and the lightning zones map along line corridors. In the 
planning of power grid, it should avoid regions where the lightning activities 
are intense in the lightning zones map of overall province as far as possible. In 
the design of new lines and the reform of operated lines, the protection should 
be focused on or inclined to regions with strong lightning activities in lightning 
zones maps along line corridors.

3.	 Technology of differentiation risk assessment and treatment
	 As to important transmission lines or sections, more elaborate technology of 

lightning risk assessment and treatment is further recommended to find key 
points, considering various influent factors and the ability of resisting lightning. 
Key points with high lightning risk and corresponding weak reasons are gained, 

Fig. 38.1   Process of the targeted comprehensive lightning protection strategy from surface to line 
to point
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based on which several feasible reform schemes are made as well as their tech-
nology–economy rates are estimated.

38.3 � Characteristics of Historical Lightning Faults

The lightning trip-out faults data of the power grid in Anhui from 2003 to 2008 are 
collected, which are the basis of mastering the characteristics of historical lightning 
faults. There are 101 lightning trip-out faults available on 220 and 500 kV transmis-
sion lines. The trip-out rate is 0.18 flashovers/100 km/year for 220 kV lines and 
0.20 flashovers/100  km/year for 500  kV lines. The former exceeds the norm of 
SGCC especially in 2003 and 2007, while the latter is within the norm [8]. Based on 
these data, some characteristics of lightning faults are found as follows:

In a year, the lightning faults mainly occur in summer, accounting for 84.1 %. In 
1 day, the lightning faults mainly occur from afternoon to the first night, accounting 
for 55.1 % between 14:00 and 21:00.

In space, the lightning faults are concentrated relatively on Wuhu and Tongling.
Shielding failure flashover is the main fault type, accounting for 74.3% for 

220 kV lines and 87.1% for 500 kV lines.
In terrain, along the slope and top of mountain where more lightning faults occur 

are the key terrains which deserve close attention.
The phenomenon of double-circuit simultaneous tripping is not obvious, 

accounting for 1.4 % only.
Straight line tower is the main fault tower style, accounting for 74.4 %. The tow-

er styles of ZM in one-circuit lines and PSL in double-circuit lines are main styles 
with more lightning faults in 220 kV lines.

Towers with big shielding angle should be focused on, as well as those with a 
height greater than 60 m. There are 75.0 % fault towers higher than 60 m even with 
negative shielding angle.

38.4 � Lightning Zones Maps

38.4.1 � Lightning Zones Map of Overall Province

Based on the grid method [2], the statistical region is divided into a number of grids 
with 0.01°×0.01°, and then the ground flash density Ng is analyzed in each grid. The 
lightning zones map is based on Ng, taking 4, 5, 6, 8 flashes/km2/year as the divid-
ing points to divide the whole area into five grades labeled as I~V, respectively from 
low to high, painting different colors in different grades. The lightning zones map 
of Anhui is shown in Fig.38.2. It is found that lightning activities in most regions 
are strong with most of them above grade III and the average Ng of 5.6 flashes/km2/
year. The lightning activities are mainly concentrated in the south of Anhui, such as 
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Xuancheng, Wuhu, Tongling, southeast of Anqing, east of Chizhou, and northeast 
of Quzhou. The lightning activities in the northwest are relatively poor.

The lightning zones map of overall province has been important data in lightning 
protection work in the Anhui power grid. Before the construction of new facilities 
such as substation and transmission line, the lightning activity intensity in the pro-
posed location will be analyzed based on the map to avoid the thunderstorm area as 
far as possible.

38.4.2 � Lightning Zones Maps along Line Corridors

It is more exact to consider lightning parameters along the line corridors for oper-
ated lines. Similar to the grid method, divide a line corridor into several grids, and 
then analyze Ng in each grid to form the lightning zones maps along the line cor-
ridors, still taking 4, 5, 6, 8 flashes/km2/year as the dividing points, as shown in 
Fig. 38.3 for an example.

Analyze statistically 265 lines of 220 kV and 59 lines of 500 kV in the Anhui 
power grid, with the corridor width 4 km. Lightning activities along all line cor-
ridors are mainly in grade II-IV, and the ratio of each grade from low to high levels 
is 11.8, 26.2, 29.7, 24.8 and 7.5%, respectively. The ratio of each grade of 220 kV 
lines is similar to that of 500 kV lines.

Fig. 38.2   Lightning zones map of Anhui Province
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Account the numbers of lightning faults and towers in each grade, and calculate the 
fault ratio (the ratio of lightning faults to towers) in each grade. The ratio of each grade 
from low to high levels is respectively 0.13, 0.18, 0.20, 0.36 and 0.64%. Visibly, with 
the grade level increasing, the probability of lightning fault increases gradually. The 
lightning activity level has a significant effect on the risk of lightning strikes.

Based on the above lightning zones maps of 324 lines, the lightning zones book 
is produced in the Anhui power grid to instruct the lightning protection reform of 
ordinary lines for every supply company. Reforms are inclined to sections with high 
grade level.

38.5 � Differentiation Risk Assessment and Treatment for 
Lightning Protection of a Typical Transmission Line

38.5.1 � Differentiation Risk Assessment for Lightning 
Protection

Based on the statistical results of lightning parameters such as Ng and cumulative 
probability distribution of the lightning current magnitude PI, the Monte Carlo meth-
od and electric geometry model are adopted to evaluate the lightning flashover risk 
of typical transmission line. Taking 500 kV YC line as an example, the lightning trip-
out rate results along the line are shown in Fig. 38.4. The shielding failure flashover 

Fig. 38.3   Lightning zones 
map of FC line
 



38  Targeted Comprehensive Strategy for Lightning Protection … 349

rate of each section is mainly in 0.01–0.30 flashovers/100 km/year, and the back 
flashover rate of each section is mainly in 0.02–0.16 flashovers/100 km/year.

Convert the operating norm of lightning trip-out provided by SGCC into Sr 
through actual lightning activity level, and set Sr as the trip-out rate benchmark 
for risk assessment [8]. Take 0.5Sr, 1.0Sr, and 1.5Sr as the dividing points to di-
vide the risk level into four risk grades labeled as A, B, C and D respectively from 
low to high. The distribution of risk grade of YC line is shown in Fig. 38.5, where 
10.8 % are above risk grade C in shielding failure flashover, and 29.1 % are above 
risk grade C in back flashover. The main reasons for the less overall flashover risk 
include that shielding angles of towers are negative, spans between towers are small 
(< 500 m), the line is located in the plain where ground tilt angle is small (< 2°), and 

Fig. 38.4   Calculated results of lightning trip-out rate along the YC line
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the line is new which is put into operation in 2007; therefore, it should be focused 
on towers with higher risk in the next lightning protection reform. 

One shielding failure flashover fault happened on tower 127# in 2007 actually. 
The actual lightning trip-out rate is 0.186 flashovers/100 km/year, which is similar 
to the theoretical calculation result, both in risk grade B. In the three years of opera-
tion, the lightning flashover risk level in the fault year (in risk grade C) is higher 
than the other 2 years (in risk grade B and A separately). The risk assessment results 
are highly in conformity with the operating experience.

38.5.2 � Differentiation Treatment for Lightning Protection

The purpose of lightning protection is to reduce the lightning trip-out rate. Opera-
tion experience shows that the shielding failure flashover was the main fault type 
for 500 kV lines as analyzed before, and the only one lightning fault for YC line 
was caused by shielding failure; therefore, the reform schemes aim at reducing the 
shielding failure risk.

Based on the characteristics of historical lightning fault, the risk assessment re-
sults and influenced factors, reform towers and order are determined as below: (1) 
towers with lightning fault; (2) towers with lightning risk grade D; and (3) towers 
with lightning risk grade C.

Based on the operation experience and actual situation of the line, the control-
lable lightning rod and the line arrester are the main measures adopted in the reform. 
Controllable lightning rod is cheaper and effective for shielding failure. The effect 
of line arrester is better but more expensive, which is planned for towers with light-
ning fault, higher soil resistivity and higher risk grade. Two controllable lightning 
rods will be installed on both sides in each corresponding tower. The installation 
number and phase of line arresters depend on tower terrain and shielding failure 
probability of each phase. The overall soil resistivity is small along the line; thus, 
two line arresters will be installed for towers located on top of mountain, and one 
line arrester will be installed for towers located along the slope.

Four available reform schemes are presented based on the above principles, 
whose technology and economy are estimated as shown in Table 38.1.

Table 38.1   Technology and economy of various reform schemes for YC line
No. Number of control-

lable lightning rods
Number of 
line arresters

Reach norm 
or not

Percentage of 
superior operating 
experience (%)

  Economy/
Wan Yuan ¥

1 0 14 Yes 18.4 109.2
2 42 5 Yes 27.9 106.2
3 36 11 Yes 37.3 143.4
4 30 14 Yes 44.1 151.2
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38.6 � Conclusion

1.	 Based on the demand of operating management and the idea of differentiation 
lightning protection, the targeted comprehensive strategy of “surface–line–point” 
for lightning protection is proposed, which synthesizes operating experience, 
lightning zones maps, differentiation risk assessment and treatment technology.

2.	 The targeted comprehensive strategy for lightning protection is applied to the 
Anhui power grid. Firstly, the characteristics of historical lightning faults and 
protection level of transmission lines are summarized with some typical influ-
ent factors proposed. Secondly, the lightning zones maps in the overall province 
and along all 324 transmission lines are plotted based on Ng to determine sec-
tions with strong lightning activities. Thirdly, the lightning performance of typi-
cal transmission line YC is evaluated, pointing out high flashover risk points. 
According to the assessment results, in combination with the operating experi-
ence, four available reform schemes are established as well as their technology 
and economy to provide strong support for the decision-making in terms of final 
implementation plan for governor.

3.	 The lightning zones maps and lightning risk assessment results can effectively 
reflect the difference in lightning activity level and lightning protection perfor-
mance, in good agreement with the operating experience.

4.	 The process and objective of the targeted comprehensive strategy are clear, and 
it has been applied to the lightning protection work in Anhui.
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Chapter 39
Saturated Load Forecasting Based on Nonlinear 
System Dynamics
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Abstract  Saturated load of a power system is the key index for the local grid plan-
ning, which identifies the final scale of a power system. Due to the long time span 
and sensitivity to economic factors, the precision and reliability of the direct satu-
rated load forecasting (SLF) are not satisfied. Therefore, this chapter mainly pro-
poses a novel SLF model derived from the saturated economy forecasting (SEF), 
based on nonlinear system dynamics. A practical case was investigated according 
to the real economic and load data of Fujian province, China. The method proposed 
was proved reliable, with a consistent result but more flexibility and extension to 
the per capita electricity consumption (PCEC) method.

Keywords  Power system · Nonlinear system dynamics · Saturated load forecasting 
· Saturated economic forecasting · Per capita electricity consumption

39.1 � Introduction

Saturated load is the load limit when the increasing loads obviously grow slower 
or even stop growing after experiencing the rapid growing phase, steady grow-
ing phase and the transition phase. Its value is limited by the local environment, 
resources, and grid planning. It is also identified as one of the key indicators of the 
regional grid planning, which decides the final size of the grid.

Unlike the traditional long-term load forecasting, the saturated load forecasting 
(SLF) is more complex not only because its time span is far longer but also because 
the condition of economy and resources and even saturated economic forecasting 
(SEF) must be considered together as a whole. Domestic and foreign researchers 
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usually study it with historical data by using traditional methods such as time series, 
regression analysis and ANN model [1–5].

If saturated load is predicted after the saturated economic, the result may be 
more convincing. Hence, the system dynamics, a method that is widely applied in 
economic forecast and power system load forecast, is used in this chapter to predict 
the saturated load.

39.2 � System Dynamics

System dynamics (SD), first proposed in the fifties of the last century by Massa-
chusetts Institute of Technology Professor Forrest, is a branch subject to analyze the 
feedback information of a system [6, 7]. It is a practice-oriented modeling approach, 
which can play the advantages of the complex computing power and combine the 
effective of scientific theory, empirical knowledge, and expert theory together to 
solve complex nonlinear systems through flow diagrams [8].

In this chapter, we use SD to forecast saturated load based on SLF with the eco-
nomic data and the historical load data of Fujian province of China.

39.3 � Saturated Economy Forecasting Model

39.3.1 � Economic Forecasting Method

Using traditional methods separately often leads to a large error, though the predic-
tion accuracy may be coincidently satisfactory in very few cases. So a combination 
forecasting method is used. The model combines different forecasting methods to-
gether appropriately so as to improve the forecasting accuracy. We apply the spe-
cific optimal linear combination of prediction methods on the model, which is based 
on the linear regression equation:

� (39.1)

According to the principle of least squares method, we can make the error between 
the forecasting and actual values smallest. There are three forecasting methods used 
in the model: time series ARMA model [9], curve estimation model with SPSS 
software [10], and grey prediction model GM (1, 1) [11].

Y a b Xi i= +∑
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39.3.2 � Solow Economic Growth Model

The Solow neoclassical growth model is the cornerstone of modern growth theory. 
According to the form of Cobb-Douglas production function in the Solow model, 
we transform the basic equation into a logarithmic one. What is more, we expand 
the basic model in order to investigate the impact of factors on total factor produc-
tivity (TFP) such as urbanization, opening up, and technological progress:

�

(39.2)

where Y represents the gross domestic product (GDP) and K and H represent physi-
cal capital stock and human capital stock, which are calculated based on 1978 con-
stant prices. CR represents urbanization rate; FDI is actually utilized foreign direct 
investment; TR represents dependence of foreign trade, which means total imports 
and exports share of GDP; cons is the final consumption rate; ε  is the random error 
term. For final consumption cons, it is assumed that it will nonlinearly affect the 
economic efficiency if its percentage of GDP is too high and too low. Accordingly 
cons and its square term are included in the model so as to test its hypothesis.

Finally, we apply the least square method to estimate the above model. The ele-
ments’ flexibilities are shown in Table 39.1. All the models and parameters in this 
chapter have been tested.

For the forecasting of industrial structure, we use the compositional data model. 
Three major industries GDP data of Fujian province from 1978–2008 are recog-
nized as the compositional data in this model so that industrial structure can be 
established. According to the method, the compositional data is made a simple non-
linear transformation [12, 13]. And then, after the proportion of second industry 
corresponds to θ2

t  and the proportion of third industry corresponds to θ3
t , the time 

series of θ2
t  and θ3

t  will be fit with the Fourier function curve.

ln ( ) ln ( ) ln ( ) ln ( )

ln ( ) ln ( )

Y t C a P t a H t a CR t

a TR t a FDI t

= + + +
+ + +

1 2 3

4 5 aa cons t

a cons t t

6

7
2

ln ( )

ln ( ) ( ),+ +ε

Table 39.1   The flexibility of elements in economic growth in Fujian province
Variable Flexibility Standard error t statistic Pr (> |t|)
P 0.35926 0.05628 6.383447 2.01E-06
H 0.64074 – – –
TR 0.120161 0.042765 2.809832 1.02E-02
FDI 0.058805 0.012708 4.627486 0.00013
CR 0.518955 0.227728 2.278838 3.27E-02
Cons − 1.27627 0.253962 − 5.02543 4.95E-05
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With the help of the fitted equation, θ2
t  and θ3

t  are predicted based on historical 
data. Meanwhile, the industrial structure can also be acquired after the antitrans-
form of θ2

t  and θ3
t . The results are shown in Table 39.2.

As we have the predictive value of all the motivation, the economic growth 
model can be used to forecast the economic growth in Fujian province, as shown 
in Table 39.2.

39.4 � Saturated Load Forecasting Model

39.4.1 � System Dynamics Model

The most important for predicting saturated load is to select main variables which 
have great influence on saturated load for the model. Traditional power load fore-
casting methods are influenced by a number of factors such as GDP, industrial struc-
ture, urbanization rate, and energy intensity [14–16]. It can increase the reliability 
and predictive ability of the model if we consider more factors. Some researchers 
advocated dividing the research into various parts according to the differences be-
tween industrial and residential electricity. In this way, the mutual restriction and 
interrelated features among these factors can be reflected by taking into account 
the complexity and universal applicability of the load forecasting model. In this 
chapter, the national policy and socioeconomic issues should be reflected in the 
factors. What is more, the model needs to be a certain degree of complexity and, on 
the other hand, is able to consider the experts’ experience so that the model will be 
easy to use.

In this chapter, we use the Vensim PLE software to model and simulate. The SD 
model is shown in Fig. 39.1.

Table 39.2   The flexibility of elements in economic growth in Fujian province. The forecast 
results of industrial structure during 2010–2050 in Fujian province
Year Growth rate First industry Second industry Third industry
2010 12.48
2015 9.93 7.8 52.1 4.01
2020 7.57 6.5 52.0 41.5
2025 5.97 5.7 50.6 43.7
2030 4.81 5.0 48.2 46.8
2035 3.92 4.5 45.1 50.4
2040 3.19 4.0 42.2 53.8
2045 2.58 3.7 39.9 56.4
2050 2.05 3.7 38.8 57.5
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The model equations:

1.	 Load solving equation:

�
(39.3)

where L is the electric load, EGDP is the GDP factors, WGDP is the weight of the GDP 
factor, EUR is the urbanization rate factor, WUR is the weight of the urbanization rate 
factor, EIS is industry structural factor, WIS is the weights of industry structure factor, 
EEI is the energy intensity factor, and the WEI is the weight of energy intensity factor.

2.	 State equation (e.g., GDP factors):

� (39.4)

where K is the value of the next point and L is the value of the current time point. 
GGDP  is the growth rate of GDP.

3.	 The auxiliary equation (e.g., GDP factor):

� (39.5)

� (39.6)

where TGDP  is the time table of the growth rate of GDP.

L E W E W E W E W

W W W W
GDP GDP UR UR IS IS EI EI

GDP UR IS EI

= + + +
+ + +

( )

/ ( ),

GDP K GDP L DT GGDP. . * ,= +

G GDP RGDP GDP= *

R T tGDP GDP= ( ),

Fig. 39.1   The model of saturated load forecasting
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39.4.2 � Data Collection

The model needs two kinds of data—one type has influence on the factors’ value 
and the other impacts weights. Factor data can be obtained from the SEF model, 
while the weights come from the analytic hierarchy process.

39.4.2.1 � Factors Data

Factors data are economy data. We should research on the saturated economic situ-
ation so that we can find out the detailed status of the future economic developing 
condition. We have managed to obtain the conclusions of urbanization rate, GDP, 
and industrial structure in the SEF model.

39.4.2.2 � The Weights of Factors

It is crucial to get the weights of the factors. We can certainly obtain the weights 
through regression method, and it is simple to operate. But the weights getting from 
the method above can only reflect the relationship between these factors and loads 
during every historical stage. It is debatable whether they can be used to strike a 
saturated load.

The analytic hierarchy process is excellent at evaluating the severity of factors 
comprehensively. It firstly creates the weights from the perspective of mathematic, 
by comparing the importance of every factor and then calculates synthetically. Yao 
et al. described the calculation steps [17].

First of all, the judgment matrix is formed according to the importance of the 
factors, as shown in Table 39.3.

Calculate the largest eigenvalue and we get the corresponding eigenvector 
(0.9481, 0.2587, 0.1568, 0.0975), so that we can calculate the value of the consis-
tency index CI:

�
(39.7)CI

n

n
=

−
−

=
λmax . .

1
0 0255

Table 39.3   The judgment matrix of the main factors
GDP Urbanization Industrial 

structure
Energy intensity

GDP 1 5 6 7
Urbanization 1/5 1 2 3
Industrial 
structure

1/6 1/2 1 2

Energy intensity 1/7 1/3 1/2 1
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When RI is chosen to be 0.90, the CR indicators are as follows:

�

(39.8)

Formula (39.8) proves that the calculation results meet the consistency demand, and 
the actual weight (GDP, urbanization, industrial structure, energy intensity) should 
be 0.9481, 0.2587, 0.1568, and 0.0975.

39.4.3 � Load Forecasting Results

The model was built in Vensim PLE software, and the beginning time was set as 
2010, and 5 years as a stage, then the forecasting was continued until the load 
growth was less than 2 %. The results are partly shown in Table 39.4.

According to the final prediction results, the saturation load of Fujian province 
will be about 85,000 MW.

The weights are chosen according to the forecast periods. And they also can be 
changed with the different stage characteristic.

39.5 � Per Capital Electricity Consumption Method

In this chapter, we also apply the per capital electricity consumption (PCEC) meth-
od to SLF in order to test the result of the SD method. We need to predict the 
population, PCEC, and maximum load hours or find out the relationship between 
electricity consumption and maximum load.

The modified exponential curve fitting method is the description for a special 
class of growth phenomena that the parameter grows rapidly at first and then gradu-
ally slows down, and finally stops growing at the limitation k. The model is ex-
pressed as:

� (39.9)

CR
CI

RI
= = <0 0283 1. .

y k ab k a bt
t= + > < < <( , , ).0 0 0 1

Table 39.4   The forecasting results
Years Predictive value (MW) Average annual growth rate (%)
2020 35,222 5.50
2030 54,700 4.40
2040 68,789 2.83
2045 84,116 2.08
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With the history data of Fujian province during 1980–2009, we can acquire the 
values of the parameters of the exponential model: a = ‒ 1942.3547, b = 0.9699, 
k = 444.4369. So the correction curve model equation is as follows:

�
(39.10)

The model shows that the population of the year 2045 will be 42.15 million.
PCEC is fit with the logistic curve. The curve equation is as follows:

�
(39.11)

We can put the PCEC data of Fujian province during 1980–2009 into the above 
equations. As a result, we can get the estimated values of the parameters of the expo-
nential model: a = 216.4, b = ‒ 0.1071, k = 11,900, i.e., per capita saturated electricity 
consumption is 11,900 kWh/people. The fitting results are shown in Fig. 39.2. With 
the results of population and PCEC, we can get the annual electricity consumption 
as 499.99 billion kwh.

In the load forecasting of the power system, we usually predict the maximum 
load utilization hours to study the relationship between maximum load and the an-
nual electricity consumption. However, the maximum load hours and load charac-
teristics closely relate to national policies and are generally more difficult to fore-
cast accurately. Wei et al. proposed a model based on the theory of probability and 

yt
t= −4444 4369 1942 3547 0 9699. . * . .

y k ae bx= + −/ ( ).1

Fig. 39.2   The forecast results of population and per capita electricity consumption during 1980–
2009 in Fujian province
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statistics and establishes a relationship between the maximum load and the annual 
electricity consumption [18]:

�
(39.12)

where P is the annual maximum load, E is the annual electricity consumption, and 
C1  and C2  are model parameters. By using regression analysis with historical data, 
we can get the values of C1  and C2 .

With the load data and the annual electricity consumption data of Fujian prov-
ince from 2000–2009, according to the formula (39.12), we can get the relational 
model between maximum load and annul electricity consumption, as follows:

�
(39.13)

where the unit of P is MW and the unit of E is 100 million kWh. Put annual electric-
ity consumption 499.99 billion kWh into the model. The final saturated load value 
is 84,739 MW, which has only a difference of 0.3 % compared with the predictions 
of the SD method.

Compared with the SD method, although the PCEC method is easier to operate, 
its prediction accuracy is not precise enough because, on the one hand, it only uses 
historical load and consumption data to predict and, on the other hand, forecasting 
maximum load utilization hours is not easy. On the contrary, the SD method has the 
advantages of being multidisciplinary. The established model is scalable, which can 
be adjusted according to different forecasting objects or expanded into a more de-
tailed system. We also can increase the accuracy of the forecast during the process 
as we have accumulated more experience of the parameter assignment.

39.6 � Conclusion

In this chapter, we first establish the SEF model. And then the SLF model is built 
on the basis of the SEF model with the method of SD. The prediction results are 
satisfactory, and the physical significance of the parameters is clear. What is more, 
the model combines the advantages of being multidisciplinary, making it more sci-
entific and comprehensive than the previous load forecasting method. With the pro-
gressive development of the power system and electricity market, the SD method 
will increasingly demonstrate its superiority in power system applications.
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Chapter 40
Multi-Scale Fault Frequency Extraction Method 
Based on EEMD for Slewing Bearing Fault 
Diagnosis
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Abstract  In view of the large low-speed slewing bearing, the vibration signals 
are always very weak and overwhelmed by other strong noise, which makes fault 
feature extraction from the signals very difficult. In order to solve this problem, 
a denoising method based on multi-scale principal component analysis (MSPCA) 
and the ensemble empirical mode decomposition (EEMD) is proposed with a new 
intrinsic mode functions (IMFs) selection strategy. After that, the vibration signal is 
reconstructed by the selected IMFs. Finally, a method of multi-scale fault frequency 
extraction of slewing bearing based on EEMD is applied to denoise the vibration 
signals. The application of this method is demonstrated with laboratory accelerated 
slewing bearing life test data. Results show that EEMD-MSPCA is more effective 
in multi-scale fault frequency extraction of low-speed slewing bearing.

Keywords  Slewing bearing · Ensemble empirical mode decomposition (EEMD) · 
Principal component analysis (PCA) · Denoising · Fault diagnosis

40.1 � Introduction

Slewing bearing is widely used in wind turbines, engineering machineries, coal 
mine machineries, marine platform, military equipment, and other large rotating 
machinery. As the key component of large rotating machinery. when it has failure, 
it will cause great economic loss and sometimes may endanger the security of the 
operator. Therefore, strengthen slewing bearing diagnostic technique of research 
work has significant to prevent potential failures of the slewing bearing.

In recent years, some scholars have done some research on the fault diagnosis of 
slewing bearing. Liu et al. [1] put forward a brief review about the fault diagnosis 
of slewing bearing based on vibration signal, temperature signal, friction torque 
signal, acoustic emission, and stress wave. Wahyu et al. [2] used the adaptive multi-
scale decomposition characteristics of the ensemble empirical mode decomposition 
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(EEMD) for analyzing the vibration signals collected from lab slewing bearing 
subject to an accelerated life test and the real-case data from a sheet metal com-
pany. Matej et al. [3] presented a new method in terms of fault diagnosis of slewing 
bearing based on EEMD and principal component analysis (PCA), and its validity 
is shown by a simulation fault slewing bearing experiment. After that, Matej et al. 
[4] considered the nonlinear characteristics of slewing bearing vibration and then 
improved the combined method of a previous publication in PCA parts with kernel 
PCA. Recently, Wahyu [5] presented a novel application of circular domain features 
such as circular mean, circular variance, circular kurtosis, and circular skewness 
calculation-based condition monitoring method for low-speed slewing bearing.

Through the research on the slewing bearing fault diagnosis above, some prob-
lems have been found, that is most of slewing bearing failure was artificially simu-
lated and the effectiveness of the presented method was proved by simulation ex-
periments; therefore, we performed a slewing bearing accelerated life test to obtain 
vibration signal of slewing bearing from its normal condition to fault and then to 
final failure. This study is concerned with finding a reliable method for low-speed 
slewing bearing nature defects fault diagnosis.

40.2 � Basic Theory of PCA and EEMD

PCA is a feature extraction method which transforms a high-dimensional into a 
lower-dimensional subspace which contains most of the original data information. 
This prepares the ground for multi-scale principal component analysis (MSPCA) 
denoising which is explained in Sect.  3. For example, one matrix X can be de-
composed into a score matrix T and a loading matrix P using PCA, its calculating 
formula is as follows:

�
(40.1)

where 1 2[ , , , ]n k k× = …T t t t , 1 2[ , , , ]m k k× = …P p p p , E is the residual matrix and k is 
the number of selected principal components.

When a PCA model is built and a new data sample x is to be tested for fault de-
tection, its calculating formula is as follows:

� (40.2)

where  T∧ =x PP x is the projection on the principal component subspace, and 
 ( )T− = −x I PP x is the projection on the residual subspace.

In this chapter, we use Squared prediction error (SPE) statistic to detect the fault 
sample. For a new scale measurement sample n m×∈X R , the SPE statistic is respec-
tively computed as follows:

�
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For the fault detection purpose, we can compare the value of the SPE statistic with 
the corresponding threshold limit SPElim. The fault detection logic is if limSPE SPE≤  
it is fault-free, otherwise faulty [6, 7].

In the fault diagnosis of machinery, the method of empirical mode decomposi-
tion (EMD) has developed more extensive researches and applications in recent 
years [8, 9]. For the limitation of this thesis, the algorithm of EMD is not specifi-
cally discussed; however, the nonlinear components in nonstationary signals may 
result in a mode-mixing effect using the EMD method. Therefore, the EEMD algo-
rithm was developed from the original EMD method by Wu and Huang [9], which 
added white noise into EMD procedures to restrain the mode-mixing effect. The 
EEMD decomposition algorithm can be shortly given as follows. First, initialize the 
number of ensemble M and the amplitude of the added white noise β . After that, 
follow the steps given below:

a.	 Add a white noise series with magnitude β  to the original signal x(t) to generate 
a new signal ym(t).

� (40.4)

where ym(t) represents the noise-added signal of the mth trial, and nm(t) indicates 
the mth added white noise series.

b.	 Decompose the signal ym(t) into k intrinsic mode functions (IMFs) Ci, m ( i = 1, 2, 
…, k) using the EMD method. Ci, m represents the ith IMF of the mth decomposi-
tion, and k is the number of IMFs.

c.	 If m < M, then go to step (a) with m = m + 1. Repeat steps (a) and (b) M times with 
a different white noise series each time to obtain an ensemble of IMFs.

d.	 Calculate the overall ensemble mean of the corresponding IMFs of the decompo-
sition as the final result:

� (40.5)

40.3 � Multi-Scale Denoising Method Based on EEMD  
and PCA

The proposed multi-scale denoising method has been improved by the wavelet 
multi-scale decomposition algorithm [6]. The EEMD technique was used instead of 
wavelet analysis (WT) because the wavelet transform is a nonadaptive decomposi-
tion algorithm, which has the shortcoming that its analysis results depend on the 
choice of the wavelet base function. However, the full data-driven EEMD does not 
suffer from this limitation due to its adaptive empirical nature. Figure 40.1 shows 
the multi-scale denoising and fault frequency extraction mode.
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The proposed method of multi-scale denoising technique requires two steps. In 
the first step, the normal vibration signal is decomposed by EEMD into k different 
timescale IMFs, then a normal MSPCA mode is constructed by these single IMFs, 
and the normal statistical limits SPElim of each timescale PCA model are calcu-
lated. In the second step, the newly measured vibration signal is also decomposed 
into k IMFs using the EEMD method; then the newly decomposed IMFs component 
is projected onto the corresponding normal PCA models constructed in the first 
step. Lastly, according to the statistical limits SPElim it is determined whether each 
timescale mode follows normal operation or not, and the certain timescale (IMFs) 
which has the failure existed to reconstruct the signal is selected.

40.4 � Analysis of Real-Case Slewing Bearing Vibration 
Signal

In order to further verify the efficiency and performance of the proposed method 
for the real-case slewing bearing vibration signal denoising and fault diagnosis, the 
proposed method was applied to the slewing bearing accelerated life experimental 
data and the results, analysis, and description are presented below.

40.4.1 � Slewing Bearing Experiment Bench

The experiment bench is an independent design and developed by our team to sim-
ulate the actual operation conditions of large-size bearing which can be used in 
a variety of applications experiment. Figure 40.2 shows the slewing bearing test 
bench which can bear axial load, radial load, and overturning torque. In this experi-
ment, the test bench operated in one direction of rotation at a speed of 4 rpm. In 

（
）

Fig. 40.1   EEMD multi-scale fault frequency extraction mode
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this slewing bearing accelerated life test, four accelerometer sensors were placed on 
the slewing bearing at 90° to each other. The slewing bearing fault frequencies are 
shown in Table 40.1.

  40.4.2 � Analysis of Experimental Data

In order to ensure the extracted vibration data, which provides sufficient fault in-
formation, we must extract enough vibration data to analyze it. Referring to the 
fault frequencies presented in Table 40.1, the lowest frequency was 0.49 Hz. After 
simple calculation, 0.49 Hz is 2 s, we should extract at least 2-s-vibration data that 
can ensure to represent all fault frequencies; therefore, in this chapter, we extract 
3-s-vibration data which are enough to represent all fault information and reduce the 
EEMD algorithm computation time.

The slewing bearing accelerated life test began on May 16, 2013. In order to ac-
celerate the slewing bearing defect, the slewing bearing was continuously running 
with full load. After continuous operation of slewing bearing for 12 days (up to May 
28), we were aware that failure could occur in slewing bearing on the basis that 
vibration and noise increase. Therefore, according to the EEMD multi-scale failure 
frequency extracted mode, two vibration data groups were analyzed: the vibration 
signal at midnight on May 16 as the normal sample (Fig. 40.3) and the vibration 
signal at midnight on May 28 as the fault sample (Fig. 40.4). Nevertheless, when 
we used the EEMD multi-scale fault frequency extraction mode, two parameters 
should be determined in EEMD method in order to obtain an optimum decompo-

Fig. 40.2   Slewing bear-
ing test bench 

Table 40.1   Slewing bearing fault frequencies
Defect mode Fault frequencies/Hz
Outer ring (BPFO) 3.18
Inner ring (BPFI) 3.28
Rolling element (BSF) 2.21
Cage train 0.49

40  Multi-Scale Fault Frequency Extraction Method Based …
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sition result. In this chapter, the white noise magnitude β  of 0.02 is used and en-
semble number E of 100 is selected. The vibration signal on May 28 after filtering 
is shown in Fig. 40.5 on the basis of the steps described in Sect. 3.1. Then, the fault 
frequencies of the filtering signal were extracted by EEMD as shown in Table 40.2. 
According to the results in Table 40.2, the frequencies 2.33 Hz and 3 Hz are close 
to the corresponding characteristic defect frequency of the rolling element and outer 
ring (BPFO) in Table 40.1, so we infer that the fault occurs in the rolling element 
and the outer ring. Finally, slewing bearing was removed to inspect each compo-
nent, and it was found that some rolling elements have been damaged, and there 
appeared a little bit of corrosion in the outer ring. The damaged rolling element and 
outer ring were shown in Figs. 40.8 and 40.9. Therefore, the fault diagnosis method 
proposed in this chapter was applied to the slewing bearing accelerated life experi-
ment, and the results verify its validity and feasibility (Figs. 40.6 and 40.7).

40.5 � Conclusion

Based on EEMD and principal component analysis, this chapter proposes a method 
in combination of the multi-scale denoising and the multi-scale fault frequency ex-
traction of slewing bearing fault diagnosis. In the presented method, the method of 
multi-scale denoising with EEMD is performed to preprocess slewing bearing vi-
bration signals. Through the slewing bearing accelerated life experiment, vibration 
signal analysis results demonstrate that the proposed method can reliably recognize 
the faults.

Fig. 40.4   Vibration 
signal on May 28
 

Fig. 40.3   Vibration 
signal on May 16 
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Table 40.2   EEMD multi-scale fault frequency extraction results (May 28)
IMF Frequency/Hz IMF Frequency/Hz
1 759.7 7 5.333
2 240.7 8 3
3 145.3 9 2.333
4 68 10 1.667
5 26.67 11 0.667
6 14 12 0.333

IMF intrinsic mode function

Fig. 40.6   Outer ring 
fault frequency

 

Fig. 40.5   Result of 
multi-scale denoising
 

Fig. 40.7   Rolling ele-
ment fault frequency
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Fig. 40.8   Outer race 
failure
 

Fig. 40.9   Rolling ele-
ment failure
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Abstract  ANSYS is the most popular finite element analysis software all over the 
world. Although there are more than one kind of form-finding method for trans-
mission lines, study on the comparison of these methods has not been carried out 
before. Firstly, this chapter will summarize the theory and the algorithm flow of 
three common form-finding methods for the initial state of transmission lines based 
on ANSYS, specifically, they are the “V”-shape method, the little elasticity modulus 
method and the direct iteration method; besides, this chapter believes that these three 
methods have distinct accuracies in different calculation conditions. With a series of 
ANSYS simulation examples, the errors between simulation results and theoretical 
values are expressed by scatter charts. Furthermore, this chapter discusses the simu-
lation results by comparing the accuracy of these three form-finding methods.

Keywords  Comparison · Transmission lines · ANSYS · Form finding

41.1 � Introduction

Ideally, the cable-structure does not possess the compression performance and 
bending resistance, and the material of cable-structure is supposed to conform to 
Hooke’s law [1–4]. After being applied with prestress, the cable-structure becomes 
rigid with the affordability of external loads [2, 5]. Actually, the initial form-finding 
methods for conductor are the foundation of mechanical analysis of tower-line cou-
pling system [3–5]; therefore, the precision of form-finding results will exert great 
influence on the subsequent dynamic analysis.

There are three common form-finding methods for transmission lines based on 
ANSYS, namely, the “V”-shape method, the little elasticity modulus method, and 
the direct iteration method. Lu et al. propose the “V”-shape method, which is char-
acterized by the initial “V”-shape geometric model [6, 7]. Jia et  al. propose the 
little elasticity modulus method, which needs adjusting the elasticity modulus value 
to meet the demands of iteration stopping [8–10]. Chen et al. propose the direct 
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iteration method, in which all the parameters are set in accordance with practical 
values [11–14].

These form-finding methods have many differences in theory and precision; 
therefore, this chapter mainly discusses and compares these three methods based on 
a group of ANSYS examples, with some conclusions about the accuracy of these 
three form-finding methods for transmission conductor.

41.2 � Form-Finding Methods for Transmission Lines 
Based on ANSYS

41.2.1 � “V”-shape Method

The geometric model of “V”-shape method is a “V”-shape model with three key 
points: two suspension points and the lowest point [6, 77]. The significant advan-
tage of “V”-shape method is simple to operate, and the algorithm flow of “V”-shape 
method is shown in Fig. 41.1.

Start

Set parameters and mesh.

Nonlinear calcula�on.

Update the coordinates of nodes.

According to the coordinates of the 
lowest point and suspension point, build

the V -shape model.

Set constraints and the accelera�on of
gravity.

End

Fig. 41.1   Algorithm flow of 
the “V”-shape method
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41.2.2 � Little Elasticity Modulus Method

The core of little elasticity modulus method finds the initial form of transmission 
conductor in combination with the gravity load and smaller elasticity modulus value 
[8–10]. The operation of little elasticity modulus method is complicated, which is 
shown in Fig. 41.2a.

41.2.3 � Direct Iteration Method

In the direct iteration method, the length increase of catenary after form finding is 
simply considered as the result of gravity [11–14], and the iteration cannot stop until 
its results meet the requirement of accuracy. The algorithm flow of this method is 
shown in Fig. 41.2b.

Start

Set parameters and mesh.

Nonlinear calculation.

Update the coordinates of nodes.

Use two suspension points to build a
straight line model.

Set constraints and the acceleration of
gravity.

End

Satisfy the convergence value.
Update the
coordinates
of nodes.

Yes

No

Start

Set parameters and mesh.

Nonlinear calculation.

Update the coordinates of nodes.

Use two suspension points to build a
straight line model.

Set constraints and the acceleration of
gravity.

End

Satisfy the convergence value.

According to the
deformed model,

adjust the
elasticity

modulus value.
Yes

No

a b

Fig. 41.2   Algorithm flow of little elasticity modulus method and direct iteration method
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41.3 � Examples

41.3.1 � Design of Examples

Considering factors of span distance and height difference, this chapter has de-
signed three kinds of calculation models. Among them, only one model has height 
difference with other models having no height difference. The calculation condi-
tions of each model are described in Table 41.1.

41.3.2 � Results

This chapter analyzes the precision of two types of data: the length of catenary and 
the stress of the suspension point, and the corresponding theoretical values of these 
data can be calculated by the catenary equation [15, 16]; furthermore, the scat-
ter charts of errors between theoretical values and calculation results are shown in 
Figs. 41.3, 41.4, 41.5.

Table. 41.1   Calculation conditions
Calculation conditions Descriptions of calculation conditions
Model I S-1-1 No height difference; span is 50 m

S-1-2 No height difference; span is 300 m
S-1-3 No height difference; span is 450 m

Model II S-2-1 height difference is 2 m; span is 200 m
S-2-2 height difference is 6 m; span is 200 m
S-2-3 height difference is 10 m; span is 200 m

Model III S-3-1 height difference is 30 m; span is 200 m
S-3-2 height difference is 40 m; span is 200 m
S-3-3 height difference is 50 m; span is 200 m

Length of the catenary
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Direct iteration
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Little elastic modulus
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"V"-shape method

Stress of the suspension point

0.00%

5.00%
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Direct iteration
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Little elastic
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"V"-shape method

a b
Fig. 41.3   Scatter chart of model I
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41.4 � Discussion

Results indicate that in different calculation conditions, the accuracy of each form-
finding method for transmission lines changes a lot.

The “V”-shape method cannot be used in the situation where the height differ-
ence is quite large because the principle of this method is invalid in such situation. 
In model I, there is no height difference, and the accuracy of “V”-shape method 
decreases with the increment of span distance. Actually, the shorter the span is, the 
harder transmission lines will deform, which indicates if the “V”-shape method is 
used in the situation where the span is short, the error of its simulation results is 
small.

The accuracy of little elasticity modulus method differs extremely because of 
variation of calculation condition. Firstly, there is no unified standard for setting 
the initial elasticity modulus; therefore, it greatly depends on personal experience, 
which means the large error might be produced; besides, the criterion of iteration 
stopping is not unified.

Similarly, the accuracy of direct iteration method varies a lot in the distinct cal-
culation condition. For example, the stress-error of direct iteration method in model 
I is rising steeply with the increase of span; at the same time, it is falling down in 
model III. Specifically, the main reason that the accuracy of direct iteration method 
changes with the calculation condition is the lack of standard and unified conver-
gence value.
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iteration
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Fig. 41.5   Scatter chart of model III
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Unfortunately, we do not figure out the selection strategy of these form-finding 
methods, which needs further study. Beyond doubt, with the help of selection strat-
egy, we can find the best form-finding method for transmission lines quickly ac-
cording to the given conditions.

41.5 � Conclusion

Generally speaking, we believe that the accuracy of these three form-finding meth-
ods for transmission lines changes a lot with the variation of calculation condition; 
moreover, further study on selection strategy of form-finding method for the initial 
state of transmission lines should be carried out.
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Abstract  Based on the production and operation situation of the State Grid Cor-
poration of China in recent years, the lightning faults have taken of the majority of 
the transmission and distribution equipment faults. In order to prevent the lightning 
damages and control the lightning faults of the transmission lines, it is necessary 
to study the impacts of the lightning strike on transmission lines. In the course, the 
primary work is to accurately judge the location and form of the lightning strike. 
Upon simulation of the current waveform on transmission lines subject to different 
forms of lightning attacks, the features of lightning current on the insulators and 
grounding lines have been achieved; then, the judging methods of the polarity and 
the location of the lightning strike are studied. In order to monitor the waveform, 
amplitude, polarity and other parameters of lightning current in a real-time manner, 
a transmission line lightning monitoring system is developed. Based on the judging 
methods achieved by simulation and monitoring the waveform, the lightning fault 
location and the form of lightning can be confirmed. The monitoring result shows 
that this system can provide effective technical guarantee to take pertinent lightning 
protection measures.

Keywords  Lightning current waveform · Real-time monitoring · Lightning 
parameter confirming
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42.1 � Introduction

The lightning striking transmission lines may bring about great harm to the trans-
mission network. According to the classification of power network failure in China, 
the breakdown due to lightning striking is 40 % of the total amount or so in the area 
of high trip-out rate [1–2]. Obviously, the lightning brings huge economic loss. 
Ascertaining the lightning striking points and the lightning current polarity as well 
as collecting the lightning current waveform are of great significance for studying 
the lightning striking features and reducing the harm that the lightning brings. At 
present, in the research and analysis on trip-out accident of lightning, existing prob-
lems of great workload lie in finding the lightning trip-out fault and the difficulty in 
identifying the lightning tripping reasons; in this sense, it is necessary to carry out 
the research of online monitoring of lightning current parameters. The installation 
of lightning measuring devices on the transmission lines and real-time monitor-
ing of the line lightning location, lightning current waveform, and amplitude can 
provide strong support for seeking location of the lightning line fault, confirming 
the standards of lightning current waveform and amplitude, and thus exert positive 
effect on the development of lightning protection technology [3–4].

From 1994 to 2004, Tokyo Electric Power Company directly measured the cur-
rent waveforms of lightning strokes on 60 transmission towers [5], but they only 
measured the current on towers and paid no attention to the current on lines. So it 
could not confirm the strike point on lines. In this chapter, we will study the confir-
mation method of strike point.

42.2 � Simulation Analyses

In order to get the current on lines under different conditions, simulation of the 
lightning striking lines under different conditions is needed. Advanced graphics in-
ternational electromagnetic transient program ATP-EMTP is used for simulation in 
this research. EMTP is the acronym of electromagnetic transient program. As one of 
the most widespread procedures in high-voltage power system simulation, it focus-
es on the operating condition of the system rather than the individual switch details.

In the simulation model, the transmission line tower is regarded as the distribut-
ed parameter model. The wave impedance and velocity of propagation in the tower 
are used to represent the lightning wave propagation characteristics in the tower.

The operating voltage of simulation is set at 35  kV. At this voltage level, as 
short-circuit current is much less than the lightning current, it is not considered in 
this simulation. The monitoring nodes are as shown in Fig. 42.1. Lightning current 
waveform selects the 8/20 μs standard lightning waveform, whereas the influence 
of line arresters is not considered in the simulation.

Upon the establishment of the tower model, five current monitoring points are 
set on the three-phase insulators and lightning line. Then, the lightning striking 
point and the lightning parameter are set, and the current on monitoring points is 
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recorded when the lightning striking point and the lightning form are different. Con-
clusions are obtained by analyzing the simulation results.

This article simulates the situation that positive polarity or negative polarity 
lightning strikes the tower top, the lightning line at span middle of tower and the 
transmission conductor. Each situation is analyzed in two cases: insulator flashover 
and not flashover.

While the lightning current amplitude is high, insulator flashover occurs, and a 
part of lightning current will flow into transmission conductors through insulators. 
If the amplitude of lightning current is not huge enough to cause the insulator flash-
over, the majority of the lightning current will flow into the earth through the tower 
with rest of lightning current flowing away through ground wire. The lightning cur-
rent on insulators and lightning conductor can be used to judge the striking location 
and the polarity of lightning with the judgment shown in Table 42.1.

For example, if the measured current on lightning line inlet side of tower is 
positive and of large amplitude, the current on lightning line outlet side of tower 
is negative and of small amplitude, and the current on insulators is negative and of 
small amplitude; as a result, the lightning is positive and strikes on the inlet side of 
transmission conductor, and the flashover occurs.

The simulation results show that when the insulator flashover, the lightning 
strikes the lightning line, the current amplitude on the lightning line is proportional 
to the current amplitude of lightning, and the current amplitude on tower inlet side 
and the outlet side is approximately equal. The situation that the lightning strikes 

Fig. 42.1  Monitoring node position and the positive direction in simulation. (The black hollow 
arrow indicates the specified current positive direction)
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the transmission conductor without insulator flashover is rare, and it is difficult to 
detect.

In case of lightning flashover, when the lightning strikes the tower top, compared 
with no flashover, a part of lightning current flows to the transmission conduc-
tor through the insulator, and the induction voltage of the lightning current on the 
transmission conductor may affect the current on lightning line, and current ampli-
tude difference of inlet side and the outlet side becomes larger. When the lightning 
strikes the lightning line at span middle of tower, the current amplitude at inlet side 
is larger, and the current amplitude at outlet side is small; most current flows into 
ground through the tower, and little current will flow into the transmission conduc-
tor by the back striking. When the lightning strikes the transmission conductor, the 
current amplitude of the nearer side to strike point of lightning line is very small, 
and it is hard for the monitoring device to monitor. So, it can be judged by the cur-
rent on the insulator and the other side of lightning line. The theory can be used to 
judge the striking location and the polarity of lightning.

Table 42.1   Judgment method of lightning polarity and striking location
Current on lightning  
line inlet

Current on lightning 
line outlet

Current on 
insulators

Conclusion  
of lightning

P, L P, L -,- P, ST, NF
P, L N, M -,- P, SIL NF
N, M P, L -,- P, SOT, NF
N, L N, L -,- N, ST, NF
N, L P, M -,- N, SIL NF
P, M N, L -,- N, SOT, NF
P, L P, L N, S P, ST, F
P, L N, M N, M P, SIL F
N, M P, L N, M P, SOL,F
N, S N, M N, L P, SIT, F
N, M N, S N, L P, SOT, F
N, L N, L P, S N, ST, F
N, L P, M P, M N, SIL F
P, M N, L P, M N, SOL,F
P, S P, M P, L N, SIT, F
P, M P, S P, L N, SOT, F

P positive, N negative, L large current amplitude, S small current amplitude, M medium current 
amplitude, ST strike on the top of tower, SIL strike on inlet side of lightning line, SOL strike on 
outlet side of lightning line, SIT strike on inlet side of transmission conductor, SOT strike on out-
let side of transmission conductor, NF no flashover, F flashover, - no current
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42.3 � System Realizations

On this basis, the online monitoring system which has five channels has been made. 
As shown in Fig. 42.2, the lightning current monitoring system is composed of the 
monitoring node and the monitor terminal, where the monitoring node is composed 
of lightning current sensor, signal acquisition unit, wireless communication module 
and power-supply module. It can monitor the lightning current on the insulators and 
the lightning conductors at the same time. When the lightning strikes the lightning 
conductors or the transmission conductors, the lightning current sensor can get the 
induced voltage, and then the voltage signal is transmitted to the monitoring node 
through coaxial cable. The monitoring node will record the lightning current wave 
and the lightning strike time, and then store the monitoring result. The monitor-
ing result will be transmitted to the monitor terminal by wireless communication 
network.

The monitor terminal is composed of industrial personal computer and GPRS 
module. The monitoring node is composed of high-speed analog-to-digital convert-
er, MSP430 signal processing chip, FPGA and wireless communication module [6, 
7]. The system structure is shown in Fig. 42.3.

Fig. 42.2   Structure of the monitoring system
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The performance of sensor has a direct influence on the monitoring node. 
Rogowski coil can accurately measure the amplitude, the polarity and the wave-
form of lightning current. Its construction is simple and features very good linearity. 
Rogowski coil is chosen as the sensor. External-integral coil has a wider band than 
self-integral, so it is more suitable for measuring the lightning current. The device 
in this chapter uses the self-integral Rogowski coil [8].

As the monitoring nodes work in field for a long term, the lightning current 
acquisition unit device should consume low power. The core of digital system con-
sists of high-speed analog-to-digital converter, MSP430 signal processing chip, and 
FPGA. This system chooses EP1C12Q240 chip of Altera Company as the logic 
chip, and chooses MSP430F5438 microcontroller of TI Company as the control 
chip. The 10-bit parallel chip ADS822 of TI Company is used as the high-speed 
analog-to-digital converter. The sampling rate of this analog-to-digital converter 
can reach 40MS/s with the typical power consumption of 200 mW.

Considering that the monitoring node and the monitor terminal are usually at a 
distance of more than 10 km, GPRS is the best choice of communication [9].

Industrial computer is used as the monitor terminal and LABVIEW is used to 
write a control program. The program flow chart of the software system is shown 
in Fig. 42.4. When the monitor node starts run, the sampling points are initialized 
first and the configuration of interruption opens. When a lightning current flows 
through the coil, the lightning and the voltage signal that the lightning induces will 
reach a certain amplitude, and the MSP430 external interrupt responds accordingly 
and the MSP430 chip enters the lightning acquisition state. After the completion of 
the acquisition, MSP430 reads the data of FIFO, packs the data with a communica-
tion protocol, and then sends the data to the monitoring terminal according to the 
priority through the GPRS module. The monitoring terminal reads the serial port 
data. When receiving a correctly packed data, the monitoring terminal will convert 
the codes and calculate the waveform parameters. Then, the data will be eventually 
stored in the computer hard disk in an EXCEL file.

Fig. 42.3   Structure of monitoring node
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42.4 � Performance Test and Installation

The monitoring system is tested in a laboratory, and a 8/20-μs impulse current gen-
erator is used. The performance test diagram is shown in Fig. 42.5, and the test 
result is shown in Fig. 42.6.

The monitoring system has been installed in Shanxi province in China and it is 
working normally, as shown in Fig. 42.7.

Communication
Test

End

Upload data

System
initialization

External
interrupt

Data packing

N

Y

Lightning waveform
acquisition

Send test
data

Monitor terminal
receive data

Start

Analyse and store
data

Fig. 42.4   Program flow chart 
of the software system
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Fig. 42.7   Equipment 
installation
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Fig. 42.5   Performance test 
diagram
 

Fig. 42.6  Monitoring system testing
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42.5 � Conclusion

Upon a lot of simulations, the features of lightning current on the insulators and 
lightning lines have been obtained when the polarity and the location of the light-
ning strike are different; then, the judgment method of the polarity and the location 
of the lightning strike are gotten. A transmission line lightning current monitoring 
system based on high-speed analog-to-digital converter, MSP430 signal processing 
chip and FPGA is developed in order to monitor the current waveform, the ampli-
tude, the polarity and other parameters in a real-time manner when the lightning 
strikes the ground lines, transmission lines or lightning towers, thus confirming 
the lightning fault location and the form of lightning. The installation of lightning 
measuring devices on transmission lines, real-time monitoring line lightning loca-
tion, lightning current waveform and amplitude can greatly support the location 
seeking of lightning line fault, confirm the standards of lightning current waveform 
and amplitude, and thus exert a positive effect on the development of the lightning 
protection technology.
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Abstract  This chapter analyzes the lightning performance of 500-kV-double-circuit 
transmission lines by the Alternative Transient Performance-Electromagnetic Tran-
sient Program (ATP-EMTP). With towers using the multi-wave impedance model 
and eliminating voltage reflection on the lines by a matching resistor, a simulation 
method has been established to evaluate the factors that may influence the back-
flashover voltage such as tower height, tower footing resistance, and conductor 
phase arrangements. A statistical method is presented to calculate the line trip-out 
rates due to back-flashover. The results show that the impact of phase arrangements 
on the back-flashover trip-out rate of a single-circuit line is little, but significant on 
the double-circuit lines.

Keywords  Double-circuit line · Back-flashover · Lightning performance · 
Trip-out rate · ATP-EMTP

43.1 � Introduction

In order to maximize power delivery in a given right of way, double-circuit trans-
mission lines are utilized, which require taller structures than single-circuit lines 
which makes them more vulnerable to attract lightning; therefore, more attention 
should be given to analyzing their lightning performance. According to published 
literature based on the operating experience, lightning causes more than 50 % of the 
total electric power system blackouts on double-circuit transmission lines [1].
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In previous studies [2, 3], only three to five towers near the lightning stroke 
and the lines between them are taken into consideration to simplify the model; as 
a result, the length of the lines becomes much shorter. The reflected wave can se-
riously affect the accuracy of the results; however, it has been neglected in most 
researches [4]. In order to eliminate wave reflection, a matching impedance whose 
value is equal to the wave impedance is connected at the end of the line. ATP-EMTP 
and MATLAB are typically used for calculating the back-flashover lightning-with-
standing level and graphics processing [5].

43.2 � Calculation Models and Parameters

43.2.1 � Parameters of the Tower and the Wires

The double-circuit tower model selected for the calculations is shown in Fig. 43.1 
[6]. The grounding resistance ranges from 5 to 20 Ω, and the height of the tower 
ranges from 25 to 45 m. The soil resistivity is 1000 Ωm [7].

The transmission line uses four conductor bundles in the form of a square, with 
a length of 45 cm on each side. The phase arrangement is also shown in Fig. 43.1.

The insulators support the lines to have Volt-time characteristics [3], which can 
be expressed as in Eq. 43.1, which is fitted by MATLAB:

Fig. 43.1   Geometry of the 
tower model (dimensions are 
in mm)
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�
(43.1)

where U is in kV and t is in μs.
The schematic diagram of the tower model is shown in Fig. 43.2. ZT, ZH, and ZL 

represent the surge impedances of main tower, cross arm, and attachments, respec-
tively [8, 9].

43.2.2 � Model Details

43.2.2.1 � Lightning Current Model

There are several methods to simulate the lightning current in ATP. The surge type 
is adopted in this simulation, whose waveform can be described by the double ex-
ponential function [10]. The formula can be expressed as:

U t e e et t t( ) . ,/ / . / .= + + +− − −2186 1207 163 8 48304 1 5 0 8

Fig. 43.2  Multi-wave imped-
ance model of the tower
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�
(43.2)

where α = − 1/T1, β = − 1/T2. T1, T2 are constants of time to the half amplitude and 
wave front time, which decide the rise time and decay time of the lightning current.

43.2.2.2 � Flashover Model of Insulator

The state of the insulator is judged by comparing its Volt-time curve with the volt-
age across the insulator, as shown in Fig. 43.3. If the Volt-time curve intersects the 
voltage curve, the insulator will flashover (phase B insulator); otherwise, it will not 
flashover (phase A insulator) [11].

The Volt-time curve of the insulator is mainly determined by its material charac-
teristics and the environment. The voltage across the insulator is determined by the 
voltage on the tower and the overhead conductor. In Fig. 43.3, phase B is located at 
the top of the tower, and phase A is located in the middle; therefore, phase B suffers 
more severe overvoltage and flashovers than phase A.

43.3 � Results and Analyses

The lightning current used for the calculations conform the international standard, 
whose waveform is 2.6/50 µs [10]. The basic phase arrangement is A1B1C1/B2C2A2. 
The height of the tower is 33 m. The grounding resistance of the tower is 10 Ω.
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43.3.1 � Analysis of the Reflected Wave

In the simulation, four towers near the lightning stroke are considered. The over-
voltage on the transmission lines in the open circuit condition with the match 
impedance connected is shown in Fig. 43.4.

The overvoltage becomes much smoother and smaller with the matching imped-
ance; therefore, it is important to consider the matching impedance in the simula-
tion.

43.3.2 � Overvoltage on the Tower

Table 43.1 shows the voltage on the top, the middle, and the bottom of the tower.
Table 43.1 shows that the voltage along the tower changes with time and posi-

tion. The top of the tower suffers the most severe overvoltage, which indicates that 
the top insulator strings are most likely to flashover first.

Table 43.1   Voltage in different parts of the tower (kV)
Lightning current (kA) Top Middle Bottom
80 3529 3105 2466
100 4212 3859 3074
120 4754 4011 3644
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43.3.3 � Calculation of Back-Flashover Lightning-Withstanding 
Level

The instantaneous values of the voltage must be considered in calculating the back-
flashover voltage. This voltage changes with phase angle periodically.

From Fig. 43.5, it can be concluded that the lightning-withstanding level is re-
lated to the phase angle. When the angle of phase A is about 120°, the voltage is at a 
minimum, and it is at a maximum when the phase angle is about 270°.

Assuming that the probability of lightning at any phase angle is equal, the light-
ning-withstanding level can be calculated by following statistical formula:

�
(43.3)

where n is the number of phase angle intervals in each cycle (taken as 12).

43.3.4 � Factors Affecting the Back-Flashover Lightning Trip-Out 
Rate

43.3.4.1 � Grounding Resistance of the Tower

In order to analyze the impact of grounding resistance on the back-flashover light-
ning trip-out rate, the grounding resistance is considered to be equivalent to a single 
impedance. By changing the value of the impedance from 5 to 20 Ω, the back-
flashover lightning trip-out rate changes, as shown in Fig. 43.6.

It can be concluded that both the single- and the double-circuit trip-out rates 
increase when the resistance increases. The single-circuit trip-out rate is more sensi-
tive when the grounding resistance is smaller than 7 Ω. The back-flashover trip-out 
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rate is under 0.02 times/100 km*year, which is acceptable. When the grounding 
resistance is larger than 10 Ω, the curve becomes steep and not acceptable as a 
result. The back-flashover trip-out rate of double-circuit line is less than 0.019 
times/100 km*year.

Therefore, it is important to maintain low values of ground resistance.

43.3.4.2 � Height of the Towers

The height of the towers ranges from tens of meters to more than 100 m. By chang-
ing the height of the tower, the back-flashover lightning trip-out rate changes as 
shown in Fig. 43.7. The horizontal axis indicates the distance of the lowest phase 
conductor to the ground.

There are two reasons leading to these results: (1) The inductance increases with 
the height of the tower; (2) the time for the lightning current flowing through the 
tower correlates to the height. The taller the tower is, the more time it will take and 
the higher voltage may appear on the top of the tower.
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43.3.4.3 � Phase Arrangement

As to the double-circuit transmission lines, there are six possible phase arrange-
ments: A1B1C1/A2B2C2 (I), A1B1C1/B2C2A2 (II), A1B1C1/A2C2B2 (III), A1B1C1/
B2A2C2 (IV), A1B1C1/C2A2B2 (V), and A1B1C1/C2B2A2 (VI). Figure 43.1 shows the 
phase arrangement A1B1C1/B2C2A2, which indicates that the phase-order of the cir-
cuit on the left is ABC and the circuit on the right is BCA, from top to bottom.

Figure 43.8 gives the single- and double-circuit back-flashover rates in above 
arrangements. The phase arrangements have little impact on single-circuit back-flash-
over lightning trip-out rate. The value ranges from 0.31 to 0.37 times/100 km*year. 
The effect of phase arrangement on double-circuit back-flashover trip-out rate is 
more obvious. When the arrangement is A1B1C1/A2B2C2, the double-circuit back-
flashover trip-out rate is 0.27 times/100 km*year, which is much larger than the 
other arrangements.

When both circuits have phase A on the top where flashover is most likely to 
occur, the back-flashover lightning-withstanding levels of both circuits are the low-
est; therefore, the arrangement of A1B1C1/A2B2C2 should be avoided to improve the 
lightning-withstanding performance.

43.4 � Conclusion

•	 It is important to consider the matching impedance in the simulation.
•	 The instantaneous voltage should be considered in the calculations. A statistical 

method can be adopted to take the results in a cycle into consideration.
•	 The grounding resistance and the tower height show a positive correlation with 

back-flashover lightning trip-out rate. The single-circuit trip-out rate increases 
higher and increases more rapidly than the double-circuit trip-out rate.

•	 The phase arrangement of A1B1C1/A2B2C2 should be avoided. In this situa-
tion, the double-circuit trip-out rate is much larger than the other arrangements.
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Abstract  Nowadays, the synthetic diagnostic methods using both power-on and 
power-off state variables are widely studied and applied. The usage of multiple 
state variables can increase the accuracy of diagnosis, but it usually brings many 
problems into practical application at the same time. The main problem is that the 
more the power-off state variables, the longer the time without power, and the worse 
the reliability of transformers. Therefore, this chapter presents a diagnostic method 
mainly based on power-on state variables. It consists of primary diagnosis and pre-
cise diagnosis. Primary diagnosis uses only power-on state variables to acquire a 
part of the fault information. Then, in order to get the exact fault types and more 
position information, based on the results of primary diagnosis we select and use 
some useful and necessary power-off state variables in the precise diagnosis stage. 
And during this process, the rough set theory is used to predigest knowledge and 
reduce the complexity of diagnosis. Compared with other diagnosis methods, this 
method shortens the outage time and improves the efficiency of diagnosis. In the 
end, the diagnosis is proved to be practical and effective by a fault case.

Keywords  Power transformer · Fault diagnosis · Primary diagnosis · Precise 
diagnosis · Rough set theory

44.1 � Introduction

In recent years, the research about all kinds of comprehensive diagnostic methods 
using dissolved gas analysis (DGA) data, oil test data, electrical test data, and in-
spection data is being carried out. The introduction of the electrical test data greatly 
increases the accuracy of diagnosis, but also brings some problems at the same time. 
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The main problem is that some of the data can only be acquired when transformers 
are powered off, so it will extend transformers’ outage time and reduce the opera-
tional reliability. Therefore, this chapter proposes a diagnosis strategy which can 
reduce the shutdown time appropriately.

At present, many artificial intelligence methods have been applied to the synthet-
ic fault diagnosis for transformers, such as artificial neural network, expert system, 
rough set theory (RST), and support vector machine (SVM), etc [1]. The diagnostic 
methods based onthe RST can simplify knowledge and discover the hidden rela-
tionship between data. So it contributes to synthetically applying all kinds of state 
information to fault diagnosis. Therefore, this chapter uses the RST in the diagnosis 
process.

44.2 � Rough Set Theory

The RST is a new mathematics tool to deal with vagueness and uncertainty. It can 
discover implicit knowledge and open out potentially useful rule by efficiently ana-
lysing and dealing with all kinds of imprecise, incomplete, and disaccord informa-
tion.

In RST, the knowledge expression system S can be denoted as 
S U A Va f= { }( , , , )    where U is the domain, A is an attribute set, and Va is a set 
of attribute values. f U Va:  →  is an information function. The “attribute-value” 
forms a two-dimension table, and it is an information table. If A C D= ∪ , C is 
condition attribute, and D is result attribute, then a decision table is formed. The 
decision table can be considered as a group of defined equivalence relation that is 
knowledge based.

In RST, if the condition part of the rules is expressed by the condition attributes 
of knowledge system and the conclusion part is expressed by the decision attributes, 
then each object can be easily expressed to a production rule. But not all condition 
attributes in the original decision table are necessary. Some of them are superflu-
ous, and removing these attributes does not affect the original expression’s effect. 
Therefore, when describing the knowledge with rough set, reducing the decision 
table by removing redundant condition attributes can simplify the knowledge and 
transform a complicated decision table into the simplest form, which excludes re-
dundant attributes and can also ensure correct classification of the decision table [2, 
3]. The reduced decision table is an incomplete decision table. It only contains those 
necessary condition attribute values in decision-making, but it has all knowledge in 
the original knowledge system.

And the so-called solution of minimum condition attributes is just as same as 
solving relatively positive region in math. This chapter uses MATLAB program-
ming to get the relative positive region [4].
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44.3 � Structure and Principle of Diagnosis Model

This chapter establishes a diagnosis model which uses a variety of state variables 
and it can get exact fault information step by step. The structure chart of the inte-
grated diagnosis model is shown in Fig. 44.1. In the primary diagnosis stage, the 
faults are divided into two categories by DGA: overheating and discharge. Then, 
according to the result of primary diagnosis, we choose those relevant, useful, and 
necessary test data for the careful diagnosis by using the RST to simplify knowl-
edge and extract rules.

This model only uses DGA data in the first stage. So we can get the early results 
when transformer is powered on. Then in the second stage, only the most important 
and necessary power-off data need to be used for the further diagnosis. Therefore, 
on the one hand, because of the usage of multiple state variables, this model is more 
accurate than the methods in which only DGA data are used. And on the other hand, 
it can improve the traditional diagnostic method by using less power-off data and 
then shorten transformers’ power outage time.

44.4 � Establishing the Diagnosis Model

44.4.1 � Primary Diagnosis

In primary diagnosis, the input data are the amount of dissolved gas in transformer 
oil. Starting conditions of the whole diagnostic process contain the amount of H2, 
C H2 2, C∑ , and the gas production rate of total hydrocarbon. If more than one 
condition exceeds the standard, we will start the diagnosis process.
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Fig. 44.1   The structure diagram of the diagnosis model
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When the diagnosis starts, according to the three-ratio method, a judging about 
the fault type is made by dividing it into thermal fault and electrical fault (Fig. 44.2).

44.4.2 � Precise Diagnosis

44.4.2.1 � Determining the Condition Attributes Set and Decision Attributes 
Set of Thermal Fault

By summarizing and classifying transformers’ common symptoms and fault types, 
we select information related to thermal fault to create the condition attributes set 
C1 and decision attributes set D1 (Table 44.1).

Table 44.1   Condition attributes set C1 and decision attributes set D1 of thermal fault [5]
C1 D2
C11 Core earth current D11 No faults
C12 Unbalance rate of winding direct 

current ( DC) resistance
D12 Core earthing or short circuit

C13 Water content in transformer oil D13 Insulation aging
C14 Action of the gas relay protection D14 Overheating caused by leakage flux 

or discharge on barrier
C15 CO2/CO D15 Turn insulation damage and inter-

turn short circuit
C16 Deviation of voltage ratio D16 Insulation moistening
C17 Electric capacity between windings 

or windings and ground
D17 OLTC(on-load tap changer) or leads 

faults
C18 Insulation dielectric loss D18 Winding distortion and inter-turn 

short circuit
C19 No-load loss D19 Bare metal overheating
C110 The absorption of winding D110 Overheating because the oil flow is 

blocked

YESStart

diagnosis

?

Gas 

in 

oil

The amount of 

and gas 

production rate 

of total 

hydrocarbon

NO
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ratio 

method

Thermal fault

Electrical fault
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Fig. 44.2   Flow chart of primary diagnosis
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44.4.2.2 � Determining the Condition Attributes Set and Decision Attributes 
Set of Electrical Fault

We create the condition attributes set C2 and decision attributes set D2 of electrical 
fault as 4.2.1 (Table 44.2).

44.4.2.3 � Establishing Decision Table for Thermal Fault and Electrical Fault

The values of condition attributes are usually continuous. And according to the 
RST, we have to discretize them. Before discretization, in order to make all kinds 
of data comparable, they need to be normalized or standardized to 0–1. And it 
indicates the state is better if the normalized data are closer to 0. On the contrary, 
if it is close to 1, then we can infer that this state variable probably exceeds nor-
mal level. Then according to commonly used discrete method based on rough set, 
when Cij > 0.5, we write it to 2 in the decision table, and Cij < 0.5 to 1, Cij = 0 to 
0. In this way, each condition attribute can be discretized. So the condition at-
tributes’ code can be 2, 1, and 0. They can be construed so that the probability of 
failure caused by this symptom is large, small, or almost none, respectively [6].

By collecting and analysing the transformer fault cases and related test data, we 
create decision tables for thermal fault and electrical fault as shown in Table 44.3 
and 44.4.

Table 44.2   Condition attributes set C2 and decision attributes set D2 of electrical fault [5]
C2 D2
C21 Partial discharge (PD) D21 No faults
C22 CO2/CO D22 Discharge on barrier
C23 Action of the gas relay protection D23 Suspended discharge
C24 Water content in transformer oil D24 Discharge in magnetic circuit

Table 44.3   Decision table for thermal fault
C11 C12 C13 C14 C15 C16 C17 C18 C19 C110
0 0 0 0 0 0 0 0 0 0 D11
2 0 1 1 0 0 0 0 2 1 D12
0 0 1 0 2 0 0 1 0 1 D13
0 0 0 1 0 0 0 0 1 1 D14
0 1 0 1 1 0 1 0 0 1 D15
0 1 1 0 0 0 0 0 0 0 D16
0 2 1 1 0 1 1 1 0 0 D17
1 0 0 1 0 0 1 0 0 2 D18
0 0 1 1 1 0 0 0 1 0 D19
0 0 1 0 0 0 0 1 1 0 D110
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44.4.2.4 � Reducing Decision Tables

By using the programme written in MATLAB for solving the relative positive re-
gion, Table 44.3 and 44.4 are reduced and the minimalist condition attributes sets 
are gotten. But considering the difficulty and accuracy of the test data, we choose 
{C11, C12, C13, C15, C19} as the final decision of C1. For the same reasons, fi-
nally, we choose {C21, C22, C23} as the minimal condition attributes set of C2 [7].

44.4.2.5 � Diagnosing by Using the Simplest Decision Tables

After getting the simplest decision tables, we can apply them to fault diagnosis by 
using matching methods. And this chapter uses the simplest matching method—Eu-
clidean distance method. In this method, the Euclidean distance d i0  is the distance 
between the target reduction and source reduction. The smaller d i0  is, the better they 
can match.

� (44.1)

where aik  is the number in ith row and kth column in the decision table.
After comparing every d i0 , the corresponding fault type D1i or D2i of the small-

est d i0  can be considered as the actual fault type.

44.5 � An Example of Fault Diagnosis

On 6 July 2011, it was found that the total hydrocarbon of #2 main transformer was 
beyond the normal value in a 35 kV substation. The DGA data of continuous track-
ing are showed in Table 44.5.

According to the diagnosis model established in this chapter, firstly, from the 
Table 44.7, we find that the amount of H2 , C H2 2, and the total hydrocarbon all 
exceed the normal range. Absolute producing rate of them are 122.75, 3.31, and 
659.87 μL/d, respectively. And relative producing rate of the total hydrocarbon is 
136.94 % per month. They are all beyond the attention values. Therefore, the diag-
nosis process begins. In the primary diagnosis stage, according to the three-ratio 

d a ai k ikk

n
0 0

2
1

= −
=∑ ( ) ,

Table 44.4   Decision table for electrical fault
C21 C22 C23 C24
0 0 0 0 D21
2 0 1 0 D22
2 2 1 1 D23
1 0 1 1 D24
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method, the code is 022, so it belongs to the category of thermal failure [8]. Then 
precise diagnosis begins. In this stage, the transformer needs to be stopped and 
tested. The measured unbalanced rate of three-phase DC resistance is 2.4 %, and the 
earthing current of transformer core is 0.1A. From the oil test, we get the water con-
tent in oil is 22 g/L. And compared with the value tested when leaving the factory, 
the no-load loss has no obvious change. According to Table 44.5, CO2/CO ratio is 
9.45. The values of condition attributes are shown in Table 44.6 below.

Then, according to Table 44.3, by using the equation (44.1), we calculate the 
Euclidean distances between the example code and the target code.

According to the result, we can easily find that d07  is minimal. It means that 
the example’s fault type is most similar to D17, so the fault can be diagnosed as 
overheating caused by the defects of tap-changer and leads. Finally, by lifting core 
inspection, we found that the transformer tap-changer static contact screw was loose 
and the interface of static contact was burning and black. So it proves that the diag-
nosis result is correct and useful.

44.6 � Conclusion

In consideration of the shortage of the existing diagnosis, a two-step method 
mainly based on power-on state variables is given in this chapter. Firstly, the pri-
mary diagnosis is made based on the limited power-on state variables to get partial 
fault information. Then precise diagnosis is carried out by using some necessary 
and useful power-off state variables which are chosen according to the results of 
primary diagnosis. In the precise diagnosis, in order to reduce the complexity of 
diagnosis, the RST is used to simplify knowledge and extract rules. The diag-
nostic method designed in this chapter can shorten blackout time of transformer 
to some extent and improve the efficiency of the diagnosis and the reliability of 
transformers. But it still cannot complete the diagnosis with transformers in ser-
vice all the time, so better diagnosis method is yet to be developed.

Table 44.6   The values of condition attributes in the example
Simplest condition attribute C11 C12 C13 C15 C19
Test data 0.1A 2.4 % 22 g/L 9.45 No change
Code 0 2 1 1 0

Table 44.7   The Euclidean distance between the example code and the target code
d01 d02 d03 d04 d05 d06 d07 d08 d09 d010
2.45 3.16 2.45 2.65 1.73 1.41 1 3.32 2 2.24
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Chapter 45
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Abstract  Focusing on the existing problems of accuracy and latency in the cur-
rent ice transmission line edge image detection, this chapter proposes a machine 
learning algorithm based on structured forest edge detection of ice transmission 
line. The ice transmission line image information’s model is automatically trained 
by the structured forest algorithm and the model is automatically applied for edge 
detection of the ice transmission line. Experimental results show that the method 
of ice transmission line edge detection is not only feasible and effective, but also 
can accurately detect ice line edge profile. What is more, it can meet the require-
ment of real time detection compared with other algorithms. Satisfactory results are 
obtained in the test.

Keywords  Structured forest · Ice transmission line · Edge detection

45.1 � Introduction

With the influences of micro climate, terrain, and weather condition, more and more 
countries suffer more from ice disaster which occurs frequently. And by the increas-
ing of power load, power grid reliability becomes more and more important [1]. 
However, the transmission line ice cover largely poses a threat on the reliability 
of the power grid which can cause serious harm accidents to the safe operation of 
power system, such as the flashover of insulator string, rod, etc. These give rise to 
huge economic losses [2]. Therefore, it is of great importance to detect ice transmis-
sion line edge accurately and in real time.

Edge detection is the most basic area in the image processing and computer vision 
technology. Early classical algorithms include edge operators, curved surface fitting, 
matching method, threshold method, and other methods [3]. In recent years, with the 
development of mathematical theory and artificial intelligence, many new methods 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_45



Z. Wang et al.410

emerge, such as wavelet transform and wavelet packet method, mathematical mor-
phology, fuzzy theory, and neural network method [4]. These traditional methods 
mostly adopt the traditional edge detection operator and the method of threshold seg-
mentation using a large number of color contour edge information to edge detection. 
Its color grayscale does not match with many prominent edges that cause detection 
precision. In the traditional edge detection methods, we should normalize the inputs 
before edge detection. But input normalization process is time consuming. So it can-
not satisfy the requirement of real time [5]. Therefore, this chapter proposes a new 
method which adopts the structured forest algorithm for detecting the ice edge of 
the transmission line. The structured learning method is used to calibrate the output 
variables, and then we can obtain the structured information by using the method of 
random forest algorithm, which is used for ice transmission line model training and 
edge detection. The proposed method can meet the accuracy and real time require-
ments that the traditional methods cannot meet, so it has a great application value [6].

45.2 � Line Edge Detection Based on the Structured  
Forest Algorithm

According to the characteristic of ice transmission line edge blurred, the structured 
forest algorithm is adopted to detect the edge of the image in this chapter. The struc-
tured forest algorithm is mainly based on the random forest algorithm combined 
with the structured learning theory. The edge detection precision and real-time per-
formance have a very big enhancement according to the experiments, especially in 
the processing speed of the algorithm.

45.2.1 � Random Forest Algorithm

Breimann put forward random forest algorithm which is a method composed of deci-
sion trees [7]. Each tree based on a random variable is an independent set value and 
independent sampling. What is more, they obey a uniform distribution. Each tree rep-
resents a pixel edge in the image and each tree’s node is a binary segmentation function 
[8]. In this chapter, we select the images that contain multiple channels in image pro-
cessing. For example, First Red Green Blue (FRGB) or red green blue depth (RGBD) 
images, etc. As it is very complex and has a large amount of calculation, so we use:

� (45.1)

where, x is the information variable of input images; Θ = ( , , )k k1 2 τ , and Θ is the 
random variable of each tree, in which x k j( ) represents the pixel of each decision 
tree; τ  represents the pixel’s threshold, while h x( , )Θ  represents the pixel value. 
The pixel point is considered to the edge of the image only if the pixel difference 

1 2( , ) [ ( ) ( ) ],h x x k x k τΘ = − ≤
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between the two points is within the scope of the threshold. The random forest al-
gorithm is a system composed by growing decision trees[9], as shown in Fig. 45.1:

45.2.2 � Edge Detection of Structured Forest Algorithm

Structured forest algorithm is formed by the junction of random forest algorithm 
and structured learning in which structured learning is mainly used for the struc-
tured definition of all kinds algorithms of inputs and outputs in a linear discrete 
space. The purpose of putting two algorithms together by the mean of structured 
learning is to achieve the processing data rapidly, which can accelerate the speed 
of the algorithm to perform. In this chapter, due to the reason of the speed of the 
algorithm performing, only the output variables are defined in structure, which not 
only ensure the accuracy of the detection, but also improve the speed of the edge 
detection.

The structured forest algorithm’s major concept is that by adopting the method 
of structured learning to put a pixel and its distribution points together to form a 
regional Z  in the random forest value of Y , which can guarantee the real time of ice 
transmission line edge detection, as shown in the formula (45.2):

� (45.2)

According to the need of the actual algorithm, Y  is a structured output value of 
containing 16×16 pixels in this chapter and Z  is a region in the random forest. 
Through the formula (45.2) processing, it will transform each pixel’s information 
in the area of 16×16 into Z  which is a long binary variable containing each pixel’s 
binary coded information. As transforming the information of color image to a 
binary information through the transformation (45.2), it is convenient for com-
puter processing and it improves the running speed. But Z  is a multi-dimensional 

: .Y Z→∏

Fig. 45.1   Random forest algorithm
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vector, so we need to reduce the dimension of Z  to guarantee the speed of the 
program running under the premise of transmission line edge information pre-
served. Methods to reduce the dimension of Z  at present are mainly two kinds: 
One kind is the K—means method, while another is to use the method of principal 
component analysis (PCA). But, reducing the dimension needs to meet the fol-
lowing criteria:

� (45.3)

Among them: p*  is the generalization error of the structured forest; s  is the strength 
of tree classification, and p  is the average correlation coefficient between the trees. 
In the process of reducing the dimension of Z, we must make the pledge that the 
generalization error is less than the maximum value in the structured forest algo-
rithm [10].

Therefore, the ice transmission line detection based on the structured forest is 
that we put the ice transmission line images as inputs to extract the structured in-
formation and texture information, and then automatically by the model of train-
ing and random forest edge detected, we can get the output information of ice 
line edge. At last, the final ice transmission line edge detection image is acquired 
by using the method of structured learning. In the process of simulation, we use 
the particle swarm optimization (PSO) algorithm and structured forest algorithm 
for image edge detection. The two kinds of algorithms are evaluated from the 
edge detection of the inosculation and simulation time, as shown in Figs. 45.3 
and 45.4.

45.2.3 � Model Training

Each of the decision trees in structured forest algorithm can be seen as a weak clas-
sifier, which is trained by using a recursive method independently. To the image 
training sample set Ω  about ice transmission lines that reach the node, a classifica-
tion criterion h x( , )Θ  is calculated, as the formula (45.4):

� (45.4)

Where, x RM∈  is set to the training sample and Θ = [ , ]ϕ ψ  presents the weak clas-
sifier’s parameter, among which (•)Θ  served as the filter function. What is more, ψ  
is a parameter matrix or column. The Θ determines the classification hypersurface 
form of a weak classifier; δ  is an indicator function. When the sample meeting 
h x( , )Θ  is less than the setting threshold, it falls into the left node; on the other hand, 
it falls into the right node. We should do the recursive of the above process until the 
numbers of samples falling into the node less than the threshold or the sample purity 
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is greater than the threshold. At this point, the node becomes a leaf node. Otherwise, 
we should find the optimal coefficient Θ* in each node to make the information gain 
maximization after training sample classification [11]. The ice transmission line 
classification and the model are acquired after training all leaf nodes according to 
the rules of combination together.

45.3 � The Experimental Results and Analysis

In order to test the algorithm’s running speed when running the project in this al-
gorithm, we specially choose the ice transmission line in the fog weather. We make 
image enhancement before the edge detection. According to the actual situation, 
this chapter selects the histogram equalization to image enhancement [12]. The re-
sults are shown in the Fig. 45.2 below:

According to the above ice transmission line image after image enhancement, 
we make two kinds of algorithms run in MATLAB by using the runtime environ-
ment for 2 core@2.2Ghz CPU and 2 GB memory of the computer. The two kinds 
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of algorithms include the PSO and structured forest edge detection method. Two 
groups of the contrast experiments are carried and experimental results are as 
follows:

45.3.1 � Experimental Contrast Figures

In the experimental process, we change detection rate by the structured forest 
algorithm and get the edge detection images which are shown in the Fig. 45.3. 
By the experimental results, it can be seen that the system running time is in-
creasing in the case of the pursuit of high detection precision. So in the actual 
situation, we need to choose in terms of detection accuracy and program running 
real time. But compared with other methods, the structured forest method not 
only improves the accuracy of edge detection, but also it reduces the running 
time (Table 45.1).

45.3.2 � Algorithm Experimental Results

In the above operation environment, we put two kinds of algorithms in MATLAB 
by operating the two groups of enhancement pictures and the results are shown in 
the Fig. 45.4. By edge detection results, it can be seen that the particle swarm algo-
rithm could not fully detect the edge of the ice transmission line. What is more, the 
processing time is much greater than the structured forest algorithm. Meanwhile, 
the structured forest algorithm not only can accurately detect the edge of the ice 
transmission line, but also the program is running fast and convenient for mea-
suring the diameters of the ice transmission line compared with other algorithms 
(Table 45.2).

Fig. 45.3   The simulation contrast figures. a Original image. b Detection rate 0.1. c Detection rate 
0.5. d Detection rate 1
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45.4 � Conclusion

Aiming at the problem of ice transmission line detection based on the images in 
this chapter, we put forward the structured forest algorithm for ice transmission line 
edge detection. As shown in the experimental experiments, the structured forest 
method for ice transmission line edge detection is not only of high precision, but 
also the program processing speed is very fast. The method can automatically adjust 

Table 45.1   Processing time1
Name Enhance image
Size 181*74
Time/s (b) 0.051

(c) 0.054
(d) 0.059

Table 45.2   Processing time2
Name Original image1 Original image2
Size 181*74 329*220
Time/s PSO 0.205 0.952

Structured forest 0.054 0.337
PSO particle swarm optimization

Fig. 45.4   Contrast figures. a Original image1. b Original image2. c Particle swarm optimization1. 
d Particle swarm optimization2. e Structured forest algorithm1. f Structured forest algorithm2
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the size of the detection rate according to actual circumstances. More importantly, 
compared with other algorithms, this algorithm’s processing time is greatly reduced 
and the detection rate is very high in dealing with the same image. Therefore, this 
method is not limited to the transmission line ice edge detection. It can also be ap-
plied to the insulator and so on, which has a higher application value in the field of 
electrical equipment for edge detection. But the current program for transmission 
line inner edge detection’s effect in the process of experiment can also continue to 
improve in the next step to better meet the practical requirements.
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Abstract  Currently, the maintenance mode of the power transformers is regular 
maintenance, which has been widely used. It is key to correctly evaluate the reliabil-
ity level of the transformer in operation condition because it is directly related to the 
success of maintenance; on this basis, the lifetime evaluation and optimized mainte-
nance model based on hot spot temperature (HST) in terms of the power transformer 
is developed in this chapter. In this model, the reaction speed theory of Arrhenius 
and Weibull distribution is considered as the fundamental theories, which are used to 
describe the aging process of the transformer and get the transformer failure rate λ; 
and then the equations with exponential form are adopted to compute HST, namely, 
to calculate the top oil temperature relative to the environmental temperature ∆ΘTO ()  
the increment of top oil temperature ΘAe () and the hysteretic temperature ΘAe () so 
as to get HST (equals to the sum of the aforementioned three variables). Meanwhile, 
based on the model, the software analysis system based on Java language and Mysql 
database has also been developed, in which the transformer maintenance process 
was optimized and the statistical analysis was made for the hot spot area. Finally, the 
diagnosis results were obtained correspondingly, indicating that the designed model 
and system can effectively reduce the maintenance frequency, improve the utiliza-
tion coefficient of the transformer, and thus improve the equipment’s reliability.
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46.1 � Introduction

As the power transformer is an important equipment in the power system, its reli-
ability is directly related to the security and stability of power system. Compared 
with the regular maintenance which has been widely used in current power system 
maintenance, the state maintenance method can effectively reduce the maintenance 
cost, shorten the outage time and improve the utilization rate of power equipment; 
thus, it has become the main development direction of transformer maintenance. As 
the correct evaluation of reliability level for the transformer in operation is the key 
to the success of the state overhaul, the reliability level of the transformer should 
be grasped in a timely and accurate manner because it is significant for guiding the 
transformer state maintenance, improving the operation reliability of power trans-
formers, and thus ensuring the safe and reliable operation of the power grid [1].

For a long time, the power system primarily adopted the time-based maintenance 
(TBM) to judge the health level and good condition of the operation of transform-
ers. In China, as stipulated in the national electric power industry standard “Preven-
tive Test Rules of Electric Power Equipment” (DL/T596-1996) and “Transformer 
Maintenance Guidelines” (DL/T 573-95), the transformer with 110 kV and above 
110 kV should be put into a large-scale maintenance when it has been operated for 
5 years; upon this maintenance, the transformer should be put into a larger scale 
of maintenance every 10 years while a small-scale maintenance should be imple-
mented annually. This TBM mode, which ignores the state of the transformer, has 
always caused “small disease for big scale of treatment or no disease for treatment” 
of transformers. When the equipment is not found with any fault or in normal opera-
tion, then the maintenance or replacement is still implemented, which has caused 
a great waste of manpower, material, and financial resources. Due to the problems 
of the test methods or the equipment, partial faults are not found in time; or heavy 
repair task or tight time results in the transformers not being timely repaired, which 
may cause both faults and loss in the transformers.

Some authors presented a repairable failure rate model based on condition moni-
toring data [2]. The maintenance strategy combining the equipment condition moni-
toring and the system risk evaluation is proposed by using the two models. With 
such a maintenance strategy, both the equipment condition and the system risk can 
be considered in a unified maintenance process.

With the full life-cycle cost theory used as a guide with the environmental costs 
and social responsibility costs taken into consideration, a more comprehensive full 
life-cycle cost model of the transformer was established [3]. This model can not 
only get economic life expectancy of the transformers but also get the economic life 
interval under different confidence levels and interval whose chance measurement 
is the greatest under the same economic life span.
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At present, the research on the reliability of power transformers can be divided 
into the two aspects of qualitative analysis and quantitative evaluation [4]. Concern-
ing the aspect of qualitative analysis, the China Power Grid Reliability Management 
Center, according to the statistical data collected over the years, analyzed the fac-
tors which may affect the reliability index of transformer operation and reliabil-
ity of transformer, and also analyzed the unplanned outage cases of transformers 
according to the components, and finally pointed out that the transformer faults 
mainly concentrated in the transformer windings, casing, insulating medium, cool-
ing device, core, tapping switch, adjusting device, oil pillow, etc. Concerning the 
aspect of quantitative analysis, domestic and foreign scholars have also made some 
research achievements. The current deeper study is to adopt the fault tree analysis 
mode [5] in order to analyze the reliability of power transformers according to the 
position and function of each part of the transformer and the fault mode of the 
transformer; then to indicate that the transformer should be divided into winding, 
casing, cooling system, core, tapping switch, insulating medium, etc.; and further 
to build the transformer fault tree model to realize the reliability and assessment 
analysis of the transformer [6–8]. Besides, there are also some other studies which 
divide the utilization condition of transformers into 11 kinds of state, such as nor-
mal operation, winding fault, and preventive test[9], focus on the statistical data of 
reliability index for power transformers, combine the Markov process theory [10], 
and then adopt the frequency and duration method [11] to establish the reliability 
evaluation model of transformer. To study the reliability of the equipment, efforts 
should be made not only to estimate some reliability indices such as the probability 
and frequency of failure but also to find out the more significant influence factors 
on the reliability and recognize the weak links so as to determine the measures for 
improving the reliability of equipment. Here, two aspects of appropriate measures 
of design manufacture and operational maintenance are involved. The reliability of 
the tracking method [12] is to use the tracking ideas to determine the distribution 
relationship between each element and the system reliability indexes in a scientific 
and reasonable manner, and then to determine the contribution of elements to the 
system reliability indexes. The existing literatures [12–15] on the reliability track-
ing theory have been used to study the reliability of electric power systems and put 
forward the proportion allocation criterion of reliability tracking, thus recognizing 
the element which most importantly contributes to the system unreliability, in which 
the transformer reliability tracking technology is to determine the contribution of 
each component of the transformer to the (possible) fault events, thus determining 
the key components which affect the reliability of transformers.

As to the regular maintenance of transformers, for voltage levels of transformers 
of 110 kV and above, it would be better to repair them on a large scale every 5 years 
and guarantee the implementation of the same kind of maintenance every 10 years, 
and a small-scale maintenance annually. The lifetime evaluation of transformers 
and optimization maintenance of the smart system based on hot spot temperature 
(HST) have been designed to obtain the failure rate of power transformers, whose 
failure rate is very close to that of the regular maintenance mode; thus, the designed 
system can play a significant role in the regular maintenance of transformers every 
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time. Certainly, the utilization of this developed system also does not need to be 
implemented according to the plan of regular maintenance. It can perform detecting 
analysis of the HST of transformers at any time and find the overheat and overload 
conditions existing in the power transformers in time as well as the isolation-aging 
problems and nonscheduled maintenance. At the beginning of maintenance of this 
newly developed system, the regular maintenance plan can be cancelled, as deter-
mined by peopleʼs expectations; furthermore, with the maturity and development of 
the designed system, the regular maintenance mode can be cancelled.

46.2 � Structure of Transformers and Analysis  
of Fault Reasons

The power transformer is composed of insulating materials, conductive and mag-
netic materials, and structure materials [16–18], with the insulating materials con-
sisting mostly of organic material, such as mineral oil, insulating paper, and various 
organic synthetic materials. Compared with the metal materials which may be af-
fected by various factors, such as electricity, heat, and mechanical and environ-
mental factors, when the insulating materials are in operation, they easily deterio-
rate gradually, significantly decreasing the electrical and mechanical strength, and 
further cause equipment failure and interruption of power supply. A lot of research 
on material show that the main factor leading to transformer accidents is deteriora-
tion of its insulating performance [14]; therefore, the insulation performance of the 
equipment structure is often the key factor to determine the whole lifetime of the 
transformers.

Generally speaking, the transformer windings are A-class insulation. Under nor-
mal loading, the insulating material can be used for more than 20 years; if it is 
operating upon overload, the insulation aging will be accelerated. The insulation 
materials will turn black upon aging and will lose elasticity and become crisp. In 
this case, as long as the windings are slightly affected by vibration or friction, the 
insulation performance may be completely damaged, which thus leads to turn-to-
turn short circuits or layer short. The insulation performance will also decrease 
obviously upon aging. A breakdown is easy in case of overvoltage. In order to pre-
vent and slow down the aging of insulation, we must strictly control and master the 
transformer load and strictly control the upper temperature and temperature rise.

The International Electrotechnical Commission (IEC) considers that as the tem-
perature is increased by 6° C, the reduction speed of effective lifetime of trans-
former insulation will increase by 1 multiple when A-class insulated transformers 
are operating in a temperature range of 80 ~ 140° C. The lifetime of transformer de-
pends on the aging degree of insulation, and the aging speed of insulation depends 
on the operating temperature.
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46.3 � Lifetime Assessment of Transformers Based  
on the HST Model

The HST model is established to calculate the failure rate of transformers, which 
mainly includes the following steps: the first step is to calculate the difference value 
∆ΘTO between the top oil temperature and environmental temperature; secondly, it 
is to calculate the difference value ∆ΘH  between HST and top oil temperature; and 
finally, it is to calculate the values ΘH  of winding HST; in this step, the environ-
mental temperature is ΘAe. Institute of Electrical and Electronics Engineers (IEEE) 
rules point out that the insulation temperature is the control parameter of insulation 
aging or insulation deterioration; so the insulation lifetime L should be calculated 
based on the calculation of insulation temperature ΘH , and the difference between 
HST and top oil temperature and solution, and the fault rate λ of the transformer 
can be obtained based on the lifetime of insulation. The above process is described 
in detail as follows.

46.3.1 � Establishment of the HST Model for the Calculation  
of HΘ

The transformer insulation aging failure rate is closely related to the winding HST, 
which mainly depends on the ambient temperature and the transformer load. The 
hottest spot is often located at the high-voltage winding or at the top or middle of 
low-voltage winding of the power transformer. If the effect of environmental tem-
perature hysteresis is ignored, utilize the exponential form of equations to calculate 
HST.The calculation diagram is shown in Fig. 46.1.

The specific steps are shown as follows:

Fig. 46.1   Calculation diagram of HΘ
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Step 1: Calculate the temperature rising value ∆ΘTO () of the top oil temperature 
relative to the environmental temperature.

�
(46.1)

�
(46.2)

In these formulas, ∆ΘTO U, () is the final rising temperature of top oil relative to 
ambient temperature, and ∆ΘTO R, () is the rising temperature of top oil under the 
rated load situation. K p u( . ) is the ratio of actual load and rated load, R p u( . ) is the 
ratio of load loss and no-load loss under the rated load condition, and τTO h( ) is the 
time constant of the transformer oil. ∆ΘTO R, () can be obtained by the following two 
ways: (a) according to the IEEE standard for the actual test, or (b) the calculation 
value is supplied by the equipment manufacturers in the test report.

Step 2: Calculate the increment ∆ΘH  of winding HST related to the top oil tem-
perature of transformer.

�
(46.3)

�
(46.4)

In these formulas, ∆ΘH U, () is the final increment of the highest temperature point 
relative to the top oil temperature, ∆ΘH R, () is the rising temperature value of the 
highest temperature point related to the oil temperature at the rated load, τw h( ) is 
the time constant of the temperature point position, and m and n are the empirical 
constants depending on the cooling mode. ∆ΘH R, () and ∆ΘA R, () can be obtained by 
the following three ways: (1) by the test of the built-in temperature detector of the 
transformer, (2) from the equipment manufacturers in the test report, or (3) suppos-
ing the average temperature of the windings is 65° C, ∆ΘH A R/ , = 80, and supposing 
the average temperature of the windings is 55° C, ∆ΘH A R/ , = 65. The relationship 
between the value of m and n and the cooling mode of the transformer is shown in 
Table 46.1.

Step 3: Calculate the hysteretic environmental temperature ΘAe ().

�
(46.5)

In this formula, ΘA () is the instantaneous temperature.

� (46.6)
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46.3.2 � Establishment of the Aging Failure Model Based on HST 
for the Calculation of the Failure Rate

The aging fault of transformers has something to do with the lifespan of materials. 
Under normal load situation, the insulation strength of insulated conductors dete-
riorates slowly for a long period; therefore, the mechanical strength loss of insu-
lated materials is the main reason for the equipment aging fault. It is an irreversible 
process as the time accumulates. Wilbur distribution [19] has been widely used to 
describe the probability of the fault aging of transformer. Some researches consid-
ered the aging fault as the fault with independent operation condition. However, in 
practical situations, the aging fault usually depends on the thermal conditions of 
the transformer [20]. IEEE guidelines indicate that the insulation temperature is the 
control parameter of aging or insulation deterioration; therefore, the aging effect 
caused by HST is often considered in the aging studies. In 1984, Daijin’s studies 
showed that the changing rate of physical properties of any measurable insulating 
material followed Arrhenius’s reaction speed theory [21], which can be formulated 
in the form of the reaction rate as follows:

�
(46.7)

In this formula, A’ and B’are both the empirical constants.
Supposing that the insulation life of the transformer is proportional to the recip-

rocal of the reaction rate, Arrhenius’s relative lifetime formula can be described by 
the following equation:

�
(46.8)

In Formula (46.8), L is the nominal insulation life, and B and C  are empirical con-
stants.

Constant B is recommended as 15,000, and C is related to the cooling mode; the 
specific calculation formula is shown as follows:
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Table 46.1   Corresponding values of m and n under different cooling modes
Type of cooling mode m n
OA 0.8 0.8
FA 0.8 0.8
Nondirected FOA or FOW 0.8 0.9
Directed FOA or FOW 1.0 1.0
The O in OA or FOA or FOW means the insulating liquid mineral oil or ignition temperature more 
than 300 °C; the A means air; the W means  water; the F in FOA or FOW means the oil flow in 
the cooling equipment is forced circulation, and the oil flowing through the winding internal is 
the thermal convection loop
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1.	 In the cooling mode of OA and FA:

C = 0.0272*M (the weight of winding coil and core in kilograms) + 0.01818*M (the 
weight of oil tank and accessories in kilograms) + 5.034*M (the weight of oil in 
kilograms).

2.	 In the direct or indirect forced coil circulation cooling mode:

C = 0.0272*M (the weight of winding coil and core in kilograms) + 0.0272*M (the 
weight of oil tank and accessories in kilograms) + 7.305*M (the weight of oil in 
kilograms).

When the Weibull distribution is applied to describe the aging process, the fail-
ure rate can be expressed by the following formula:

�
(46.9)

In this formula, β is the shape factor, and η is the scale coefficient (typical life).
Make η = L, then the fault rate and cumulative probability distribution function 

of the Arrhenius–Weibull model can be expressed by the following formula:

�
(46.10)

Note that two assumptions are made in this model. Firstly, even across different 
HSTs, the lifetime distribution has uniform shape parameters; secondly, for the 
whole or at least most transformers, during their insulation lifetime period, the 
initial parameters are unchangeable. According to these assumptions, on the basis 
of the data records of life-ending fault, adopt the maximum likelihood estimation 
(MLE) method to estimate the parameters.

46.4 � System Structure and Function

In terms of the technical application, upon the introduction of the structure and 
function of software in Chap. 4, the software interface and the function of equip-
ment management module interface as well as its application were introduced; after 
that, the equipment model analysis interface and its function were introduced with 
an actual example given afterward, and the number of 03-07-z-A001-0000000010 
transformers was analyzed. Upon detecting and analyzing these HST data, its T - λ 
curve graph was given, in which we can clearly see that its current fault rate was 
0.0002 to carry out a further analysis of the curve and detecting data. Focusing on 
its operation time T  and fault rate λ, the HST model as built before was applied 
to carry out analysis and forecast on its lifetime evaluation, which can guide the 
maintenance plan. The management of the maintenance plan, while optimizing the 
maintenance process, has taken full account of the status of equipment, monitoring 
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signal, maintenance history, testing data, reliability data, and so on, thus devel-
oping a scientific and reasonable maintenance scheme with attention paid to the 
weak points of maintenance, renovation, and replacement. According to the actual 
situation, efforts have been made to reduce unnecessary regular maintenance and 
prolong the cycle of large- and small-scale maintenance, thus to avoid the deficien-
cy of problem because of lack of maintenance and also prevent over-maintenance.

Based on the aforementioned theory, the software analysis system is mainly de-
veloped by Java language while taking Mysql database as the background database. 
The transformer data from the management information system (MIS) are transmit-
ted into the designed system, that is, the lifetime assessment and optimized mainte-
nance system of the transformers based on HST model; then, the transformer data 
are calculated and analyzed in the software system. The designed system is divided 
into equipment management module, Reliability Calculation and Management 
(RCM) decision module, equipment model analysis module, and maintenance plan 
management module. The system structure block diagram is shown in Fig. 46.2.

According to Fig. 46.2, the equipment management module can query the basic 
data of the transformer from the background database, including equipment num-
ber, voltage level, capacity, and load rate; it can also revise data and implement, add, 
and delete operations, and store the data into the database.

The equipment management module software interface is shown in Fig. 46.3.
The current status of equipment, equipment monitoring data, the possible exist-

ing fault of equipment, etc. are mainly implemented by special personnel. They 

Fig. 46.3   Software interface of equipment management module
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record the monitoring condition of equipment, problems existing in equipment 
operation, abnormal situations found by operating personnel, etc. The maintenance 
personnel is responsible for the regular inspection, regular testing, the recording of 
calibration results, and analysis of evaluation results.

The equipment model analysis module is divided into fault records management 
module, device model, and fault analysis. The maintenance record history of the 
transformer can be queried in the fault records management, including the mainte-
nance content and time, the time of power cuts, the fault records management, the 
equipment fault frequency, the fault position of equipment, and the effect on the 
reliability of the system, which are shown in Fig. 46.4.

The equipment model is based on the HST model and used to carry out assess-
ment and analysis of the lifetime of transformers, calculate its real-time failure rate, 
evaluate the status of the transformer, and give suggestions on the maintenance. The 
software interface is shown in Fig. 46.4, in which the number of the transformer, 
its load rate, and date of putting into operation will be imported from the systemʼs 
database automatically; meanwhile, its running time, and number and time of main-
tenance will be calculated by the backstage.

According to the lifetime assessment of the selected transformer by the HST 
model, its failure rate curve can be obtained, as shown in Fig. 46.5. As seen from 
Fig.  46.5, transformer no. 03-07-z-A001-0000000010 was put into operation on 

Fig. 46.5   T–λ curve interface diagram of transformer no. 03-07-z-A001-0000000010

 

Fig. 46.4   Software interface of equipment fault maintenance management
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September 29, 2010 with a load rate of 0.7, two maintenances, a running time of 
32,376 , and an outage time of 70 h 55 min. From its T–λ curve, its current failure 
rate was 0.0002 (see the point (32376, 0.0002)).

The running time T and the failure rate λ curve T–λ can be used to analyze and 
forecast the lifetime of the transformer, and thus guide the maintenance plan. The 
fault analysis is carried on the correlation analysis to transformer maintenance re-
cord, which can get the fault analysis of main transformer manufacturers and main 
transformer faults of different types of transformers. Focusing on the equipment 
maintenance situation, knowing the maintenance information and comparing it with 
the reliability database, we can find which manufacturerʼs transformer is of good or 
bad quality. It can be used not only for maintenance management but also for guid-
ing the equipment procurement and invitation of tender.

As to the maintenance plan management, firstly, based on the service life of 
the equipment situation, historical maintenance circumstances, operation reliability 
data of the system, etc. determine the system to be analyzed; secondly, analyze the 
existing defects and possible faults, and analyze what effect these faults will bring 
to the system function and equipment operational reliability; then, develop various 
methods to eliminate defects; for example, the system operation instability fault 
is mainly the faulty design or the equipment quality, or the poor installation and 
maintenance, or the lack of operation experience; with attention to different reasons 
and faults, different processing methods are used. When the maintenance schemes 
are put forward, a comprehensive analysis of the economic efficiency of various 
schemes has to be carried out, for example, whether simple maintenance or the 
replacement of a single element should be selected. If the device status of the whole 
system is very poor and it will be eliminated sooner or later, the replacement of a 
single element is not economical; in contrast, if the operation maintenance is very 
good because the system has been put into operation, and the system can prolong 
the service life upon analysis only with individual equipment aging frequently, it 
would be better to replace the element.

46.5 � Optimized Maintenance Mode of Transformers

Based on the aforementioned description, the purpose of equipment maintenance 
of a power system is to improve the system operation reliability and the operation 
rate of equipment. As to an enterprise, improvement of the economic efficiency is 
the ultimate goal; in this sense, the improvement of equipment reliability should be 
implemented surrounding the improvement of economic benefit of the enterprise; 
therefore, whether the optimization of the maintenance mode of the transformer can 
improve the reliability of the equipment and economic efficiency of enterprises is 
the current standard method to evaluate the system and its reliability analysis, which 
is also the current study status.

As the optimization of the maintenance mode decision process has fully con-
sidered the equipment situation, monitoring signal, historical maintenance, testing 
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data, reliability data, etc. the developed maintenance scheme is more scientific and 
reasonable and can be targeted to strengthen the weak part of the maintenance and 
renovation until the update of the generation. Based on the actual situation, efforts 
can be made to reduce unnecessary regular maintenance or prolong the period of 
large- and small-scale maintenance so as to avoid the deficiency of problem because 
of lack of maintenance and prevent over-maintenance.

We have established a transformer lifetime assessment model and a system flow 
chart of maintenance optimization to evaluate the optimized maintenance mode 
based on the reliability and the maintenance cost as examination indexes, which is 
shown in Fig. 46.6.

As seen from the Fig. 46.6, the optimization of the maintenance mode has an 
obvious effect on reducing the enterprise’s production cost and improving the eco-
nomic efficiency of the enterprise. Setting the transformer maintenance as an exam-
ple, the transformer is of 500 MVA, which costs several millions to tens of millions 
Chinese Ren Min Bi (RMB) for each maintenance; in this sense, the reduction of 
one time maintenance can save millions or even tens of millions RMB. In addition, 
the maintenance reduction can improve the utilization coefficient of the transformer 
and the equipment reliability.

In terms of different types of power transmission and transformation equipment, 
the lifetime evaluation and optimized maintenance system of a transformer based 
on the HST model can implement HST detection on different types of power equip-
ment accordingly; then, the detected data will be input into the software accord-
ing to the corresponding equipment lifetime evaluation model with the load rate 
computed and the lifetime evaluation analyzed. When the data have been put into 
operation, the software in the background computer will compute its entire operat-
ing time, maintenance frequency, and time; therefore, the lifetime evaluating and 
optimized maintenance system designed in this chapter can not only evaluate the 
lifetime of power transformer but also play a role in carrying out detailed lifetime 
risk evaluation and operation analysis of different types of power transmission and 
transformation equipment as well as other power monitoring systems.
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Implement the
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Equipment
reliability
statistics

Reliability
comparative

analysis

Fig. 46.6   System flow chart of lifetime assessment and maintenance optimization of a transformer
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46.6 � Conclusion

The lifetime assessment and optimized maintenance system of a transformer based 
on the HST model can overcome the application difficulties of power transmission 
and transformation equipment in state maintenance work. It can play a very active 
role in the transformer maintenance; besides, the application of the system designed 
in this chapter can effectively improve the reliability of power grid equipment, re-
duce the production cost, and enhance the profit ability of power enterprises as well.
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Chapter 47
Transmission Line Parameter Coupling 
Algorithm Based on Synchronous Sampling 
Signals
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Abstract  The existing online line parameter calculation methods are widely con-
sidered complicated, inaccurate, and incomplete. Thus, a coupling calculation 
method of transmission parameters which is based on synchronous sampling signals 
at two terminals is proposed in this chapter. This chapter adopts the π-type lumped 
parameter model of transmission line. Based on voltage and current information 
at the two terminals of the transmission line, the coupling algorithm is realized by 
solving the differential circuit equations describing the relationship of line parame-
ters. This chapter uses single-circuit and double-circuit lines under asymmetry state 
as example and presents the calculating process. This method has simple principles 
and an easy realization, and obtains the transmission line parameters accurately and 
completely. Finally, power systems computer aided design (PSCAD) simulation 
results verify effectiveness and correctness.

Keywords  Synchronous sampling signal · Transmission line parameters · π-type 
lumped parameter model · Coupling calculation · Online calculation

47.1 � Introduction

An overhead transmission line is the carrier of electric power, which is always an 
important part of the power system. Inaccurate transmission line parameters have 
an effect on the stabilization of the power system. Since it can improve accuracy of 
state estimation, power flow calculation, fault analysis, and relay protection setting 
calculation, it is necessary and significant to acquire the parameters exactly [1–2].

Online calculation methods based on the phasor measurement unit (PMU) 
mainly use synchronized phasor to calculate transmission line parameters. Actu-
ally, considering the high cost and the limitation of data sharing, this online cal-
culation method only applies at a small scale. Moreover, based on synchronous 
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sampling signals at two terminals, some other online calculation methods can 
calculate the transmission line parameters as well by solving integral or differen-
tial equations. However, at home and abroad, this kind of approach is based on 
the “one-type” lumped parameter model, which ignored the admittance against 
the ground and the admittance between different transmission lines [3–4]. So, 
these algorithms are incomplete and incorrect. Based on synchronous sampling 
signal, the online coupling algorithm of transmission line parameters is presented 
in this chapter.

47.2 � The Principle of the Online Calculation Method

In practice, the lumped parameter model is used more frequently for overhead trans-
mission lines whose length is less than 300 km, such as “pi-type,” “one-type,” and 
“T-type.” Taking the “pi-type” model of a single-phase system for example, the 
synchronous sampling signal-based calculation method of line parameters is in-
troduced and generalized to a three-phase system. Figure 47.1 shows the pi-type 
lumped parameter model for a single-phase system.

In Fig. 47.1, um, un, im, and in  are the instantaneous values of voltage and current 
at terminal M and terminal N of a transmission line; R, X, and C are the equivalent 
resistance, inductive reactance, and distributed capacitance, respectively; ic1, ic2 are 
instantaneous values of the current passing through the distributed capacitance.

According to Kirchhoff’s Current Law (KCL) and Kirchhoff’s Voltage Law 
(KVL), the differential equations of a transmission line are:

� (47.1)

� (47.2)

Further, the discrete differential equations are:

� (47.3)
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� (47.4)

While several groups of sampling signals at terminal M and terminal N are brought 
into Eqs. 47.3 and 47.4, the value of the line parameters ( R, X, and C) could be 
solved out through the least square method. This is the principle of online calcula-
tion methods of line parameters in this chapter [1].

47.3 � The Coupling Algorithm Applications in a Three-
Phase System

In practice, when the three-phase system works under asymmetry state, the zero se-
quence parameters of the transmission line could be calculated out. In this method, 
the synchronous sampling signals at both ends of the transmission line are adopted 
as input data. Then the mathematical relationship of different line parameters in 
the pi-type model is described directly by differential equations. Finally, sequence 
parameters of the transmission line can be calculated through solving these equa-
tions. Figure 47.2 shows a pi-type lumped parameter model of a three-phase system.

In Fig. 47.2, Cs and Cm are the distribution capacitance against the ground and 
between two-phase circuits. Rs, Ls, Rm , and Lm are the self-and mutual impedances 
of the one-phase circuit, respectively.

Based on KCL, the differential equations of phase A are obtained as follows:

� (47.5)

Take several groups of sampling signals at terminal M and terminal N into Eq. 47.5; 
the value of Cs  and Cm  could be solved out through the least square method. Ac-
cording to KVL, the differential equation is:

� (47.6)
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Assume that n groups of sampling signals at terminal M and terminal N have been 
carried into Eq. 47.6, and then we can get the matrix equation.

Because the maximum rank of the coefficient matrix is less than the number of 
unknown variations, only using the data of phase A is not enough. As the three-
phase system works under asymmetry state, we can list the differential equations 
of phase B and C on the base of KVL. Then the phase parameters (Rs, Rm, Ls, and 
Lm) can be obtained by using the least square method. Eq. 47.7 shows the transi-
tion between phase parameters and sequence parameters of a transmission line in 
a three-phase system. Finally, it is possible to get the positive and zero sequence 
parameters of the transmission line.

� (47.7)

47.4 � The Coupling Algorithm Applications  
in aDouble Circuit

The advantages of double-circuit transmission lines on the same tower are occupy-
ing little space and having large capacity in transmission. So, it is widely applied 
in high-voltage power lines. Compared with single-circuit lines, mutual parameters 
between double circuits should be taken into account in the line parameters, which 
are very important for analyzing the features of double-circuit lines [5].

Likewise, present methods such as incremental approach and differential means 
cannot get complete parameters of transmission lines. Here, we use double circuits 
with the same voltage class but from different buses as example to illustrate the 
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coupling algorithm of mutual parameters. Figure  47.3 shows a pi-type lumped 
parameter model of phase A in a double circuit installed on the same tower. Cs , Cm
, and Cm

′  are the distribution capacitance of phase A against the ground, between 
different phases, and between different circuits; and Rs , Ls , Rm, Lm, Rm

′, and Lm
′  

are the self- and mutual impedance, respectively. The differential equations for 
phase A can be established on the base of KCL and KVL as shown in Eqs. 47.8 
and 47.9.

� (47.8)
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�
(47.9)

Follow the same steps as above to list the differential equations of phase B and C, 
and then the phase parameters can be obtained by using the least square method. 
Finally, the sequence parameters can be obtained by bringing them into equation of 
phase sequence conversion.

This coupling algorithm is technically feasible for the engineering application. 
In fact, the sampling information can be gathered conveniently in protections and 
measure-control devices which have unified time. For the reasons of unbalance load 
and external disturbances, the power system often works under asymmetry state. 
Then we can calculate the transmission line parameters by the coupling algorithm 
based on these sampling signals.

47.5 � Computer Simulations

In this chapter, we build two models of three-phase systems and double-circuit 
transmission lines using the power systems computer aided design (PSCAD)/
Electro Magnetic Transient in Direct Current System (EMTDC) software. Trans-
mission lines are built in the Bergeron model and their lengths are 50, 100, and 
200 km. Table 47.1 shows transmission line parameters in unit length.

47.5.1 � Applications in a Three-Phase System

In order to get the zero sequence parameters, we assume that the system was waiting 
for single-phase reclosing. For a length of the transmission line of 50 km, results of 
the coupling algorithm are shown in Fig. 47.4.

As shown in Fig.  47.4, all the parameters are stable and have no fluctuation. 
Table 47.2 shows the relative error of coupling algorithm and decoupling method 
for different lengths of transmission lines.
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Table 47.1   Table of transmission line parameters in simulation
Parameters Single circuit Double circuit

 +ve SEq. 0 SEq.  +ve SEq. 0 SEq. 0 SEq. mutual
R (Ω/km) 0.0116 0.6535 0.022 0.1828 0.1608
X (Ω/km) 0.3139 0.9942 0.28 0.86 0.58
C (μF/km) 0.01081 0.0025 0.0132 0.0088 0.0025
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47.5.2 � Applications in Double-Circuit Lines

For the length of a transmission line of 100 km, results of the coupling algorithm 
are shown in Fig. 47.5.

Make a comparison between coupling algorithm and decoupling method for dif-
ferent lengths of transmission lines.The result is shown in Table 47.3.
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Fig. 47.4   Simulation results of transmission line parameters

 

Table 47.2   Simulation results of transmission line parameters of single circuits
Length Method Parameters R+ ( )Ω 0 ( )R Ω X+ ( )Ω 0 ( )X Ω C F+ ( )µ C F0 ( )∝

50 km Decoupling Results 0.64 32.73 15.67 49.75 – –
Error% 9.98 0.19 0.15 0.09 – –

Coupling Results 0.585 32.67 15.69 49.72 0.541 0.121
Error% 0.96 0.005 0.001 0.036 0.09 1.3

100 km Decoupling Results 1.577 65.71 31.15 99.63 – –
Error% 35.9 0.54 0.75 0.2 – –

Coupling Results 1.161 65.20 31.34 99.40 1.082 0.243
Error% 0.13 0.23 0.13 0.012 0.16 0.79

200 km Decoupling Results 5.5141 133.3 60.65 200.1 – –
Error% 137 1.97 3.4 0.66 – –

Coupling Results 2.28 129.2 62.36 198.4 2.171 0.489
Error% 1.65 1.11 0.66 0.21 0.43 0.39



L. Bao and W. Cong438

Obviously, compared with the decoupling method, no matter whether in a three-
phase system or in double-circuit lines, the parameters calculated by the coupling 
algorithm are more complete and the precision is much higher.

47.6 � Conclusion

This chapter presents an online coupling algorithm of transmission line param-
eters. Based on the pi-type lumped parameter model, it establishes the differen-
tial equations describing the relationship of line parameters. Then this method 
adopts synchronous sampling signals at two terminals of the transmission line to 
solve the system of differential equations by means of the least square method. 
The advantage of the coupling algorithm is that it can get the transmission line 
parameters accurately and completely. Because the disadvantage of using the 
lumped parameter model is that it is not applicable for long-distance transmis-
sion lines.
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Chapter 48
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Abstract  The inductive coupling between ultra-high voltage (UHV) transmis-
sion lines and nearby underground pipelines raises the potential of pipelines which 
threatens the pipeline security and reliability. In this chapter, a transmission line–
pipeline model is established based on the commercial software CDEGS, and the 
electromagnetic interference is simulated and analyzed. The pipeline potentials at 
different parallel distances are calculated in consideration of the effect of the over-
head grounding wire. The simulation results are in conformity with the theoretical 
analysis. On this basis, a real 750-kV transmission line, and the nearby gas line 
model are built and simulated. The results show that the long distance of paral-
lel and oblique approach can lead the maximum pipeline grounding potential raise 
(GPR) to exceed 100 V, i.e., 10 times of the safety threshold of 10 V. The solution 
is proposed and simulated in this chapter, and the maximum GPR of a pipeline is 
reduced to less than 10 V.

Keywords  Electromagnetic interference · Induced AC voltages · Gas pipeline · 
Transmission line · Mitigation methods

48.1 � Introduction

When the transmission lines and pipelines share the same corridor, attention shall 
be paid to the electromagnetic interference effects on the pipelines [1]. Studies of 
electromagnetic interference effects on gas pipelines due to nearby parallel ultra-
high voltage (UHV) transmission lines show that the assessment criteria on the ex-
tent of the electromagnetic interference effects are lacking in China. Safe distance 
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between transmission lines and pipelines needs to be determined immediately to 
guide the route planning in engineering design [2, 3]. When the path of the trans-
mission lines and pipelines cannot be changed due to the corridor limits, effective 
mitigation methods have to be applied [4, 5]; therefore, it is crucial to analyze the 
electromagnetic interference effects on pipelines and decide the assessment crite-
ria. As to the safety considerations, effective mitigation methods should be studied 
and applied.

In this chapter, we present a study to determine the electromagnetic interference 
effects on gas pipelines which are parallel to a 750-kV transmission line constructed 
nearby. The study consists of the following content: (1) a transmission line–pipeline 
model which calculates the potentials on the gas pipelines in different distances 
between the transmission line and the pipeline, (2) computation of the gas pipeline 
grounding potential raise (GPR) due to a nearby 750-kV transmission line, and (3) 
design of a mitigation system which reduces the interference level and analysis of 
the simulation results.

48.2 � Calculation Models

Determination of the interference effects in a typical right-of-way is a complex pro-
cedure. It not only requires a good knowledge of the transmission line and the gas 
pipeline layouts as well as the electrical characteristics and parameters but also an 
accurate representation of the soil structure; therefore, both the soil model and the 
transmission line–pipeline model are established to study the pattern of the induced 
alternating current (AC) voltage.

48.2.1 � Soil Model

The test results of soil resistivity along the joint corridor of the transmission line and 
the gas pipeline are shown in Table 48.1.

According to the results presented in Table 48.1, more stringent conditions are 
taken into account. We take 150Ωm as a uniform soil resistivity in the following 
calculations.

Table 48.1   Soil resistivity along the joint corridor of the transmission line and the gas pipeline at 
2 and 4 m (Ωm)
Number of measuring position 1 2 3 4 5 6 7 8 9
Soil resistivity at 2 m 8.3 24.9 2.6 20.7 19.4 27.6 13.8 19.4 69.1
Soil resistivity at 4 m 3.3 36.1 2.8 19.6 95.6 31.5 17.2 21.9 41.9
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48.2.2 � Transmission Line–Pipeline Model

The existing transmission line is a 750–kV-double-circuit line in inverse phase se-
quence with a nominal height of 49.45 m and a line current of 1500 A. All the simula-
tions in this chapter assume steady-state conditions. The diameter of the gas pipe is 
610 mm, the thickness is 10 mm, the buried depth is 1.2 m, the side length of the tower 
grounding grid is 15 m, the ray length is 20 m, and the grounding resistance is 2.6 Ω in 
the given soil resistivity. The transmission line–pipeline model is shown in Fig. 48.1.

48.3 � Simulation Results and Analysis

48.3.1 � Simulation of the Transmission Line–Pipeline 
Model

Upon changing the distance between the transmission line and the pipeline, the po-
tentials on the pipeline are calculated with the pipeline parallel to the transmission 
line along 10 km under ideal conditions. The results are shown in Fig. 48.2.

From the calculation results, potentials at both ends of the pipe are the largest, 
while potentials in the middle of the pipe are the smallest. The inductive voltage on 
the pipe decreases rapidly with the increase in the distance between pipeline and 
transmission line. The distribution characteristics of the pipeline potentials match 
the theoretical analysis of the transmission line–pipeline model. According to the 
national standard SY/T0087.1–2006 the Evaluation Standard of Steel Pipe and 
Storage Tank Corrosion-The Direct Assessment of Buried Steel Pipeline External 

Fig. 48.1   Transmission line–pipeline model
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Corrosion [6], the potentials on the pipe should be controlled below 10 V due to 
the alkaline soil; therefore, in order to meet the requirement, the maximum pipeline 
potential should be less than 10 V. The variation trend of the maximum pipeline 
potentials is shown in Fig. 48.3, while the distance between the pipeline and the 
transmission line is increasing.

As shown in Fig. 48.3, maximum pipeline potentials decrease rapidly with the 
increase in the distance between the pipeline and the transmission line, but the rate 
of change decreases gradually. When the distance is above 477.33 m, it can be 

Fig. 48.3   Relationship between maximum pipeline potentials and transmission line–pipeline 
distance

 

Fig. 48.2   Potentials on the pipeline when the distance between the pipeline and the transmission 
line is changing
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considered as no interference between the pipeline and the transmission line during 
normal operation.

When the transmission line and pipeline are vertically crossed, the maximum 
potential on the pipe is below 0.4 V according to the simulation result; therefore, 
there is no need to analyze the safe distance when transmission line and pipeline are 
vertically crossed.

48.3.2 � Simulation of the Existing 750-kV Transmission Line–
Gas Pipeline Model

The existing 750-kV transmission line is located in Ningxia Province, China. The 
capacity of the 750-kV transmission line is 2300 MVA; so the maximum load cur-
rent is assumed to be 1500 A. The simulation result is shown in Fig. 48.4.

Figure 48.4 shows the gas pipeline GPR due to the presence of the nearby 750-
kV transmission line. Due to the small cross angle and short distance between the 
gas pipeline and the transmission line, the induced AC voltages on the pipeline are 
quite high at most positions.

48.3.3 � Mitigation Methods

As the locations of the transmission line and the pipeline are fixed, we need to 
install mitigation systems on pipelines to reduce the potential difference between 
the pipe and the ground. We provide two kinds of mitigation methods to solve the 
problem.

Mitigation Method 1: Direct discharge method. It is the simplest and most 
conservative approach which can be realized by the installation of a bare copper 
shielding wire along the pipeline. As a kind of grounding measure, it can decrease 
potentials with respect to the remote earth to the acceptable levels.

Fig. 48.4   Potentials along the gas pipeline
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The specific plan is to install a 50-m bare copper shielding wire for every 110 m 
of the pipeline. The pipeline GPR is calculated and shown in Fig. 48.5. The poten-
tials of the entire pipeline drop below 10 V.

The main cost of this method contains the purchase fee of bare copper wires and 
the construction cost of laying wires. The price of bare copper wires varies largely, 
and the common price is about RMB60/kg. Although this measure is more eco-
nomical and effective for pipelines without cathode protection, it may fail to work 
for those with cathode protection, primarily because the cathode protection current 
discharges through the drainage network, which increases the output of cathode 
protection equipment and reduces the cathode protection range.

Mitigation Method 2: The cascade copper grounding electrode with decouplers. 
As the decoupler can block discharge (DC) current, the mitigation system can be 
used in pipelines with cathode protection. This method shares the same principle as 
Mitigation Method 1 but with more costs due to the extra decouplers. The calcula-
tion result of the pipeline GPR with the installation of this mitigation system is 
shown in Fig. 48.6.

Fig. 48.5   Potentials along the gas pipeline with Mitigation Method 1

 

Fig. 48.6   Potentials along the gas pipeline with Mitigation Method 2
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The specific plan is to install a 500-m bare copper wire at the points where the 
pipeline is very close to the transmission line and the pipeline potentials are ex-
tremely high, and the decoupler is between the pipeline and the copper wire. As the 
pipeline GPR is reduced to less than 10 V, it will not cause interference to the exist-
ing pipeline cathode protection system. This design is suitable for the discharge of 
AC and lightning current with long service life and high reliability.

Inducted AC voltages on gas pipeline are far beyond the criteria due to the pres-
ent of the nearby 750-kV transmission line; as to the issue, the combinative mitiga-
tion measures are recommended.

48.4 � Conclusion

•	 When the transmission line is parallel with the pipe along 10 km and the distance 
between them is above 473.33 m, the maximum pipeline potential will not ex-
ceed 10 V.

•	 Due to the long-distance parallel and small-angle crossover of the 750-kV trans-
mission line and the gas pipeline, the potentials are quite high along the entire 
pipeline and the maximum value is above 100 V.

•	 The distance between the transmission line and the pipeline is suggested to be 
increased if possible. The shielding and discharging measures along the pipeline 
should be strengthened to meet the requirement that the pipeline GPR does not 
exceed 10 V during steady-state operation conditions.

•	 Small-angle crossover of the transmission line and pipeline should be avoided; if 
the crossover is inevitable, the vertical cross scheme is recommended.
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Abstract  The grounding status of transmission line towers is very important to the 
security and stability of the transmission line. Nevertheless, it is unfeasible and hard 
to carry out periodical manual checking of the grounding status in field conditions 
of the transmission line tower so as to find the grounding fault in time. Aiming at 
the problems, an online monitoring system in terms of the grounding status of trans-
mission line towers is established. The system is composed of the measure device 
and the server, in which the measure device is based on the clamp meter method 
to send the tower grounding status to the server automatically and periodically. 
The measurement principle is simulated and analyzed in this chapter. Moreover, 
the prototype is tested in the laboratory environment, and the monitoring system is 
practically tested on the transmission towers. The result shows that the accuracy of 
the measure device is no less than 93.96 % when grounding resistance is between 
0.3 and 100Ω. Furthermore, the practical application shows that the system is effec-
tive and can be useful in the application of lightning protection.

Keywords  Grounding · Tower grounding status · Clamp meter method · Online 
monitoring

49.1 � Introduction

Lightning strikes to transmission lines are the primary cause of transmission-line 
outages [1]; moreover, the tower grounding state including the tower grounding 
resistance and the down-lead conducting state largely prevails as the main mecha-
nism responsible for back flashover [2]. In this sense, periodical checking of the 
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grounding status of the transmission line tower is of great significance for lightning 
protection.

Unfortunately, it is a complex assignment to measure the tower grounding re-
sistance. The traditional tower grounding resistance measurement is generally 
based on the three-electrode method by using the digital earth resistance measure-
ment instrument. The tower down lead must be untied, and the measuring wire and 
electrodes should be arranged, which will bring about heavy workload and high 
environmental requirements [3]. Comparatively speaking, the measurement with 
the clamp meter is considered as a simpler approach. The measuring wire and the 
electrodes are not needed. Besides, the tower down lead should be untied with only 
one left, and the clamp meter should be clamped on it [4]; moreover, a portable 
grounding impedance meter based on a digital signal processor (DSP) is published 
[5]. The clamp method or the portable device may greatly reduce the workload of 
the measurement of the tower grounding resistance; however, it is still unfeasible to 
periodically measure the tower grounding resistance in field conditions by regular 
engineering personnel; and few studies have been carried out in terms of the tower 
grounding down lead solder fault and corrosion which can also cause the tower 
grounding.

With regard to the problems, a transmission line model strictly following the 
design drawing is established and simulated. On this basis, the whole monitoring 
system is designed and realized. Finally, the precision of the measure device is 
tested and compared with a high-precision digital multimeter in the laboratory envi-
ronment; and the system is practically verified on the transmission towers.

49.2 � Measurement Principle

The measurement principle derived from the clamp meter method is shown in 
Fig. 49.1.

The power coil and measure coil are set on the tower down lead. Energize the 
power coil to generate the induced voltage e, and induce the current i in the circuit. 
The loop resistance z is given by

� (1)Z e I= / .

Fig. 49.1   Schematic diagram 
of measurement principle
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The induced voltage e is given by

� (2)

where n1 are the power coil turns and E is the energizing voltage.
The induced current i is given by

� (3)

where n2 are the measure coil turns and I is the current flow through the measure 
coil.

The loop resistance measurement result is given by Eqs. (1)–(3).

�
(4)

As to a common transmission tower shown in Fig.  49.2, the definition of loop 
resistance Z depends on the tower down lead situation:

1.	 Both the down leads are normal: Z is the loop resistance of the tower body, the 
down leads, and the grounding grid circuit.

The loop resistance is very small in theory. But when the solder fault, the contact 
fault, and the corrosion exist, it could be much larger than normal.

2.	 The down lead with coils is normal and the other down lead is untied: According 
to the clamp meter method, Z is the loop resistance of the multi-towers which is 
approximate to the tower grounding resistance [3].

3.	 The down lead with coils is untied: The circuit is open and Z is infinite.

The simulation and actual test result is shown in Chap. 4.

e E n= / ,1

i n I= 2 ,

Z e i
E

n n I
= =/

1 2

Fig. 49.2   Schematic diagram 
of tower grounding system
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49.3 � Implemented Prototype

The prototype of the monitoring system must consider the field applications of the 
measurement devices, namely, long battery life, robustness, hardware protection, 
data transmission, storage, etc.

49.3.1 � Hardware Setup

The monitoring system is composed of the measure devices and the server, in which 
each measure device is designed to be modular to improve the upgrade capabilities 
and easy maintenance. The system structure is shown in Fig. 49.3.

In consideration of the field condition, the measure device is powered by solar 
panel. And the electric storage is a 12-V lithium battery which charges under ad-
equate light, and supplies the measure device. The charge controller is added in the 
system; the major functions of which are overcharge protection and over-discharge 
protection. The WRA1215ZP chips are used as DC-DC converters to ensure the 
sine-ware generator, filter and protection circuit, and control center work properly.

The sine-wave generator is the signal source for the measure system. An Interna-
tional Computer Limited (ICL) 8038 chip is used which puts out the sine-wave with 
a 3-V amplitude. The sine-wave flows through the power coil and generates induced 
voltage and current in the under-testing circuit. The power coil turns are 100 and the 
measure coil turns are 1500. The coil turn numbers are determined by experiment to 
get best accuracy. And the voltage and current measurement results are discretized 
by an analog of 12-bit, 100-ksps, and 8-channel-to-digital converter.

To prevent the lightning strike from threatening the measure device safety, the 
transient voltage suppressor has been used in the protection circuit.

Solar panel

Charge 
controller

12V Ba�ery Relay

12V to 5V
DC-DC Converter

Control 
Center

12V to ±15V
DC-DC

Converter

Sine-wave
Generator

Filter and 
Protec�on Circuit Power Coil

AD Converter

Filter and
Protec�on Circuit

GSM 
Communica�on 

Module

Measure Coil

Server

Fig. 49.3   Block diagram illustrating the system structure
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The measurement devices are mostly working in field condition so that the com-
munication between the measurement devices and the server should be wireless. In 
this prototype, the data transmission and the command sending are using the global 
system for mobile (GSM) communication system.

49.3.2 � System Procedure

The devices automatically measure and send results to the server with a fixed cycle 
and standby during the rest of the time to save energy; but the command control 
is available at any time. The command can be sent to measure the server and any 
mobile phone. As to the field staff convenience, the measurement results are sent to 
both the server and the mobile phone when the command is sent by a mobile phone. 
The procedure of the system is shown in Fig. 49.4.

49.4 � Simulation and Testing Results

49.4.1 � Simulation Results

The tower model shown in Fig. 49.5 is built by strictly following the tower design 
sketch, including the conductor radius, length, materials, etc.

There are altogether 31 towers with a 500-m span in the whole transmission line.

Power-on
Self-test

Stand by

Received
command

Time point

Stand by

Send data to
server

From
Mobile
phone

Send data to
mobile
phone

Yes Yes

Yes

NoNo

No

Fig. 49.4   Block diagram lllustrating the system procedure
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Energize 6-mV voltage in the circuit and measure the current. The earth is con-
sidered homogeneous with 500-Ω·m resistivity, the tower base concrete resistivity 
is 1000Ω·m, the solder fault and corrosion condition are approximated by adding 
a resistivity conduct of 0.5 m long and 0.01Ω·m to the circuit. The interference is 
to energize 606-A three-phase current in the transmission line; and the energizing 
frequency is 50 Hz.

Table 49.1 illustrates that the down lead condition has significant influence on 
the measurement result. When both of the down leads are normal, the measurement 
current circuit is down lead, grid, the other down lead, tower body; the resistance 
is at milli-ohm level and hardly has any current flow through the overhead ground-
ing wire. The corrosion and solder fault raise loop resistance to ohm level with 
very little current flowing through the overhead grounding wire. When the down 
lead without coils is untied, the circuit becomes totally different and the result is 
the tower grounding resistance. Under this condition, the current flows through the 
overhead grounding wire and into ground from other towers. Finally, the interfer-
ence could be even more than the measurement current under condition I, which 

Table 49.1   Simulation results of loop resistance measurement
Voltage level 
(kV)

Condition Current in down 
lead (mA)

Current in overhead 
grounding wire (one side)

Loop resistance (Ω)

500 N 71 0 85m
220 N 91 0 66m
500 I 110 11.6A none
220 I 180 11.6A none
500 F 3.4 0.01mA 1.76
220 F 3.2 0.01mA 1.88
500 U 0.83 0.41mA 7.26
220 U 0.77 0.39mA 7.77

N down lead condition is normal without interference, I no down lead energized with only 
interference, F down lead has corrosion and solder fault, U the down lead without coils untied

Fig. 49.5   Diagram of tower 
model
 



45549  Online Monitoring System of the Grounding Status of Transmission …

may cause a significant error; therefore, the device measurement frequency should 
be different from 50 Hz, and a filter is necessitated.

49.4.2 � Practical Test

The measurements have been carried out to test the performance of the prototype 
as shown in Fig. 49.6.

49.4.2.1 � Laboratory Test

The first tests were carried out in the laboratory to measure different loop resistanc-
es. The results were compared with the measurement results by the high-precision 
digital multimeter, as shown in Table 49.2.

Table 49.1 illustrates that the maximum relative error between the prototype and 
the high-precision digital multimeter is 6.04 %. The accuracy satisfies the require-
ment.

Fig. 49.6   View of the 
prototype

 

Multimeter (Ω) Prototype (Ω) Relative error (%)
0.314 0.321 2.16
0.522 0.518 0.67
0.863 0.875 1.39
1.042 1.105 6.04
2.143 2.118 1.16
5.114 5.187 1.42
10.140 10.382 2.39
20.250 20.324 0.37
50.560 51.032 0.93
100.100 99.873 0.23

Table 49.2   Comparison  
of measurement results



456 W. Li et al.

49.4.2.2 � Practical Application

The prototype was tested on several transmission towers in China. (Fig. 49.7)
The measurement results are shown in Table 49.3.
Table 49.3 illustrates that the loop resistance at normal condition is always larger 

than ideal case because of the contact resistance; however, it is still much smaller 
than other conditions. The measurement result of tower 3 indicates the existence of 
grounding fault. The excavation at tower 3 confirms the down lead disconnection 
as shown in Fig. 49.8.

Fig. 49.8   View of grounding 
fault of tower 3
 

Fig. 49.7   View of prototype 
installation
 

Tower Condition Loop resistance
1 N 0.111Ω
1 U 8.234Ω
1 D OR
2 N 0.460Ω
2 U 3.819Ω
2 D OR
3 N OR

N down lead condition is normal, U the down lead with-
out coils untied, D both down leads disconnected, OR out 
of range

Table 49.3   Practical 
measurement result
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49.4.3 � Discussion

The system is proved to be effective and convenient in the practical tests. The field 
staff can get tower down lead status at anytime and anywhere by sending a com-
mand message, but the field staff must untie other down leads of the concerned 
tower to get data in terms of the tower grounding resistance because the system 
cannot get the down lead status and the tower grounding resistance at the same time, 
which should be solved in further studies.

49.5 � Conclusion

This chapter analyzes the measurement of loop resistance based on the clamp me-
ter method and simulates the loop resistance at different conditions. On this ba-
sis, a new transmission tower grounding status monitoring system is designed and 
implemented. The devices are designed to be modular in consideration of the field 
application as well. Preliminary tests have been carried out in the laboratory with 
the results to be compared with the measurement results by a high-precision digital 
multimeter in order to verify their accuracy; moreover, the practical tests on trans-
mission towers demonstrate that the device is effective and useful in the application 
of lightning protection. Furthermore, the modular design of the device is conducive 
to improve the upgrade capabilities and easy maintenance.
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Abstract  It is rather important to exactly evaluate the lightning withstanding 
level of the transmission line for the system service and the stable operation. In 
the course, the intersection method is usually adopted as the insulation flashover 
criterion in the practical project. But due to the difference of the nature lighting 
waveform and the standard lighting waveform (1.2/50  us), and the effect of the 
reflection and refraction in the lightning progression process, it may cause a large 
error by using the intersection method based on the volt-second characteristic curve, 
which is obtained from the standard lighting impulse in engineering. Several meth-
ods of estimating the insulation flashover are in use today. In general, these meth-
ods can be divided into those based on the conclusion of insulation breakdown 
and those derived from the breakdown process. The leader progression model used 
by CIGRE is one of those methods. In this chapter, several estimation methods of 
the insulation flashover are investigated and compared. A new insulation flashover 
criterion is proposed herein on the basis of the experimental results of the leader 
progression model and the CIGRE insulation flashover criterion. The application of 
this simulation model and the flashover time under standard lightning impulses are 
calculated to obtain the volt-second characteristic curve, which corresponds to the 
results obtained by the experiment.

Keywords  Leading progression model · Flashover criterion · Lightning impulse · 
Volt-second characteristic

50.1 � Introduction

The safety of transmission lines directly affects the safety and reliability of the 
power system. Thus it will be of great significance to calculate the lightning over-
voltage exactly in the case of lightning strike on the transmission lines because it is 
one of the main faults in the power system.

© Springer International Publishing Switzerland 2015
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The lightning protection calculation of the transmission line is usually based on 
the conclusion of insulation breakdown to determine whether the insulation flash-
over happens by comparing the waveform or the amplitude of overvoltage at the 
end of the insulator string. The intersection method is a representative one among 
these kinds of methods by comparing the insulator volt-second characteristic curve 
under the standard lightning surge 1.2/50 (us) with the waveform of overvoltage 
at the end of the insulator string [1, 2]. Once the waveform of overvoltage and the 
volt-second characteristic curve of the insulator intersect, the insulator string will 
be determined to flashover. The intersection method is widely used in the lightning 
protection calculation of the transmission line because of its clear physical concept 
and convenience of application to the engineering calculation.

The measurement and simulation indicate that lightning overvoltage at the end 
of the insulator string is actually far from a standard wave, but has a short tail [3, 4]. 
The discharge voltage of the insulator string under short-wave impulse voltage will 
be higher than that under the standard wave, and the short tail wave will make the 
volt-second characteristic curve upward; therefore, when the intersection method 
is adopted in lightning protection calculation of the transmission line, the lightning 
withstanding level will be underestimated and the lightning intruding overvoltage 
will be underestimated when it is adopted in the lightning protection calculation of 
substation.

This chapter adopts the leader progression method to determine the flashover 
process of the insulator string. First, the flashover model of the insulator string is 
established; another program is developed based on this model to calculate the volt-
second characteristic curve of the insulator string; then the effects of the average 
field intensity of the steam and leader channel are discussed; finally, the volt-second 
characteristic curve obtained by simulation and experiment is compared to verify 
that the application of the leader progression method to the insulator string flash-
over criterion is effective.

50.2 � Criterion of Insulation Flashover based on the 
Leader Progression Method

The criterion of insulation flashover based on the leader progression method con-
siders the physical process of air gap discharge and combines the insulation flash-
over process under impulse voltage with the air gap flashover process of the same 
length. As the leader progression method of air gap discharge consists of several 
successive stages, including corona inception, streamer progression, leader pro-
gression, and main discharge, the insulation breakdown time is made up of several 
components [5]:

�
(50.1)T T T T T Tb p s i l g= + + + + ,



46150  Application of the Leader Progression Model in the Insulation Flashover …

where
Tp is the corona inception time,
Ts is the streamer progression time,
Ti is the ionic birefringence wave progression time,
Tl is the leader progression time, and
Tg is the gas heating time.

The ionic birefringence wave progression time Ti and the gas heating time Ts are 
very short when compared to other time values; so Ti and Tg can be ignored in the 
calculation. The corona inception voltage is far lower than the flashover voltage in 
a highly nonuniform electric field; so, the corona inception time Tp is negligible 
too. The insulation breakdown time can be calculated by the sum of Ts and Tl time 
values.

Streamer progression time can be calculated as below [6]:

�

(50.2)

where E is the maximum electric field intensity before insulation breakdown, kV/m; 
E50 is the electric field intensity at the end of insulation under the 50 % flashover 
voltage, kV/m; k1 and k2 are the factors of streamer progression time, which are rec-
ommended to be 1.25 and 0.95, respectively, as obtained from the air gap discharge 
experiment by Pigini.

The leader progression time can be calculated from its speed which is recom-
mended by CIGRE as below [6],

�
(50.3)

where x is the length of leader, m; u( t) is the voltage at the end of insulation, kV; 
D is the length of insulation, m; El0 is the threshold electric field intensity of leader 
progression, kV/m; Ez is the average electric field intensity of the leader channel; 
k is the factor of leader progression speed. Es and k are associated with the form of 
the insulator and the polarity of impulse voltage. According to CIGRE WG33.01 
results, typical values obtained from experiments are listed in Table 50.1.

The leader progression speed will increase rapidly before the insulation break-
down, and the head of the leader may arrive at the other end instantly. The length of 
the final jump is recommended by Rizk as below [7]:

�
(50.4)

where D is the length of insulation.
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50.3 � Procedure of Insulation Flashover

The calculation of the insulation breakdown time is accomplished by Ts and Tl. Then 
the insulation breakdown process can be reproduced by the simulation program 
based on the leader progression model. The flowchart of the criterion of insulation 
flashover is shown in Fig. 50.1.

The voltage at the end of the insulation can be obtained by an electromagnetic 
transient program. The streamer develops once the electric field intensity exceeds 
a threshold value, which is 350 kV/m. And Ts can be calculated by Eq. 50.2 by the 
maximum electric field intensity before the insulation flashover. Then, the volt-
age amplitude keeps increasing, and the electric field intensity exceeds the leader’s 
initial electric field intensity El0, which is listed in Table 50.1, and it is enough to 
let leader develop continuously. The leader progression speed can be calculated by 
Eq. 50.3. The insulation will finally flash over once the length of the remaining gap 
is less than that of the final jump.

Fig. 50.1   Flowchart of the criterion of insulation flashover
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50.4 � Parameter Discussion

It is clear that the head of the leader is extremely active in the ionization area, and 
the head of the leader actually performs the streamer characteristics. If the leader 
progresses forward, the head of the leader with streamer characteristics must prog-
ress preferentially; hence, the threshold electric field intensity of leader progres-
sion El0 in Eq. 50.3 can replace the average electric field intensity of streamer Es 
(Table 50.2).

Les Renarieres laboratory analyzed and summarized Es and Ez from the experi-
ment data of the 5, 10, and 13.5 m air gap breakdown process as shown in Ta-
ble 50.2 [8].

The criterion of insulation flashover based on the leader progression method 
is adopted to simulate the experiment of the volt-second characteristic curve. The 
length of insulation and the voltage waveform are kept constant while the amplitude 
of voltage is increased to make an insulation flashover. Record the relationship be-
tween the voltage peaks that appeared in the flashover process and the breakdown 
time to obtain the volt-second characteristic curve.

Darveniza put forward an empirical formula to describe volt-second characteris-
tics of the insulator string by employing constant length as follows [9]:

� (50.5)

where L is the length of the insulator string, m; t is the time, us.
The effect of different Es and Ez has been considered on a 10-m air gap. The 

curve obtained from simulation and the experiment are compared as shown in 
Figs. 50.2 and 50.3.

The results show that as the average field intensity of the leader channel in-
creases, when the voltage on the residual air gap is reduced, the flashover voltage of 
the insulator string is increased, and the volt-second characteristic curve has moved 

0.75400 710 / ,s tU L L t− = +

Table 50.1   Threshold electric field intensity of leader progression and the factor of leader pro-
gression speed
The form of insulator The polarity of 

impulse voltage
The threshold electric 
field intensity of 
leader progression El0

The factor of leader 
progression speed k

Suspension insulator Positive 520 1.2
Line post insulator Negative 670 0.8

Table 50.2   Threshold electric field intensity and average electric field intensity of the leader 
channel
D/m 5 10 13.5
Es/kV/m 520 510 480
Ez/kV/m 160 100 80
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Fig. 50.2   Volt-second characteristic curve of 10 m under different Es values

 

Fig. 50.3   Volt-second characteristic curve of 10 m under different Ez values
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up. As the average field intensity of the streamer increases, when the streamer and 
leader initial threshold voltage are increased, the flashover voltage of the insulator 
string is increased, and the volt-second characteristic curve has moved up too.

50.5 � Comparison of Simulation and Experiment Results

Wuhan High Voltage Research Institute has gained the volt-second characteristic 
of 31 pieces of XWP-16 insulator strings from the experiment [10]. The structure 
height of the insulator string is 4.805 m. The flashover process is reproduced by 
simulation, and the volt-second characteristic curve obtained from simulation is 
compared with that from the experiment.

The values of Es and Ez are taken, respectively, to be 520 and 160 kV/m. When 
the applied voltage is 4580 kV, the insulator string flashes over at 2 us, and the max-
imum speed of leader progression is 5.543 m/us. In fact, the flashover of insulation 
is the surface flashover, whose flashover voltage is lower than the flashover in the 
air, and even they have the same flashover distance; in this sense, the slight differ-
ence in the results between simulation and the experiment in Fig. 50.4 is caused by 
lower flashover voltage of surface flashover; besides, the simulation of volt-second 
characteristic curves is slightly higher than that of the experiment. And they are 
generally consistent.

Fig. 50.4   Volt-second characteristic curve of a 31-piece XWP-16 insulator string
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50.6 � Conclusion

In this research, a numerical calculation program of the insulation flashover cri-
terion based on the leader progression method is applied to reproduce the process 
of insulation flashover. With this criterion, the effects of the average field inten-
sity of the steam and leader channel are discussed by comparing the volt-second 
characteristic curve obtained from simulation and experiment, respectively. With 
the rational parameter value, the lightning flashover performance of 31 pieces of 
XWP-16 insulator strings for 500 kV transmission lines is calculated here with the 
calculation results compared with experimental results. This indicates that the cri-
terion is reasonable.
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Abstract  In order to evaluate the risk of transformer life cycle cost, we need a 
set of key indicators to reflect the cost risk of the transformer life cycle; thus, it 
is important to set up a scientific risk index system for the purpose of risk assess-
ment. This chapter establishes a more comprehensive cost model in terms of the 
transformer life cycle and quantifies the uncertain factors of power transformer 
life cycle cost management; then we can obtain a risk assessment index system 
of the transformer life cycle cost. We apply an analytic hierarchy process to the 
cost risk indicators in respect of the transformer life cycle so as to construct the 
judgment matrix, get the weight coefficients of various risk indicators, and lay 
the foundation for risk assessment of transformer life cycle cost.

Keywords  Power transformer · Life cycle cost · Index system · Analytic hierarchy 
process

51.1 � Introduction

The power transformer is one of the most important power transmission and 
transformation equipment, which is in the hub status in the power system. It is 
the foundation for applying appropriate life cycle cost (LCC) management to the 
transformer for the safe and economic operation of the power system. With the 
introduction of the LCC theory to our country, extensive research studies have 
been carried out with remarkable results obtained. In the traditional investment 
decision of the transformer, electric power enterprises lack the understanding of a 
full life cycle which has not fully considered the total cost in the process of a full 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_51



Y. Xu et al.468

life cycle, and there are uncertain factors affecting the whole LCC; therefore, the 
establishment of a risk index system of transformer LCC is of great significance 
in improving the reliability of power transformer operation and reliability of the 
power grid [1–3].

As to the modeling research on transformer LCC, scholars have made some re-
search results at home and abroad. Tao Li made the cost decomposition in the whole 
substation equipment life cycle and established the substation equipment LCC mod-
el [4]. The LCC model is divided into five parts: investment cost, operation cost, 
maintenance cost, failure cost, and disposal cost [5]. Wies and Nilsson made the 
LCC analysis of equipment, which used different methods of simulation modeling 
[6, 7]. Xiaochu Luo proposed a variety of maintenance strategies and obtained their 
effect on LCC [8].

On the basis of the above research results, this chapter establishes a more com-
prehensive transformer LCC model and quantifies the uncertain factors of power 
transformer LCC management; then we can obtain a transformer LCC risk assess-
ment index system. We apply analytic hierarchy process to transformer LCC risk 
indicators, construct the judgment matrix, get the weight coefficients of various risk 
indicators, and lay the foundation for risk assessment of transformer LCC.

51.2 � Life Cycle Cost Model of Power Transformer

In this chapter, the transformer LCC is divided into seven parts: investment cost, 
operation cost, environmental cost, preventive test cost, maintenance cost, failure 
cost, and disposal cost. The LCC model equation is shown as follows:

� (51.1)

Among them, CCI is the investment cost; CCO is the operation cost; CCE is the envi-
ronmental cost; CCS is the preventive test cost; CCM is the maintenance cost. CCF  is 
the failure cost and CCD is the disposal cost.

51.2.1 � Investment Cost

The investment cost of the transformer is the cost of the equipment before opera-
tion; in this article, the investment cost is divided into planning design ( )Cgh , pro-
curement ( )Ccg , construction ( )Caz , and other expenses ( )Cqt .

� (51.2)

LCC C C C C C C C= + + + + + +CI CO CE CS CM CF CD.

C C C C Cgh cg az qtCI += + + .
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51.2.2 � Operation Cost

The operation cost is the running cost of the transformer within the LCC, including 
the artificial maintenance cost ( )Cwh  and energy consumption ( )Cnh .

� (51.3)

51.2.3 � Environmental Cost

With the rapid development of human society economy, the increasing environmen-
tal problems cannot be ignored. Global warming is a serious threat to the sustain-
able development of human society, and the gases which produce greenhouse are 
mainly CO2, CH4, NOX, etc. At the same time, the electromagnetic radiation and 
the noise pollution of power transformer also bring some harm to the surroundings. 
This chapter divides the environmental cost into the greenhouse gases penalty cost, 
the electromagnetic radiation penalty cost, and the noise pollution penalty cost.

� (51.4)

� (51.5)

Among them, ELR represents the annual actual cost, EL0 represents the annual nor-
mal cost, EEMi represents the actual radiation, EEM i0  represents the standard radia-
tion limit, CEi  represents the radiation exceeding penalty cost, r represents the rate 
of inflation, and R  represents the social discount rate.

Noise pollution mainly includes the transformer construction noise and the elec-
tromagnetic noise of the run time. The noise pollution common valuation methods 
include protection fees, willingness to pay, and direct or indirect cost of the dam-
aged method.

51.2.4 � Preventive Test Cost

Preventive test cost includes the cost of preventing equipment from failure and 
regular preventive test cost with the equation shown as below:

� (51.6)
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Among them, C i tSA S( )∆  represents the preventive test year cycle.

51.2.5 � Maintenance Cost

The maintenance cost refers to the transformer maintenance costs caused by the 
failure, including the overhaul cost and minor repair cost.

� (51.7)

Among them, ( )tλ  represents the failure rate, ( )tρ  represents the probability of 
overhaul, C tMAO ( ) represents the preventive the overhaul cost, and C tMAMR ( ) rep-
resents the minor repair cost.

51.2.6 � Failure Cost

This chapter is based on years of actual power outage time to measure the fault out-
age punishment cost, building a more comprehensive fault outage loss cost, mainly 
including three parts: failure to supply loss, repair fault cost, and penalty cost.

� (51.8)

Among them, a represents the electrovalence, W  represents the annual interruption 
of power, T  represents the annual actual power outage time, ( )tλ  represents the fail-
ure rate, RC  represents the average annual repair costs, MTTR represents the aver-
age annual repair time, T0  represents the annual plan outage time, and Cd  represents 
the power outage time compensation fee.

51.2.7 � Disposal Cost

Transformer disposal cost includes the scrap cost and salvage value.

� (51.9)
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Among them, CR  represents the clearing expense, CV  represents the value loss ex-
pense, CNS  represents the expense of the recycling of the residual value.

51.3 � Risk Index System of Power Transformer  
Life Cycle Cost

The principles of the risk assessment indicator system include the life cycle prin-
ciple, the clear and practical principle, and the quantitative qualitative analysis prin-
ciple.

According to the above principles of establishing an index system, set up a trans-
former LCC risk assessment index system. The LCC risk assessment index system 
consists of 7 first-level indexes and 38 secondary indexes. The index system is 
shown in column1, column 2, and column 4 in Table 51.1.

51.4 � Application of the Analytic Hierarchy Process  
to Determine Weight

By 1–9 scaling to obtain judgment matrixes, we can apply the AHP method to get 
the LCC risk evaluation system index weights, as shown in column 3 and column 
5 in Table 51.1.

The analytic hierarchy process is generally divided into three steps, taking the 
preventive test cost secondary risk factors in Table 51.1, for example, the process of 
calculating the weights is as follows:

1.	 Construct judgment matrix based on the expert assignment. For example, the judg-

ment matrix of preventive test cost risk can be written as: B4

1 3 5

1 3 1 3

1 5 1 3 1

=














/

/ /

.

2.	 Verify the consistency of the judgment matrix B4 . After calculation, we get to 
know that this matrix meets the requirements.

3.	 Calculate the weight of B4 , and we obtain weight w  = (0.6370, 0.2583, 0.1047). 
It shows the weights of the test personnel operation risk, material price change 
risk, and technology risk. After a total sort, we can get the weight of the test per-
sonnel operation risk, the material price change risk, and the technology risk of 
w  = (0.0276, 0.0112, 0.0045).

Other primary and secondary index weights can also be obtained according to the 
above process. The result is shown in Table 51.1.

From Table 51.1, we can obtain the weights of 7 first-level indexes and 38 
secondary indexes. According to the first-level index weights, we get to know 
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Column1 Column2 Column3 Column4 Column5
Evaluation 
target

First level 
indexes

First level 
indexes 
weights

Secondary indexes Secondary 
indexes 
weights

LCC cost risk Investment 
cost risk

0.1427 Security risk of planning and design 0.0114
Equipment price floating risk 0.0056
Technology risk 0.0140
Investment risk 0.0491
Risk of load forecasting precision 0.0232
Equipment location risk 0.0317
Personnel quality risk 0.0030
Construction quality guarantee risk 0.0046

Operation 
cost risk

0.0760 Operational risk 0.0308
Load control risk 0.0143
Legal risks 0.0025
Management risk 0.0181
Natural disaster risk 0.0067
Energy and emissions reduction policy risk 0.0035

Environ-
mental cost 
risk

0.0509 Environmental pollution compensation risk 0.0288
Technology risk 0.0028
Policy risk of variability 0.0133
Laws and regulations permit risk 0.0060

Preventive 
test cost 
risk

0.0433 Test personnel operation risk 0.0276
Material price change risk 0.0112
Technology risk 0.0045

Mainte-
nance cost 
risk

0.2181 The uncertainty risk of repair 0.1114
Repair effect risk 0.0137
Personnel operating risk 0.0589
Overhaul management risk 0.0254
Technology risk 0.0087

Failure 
cost risk

0.4440 The uncertain failure frequency risk 0.1819
Loss of load risk 0.0412
Sudden blackout risk 0.0168
Emergency workers quality risk 0.1166
Policy risk of variability 0.0255
Power compensation risk 0.0620

Disposal 
cost risk

0.0249 Equipment damage value risk 0.0046
Price risk 0.0024
Scrap application risk 0.0012
Scrap approval risk 0.0007
Idle supplies statistical risk 0.0061
Idle material disposal risk 0.0100

Table 51.1   Risk assessment index system of LCC
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that the failure cost risk is the highest; at the same time, both the investment 
cost risk and the maintenance cost risk are very high. In the same way, we can 
obtain the uncertainty risk of repair; and the uncertain failure frequency risk and 
emergency workers’ quality risk are very high according to the 38 risk factors in 
Table 51.1.

The weights mainly reflect the effect of various risk indexes on the transformer 
LCC, which lays the foundation for risk assessment of transformer LCC.

51.5 � Conclusion

The chapter establishes a set of cost risk assessment systems in terms of the trans-
former life cycle, including transformer investment cost risk, operation cost risk, 
environmental cost risk, preventive test cost risk, maintenance cost risk, failure cost 
risk, and disposal cost risk. The system is scientific and reasonable. We apply the 
analytic hierarchy process to the risk indicators of transformer LCC, construct the 
judgment matrix, get the weight coefficient of 7 first-level indexes and 38 second-
ary indexes, and lay the foundation for the risk assessment of transformer LCC.
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Abstract  The lightning protection transformation is strongly needed because the 
transmission lines in mountainous areas have been frequently subject to the light-
ning damage. This chapter carries out research studies on the lightning protection 
of transmission lines in mountainous areas by the technology of differentiated light-
ning protection; at the same time, the lightning risk assessment using differentiated 
lightning protection is conducted as to 110 kV transmission line with the most fre-
quent flashovers. The factors of terrains and topographic features of towers, light-
ning activities, and insulation configuration have been considered in the course of 
risk assessment. The scheme of lightning protection transformation is thus proposed 
based on the assessment results technically and economically.

Keywords  Differentiated lightning protection · Transmission lines · Lightning 
protection transformation · Trip-out rate · Line arrester

52.1 � Introduction

The lightning strike is the primary cause of the transmission line fault. The line’s 
trip-out of State Grid Corporation increases every year from 2005 to 2010 with 40 % 
of such trip-out caused by lightning, especially the transmission lines in mountain-
ous areas [1]. They are mostly in the mountains of big ridge and complex terrain. 
Experience has shown that the lightning trip rate of transmission lines in southern 
mountainous area is higher than that of the electricity supply with relevant safety 
and reliability as well as the power grid of safe operation [2].

In recent years, China has carried out a lot of research studies to improve the 
situation of lightning protection in mountainous areas [3, 4]. The technology of dif-
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ferentiated lightning protection was put forward which considered the differences 
of various factors such as distribution of lightning activity, topography, tower struc-
ture, lightning accident, etc. Then, it recommended appropriate lightning protection 
transformation program [5, 6]. As a new method, whether it can achieve a corre-
sponding effect or not remains to be demonstrated in practice.

In this chapter, it takes the lighting protection transformation in some mountain-
ous areas as an example. It researches the lightning protection transformation of 
transmission lines with the method of differentiated lightning protection. Finally, 
it provides a cost-effective rehabilitation program [7]. The work provides a strong 
argument for the application of the technology in engineering practice.

52.2 � Technology of Differentiated Lightning Protection

It is necessary for the transmission lines in mountain areas with serious lightning to 
transform the lightning protection which is a very complex process. In this chapter, 
the technology of differentiated lightning protection is used to improve the light-
ning protection of transmission lines in the mountain areas. It takes the differences 
of various factors such as distribution of lightning activity, topography, tower struc-
ture, and lightning accident into consideration with the basic steps shown as below:

1.	 Parametric statistics
2.	 Analysis of the lightning protection performance
3.	 Risk assessment
4.	 Lightning protection configuration of the transmission line and program 

formulation
5.	 Technical and economic evaluation of the rehabilitation programs.

52.3 � Parametric Statistic

This chapter selects the 110 kV Transmission Line A subject to trip-out mostly in 
the region as an example to transform lightning protection. Line A of 28.178 km in 
length, whose transmission lines are mainly located at the mountains, was put into 
use on January 23, 2003. Sixteen cases of lightning accident occurred from 2003 to 
2005 on this line, so its lightning trip-out rate was 28.39 times/(100 km·year), much 
higher than the specified value 0.97. Relevant records show that effective measures 
are not taken to reduce the lightning trip rate except that the lightning rods of tower 
top were installed on the breakdown towers.

It is important to master the lightning distribution of the transmission line cor-
ridor and obtain the actual parameters of lightning so as to achieve the reliability 
of differentiated lightning protection. The ground flash density and the amplitude 
distribution of lightning current are the foremost parameters [8].
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Ground flash density (GFD) is available according to the lightning location sys-
tem (LLS) as shown in Table 52.1:

The amplitude distribution curves of lightning current during 2006 to 2011 can 
be obtained according to lightning parametric statistics. These curves are substi-
tuted to the following Formula (52.1).

In Formula (52.1), I is the amplitude of the lightning current; x is the mean 
current; in other words, the probability of lightning current exceeding x is 50 %; y 
reflects the change in the probability curve; p (Ip > I) represents that the probability 
of lightning current is larger than I. The amplitude of lightning current from 2006 to 
2011 is fitted to curves. The distribution parameters x and y derived from the fitted 
curves are shown in Table 52.2:

�
(52.1)

The average probability distribution of each corresponding amplitude point can be 
obtained, as shown in Table 52.3, according to the calculation of the average prob-
ability distribution of lightning current amplitude during the 6 years.

The data of Table 52.3 can be fitted into the amplitude distribution curve of the 
average lightning current. Formula (52.2) is calculated as below:

�
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Table 52.1   Ground flash density
LLS
06 07 08 09 10 11

GFD (f/km2·y) 5.01 3.87 5.72 3.99 6.15 6.04
Average:5.13506

Year IEEE criterion (P = 1/[1 + (I/x)^y]
x y

2006 32.7567 2.9747
2007 28.4083 3.3864
2008 28.4958 2.7196
2009 28.8115 2.7606
2010 27.7463 2.6541
2011 24.6202 2.6587

Table 52.2   Parameter 
distribution of the lightning 
current amplitude curve
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52.4 � Analysis of Lightning Protection Performance and 
Risk Assessment

The lightning withstanding level (kA) and the lightning trip-out rate 
(times/100 km·year) are two important indexes of characterizing the lightning pro-
tection performance of transmission lines. The trip-out rate by back-flashover is cal-
culated based on the electromagnetic transient program EMTP while the shielding 
failures are based on the approach of the pilot development model [9].The lightning 
trip-out rate of lines can be roughly estimated based on the parameters about line 
and terrain. While compared with the actual data, the result can be regarded as the 
evaluation criteria of lightning protection performance.

First, a standard for risk assessment has to be established. According to provi-
sions of Article 89 of 110 (66) kV500 kV Overhead Transmission Line Management 
Practices as released by the National Grid Company Sets [10], the lightning trip 
rate of each voltage level normalized to 40 thunderstorm days should not exceed the 
following indicators: 110 (66) kV; 0.525 (times/100 km·a). If converted to the an-
nual average ground flash density in the region (5.13506 f/km2·a), the correspond-
ing index should be: 110 (66) kV; 0.970 (times/100 km·a).

Upon calculation of the back-flashover and shielding trip rate of each tower, the 
risk level of lightning flashover can be classified. The criterion of classification 
used for the risk assessment of lightning flashover of overhead transmission lines in 
the region is shown in Table 52.4.

In Table 52.4, S represents the average lightning trip-out rate. S of Line A is 2.452 
(times/100 km·a) which is larger than the prescriptive value. The lightning protec-
tion performance will be divided into four grades (A, B, C, and D) according to the 
standard in Table 52.4. Upon calculation of the lightning trip-out rate of each tower 
across Line A, the risk grade of each tower is shown in Fig. 52.1.

The grade distribution of towers is based on the calculation results as shown in 
Table 52.5.

Table 52.4   Standard for assessment of lightning risk
Risk assessment level A B C D
Trip rate P < 0.5·S 0.5·S ≤ P < 1.0·S 1.0·S ≤ P < 1.5·S P ≥ 1.5·S

Table 52.3   Parameter distribution of average probability of lightning current from 2006 to 2011
I 10 20 30 40 50 60 70 80 90 100
p (Ip>I) 0.984 0.737 0.472 0.283 0.174 0.113 0.080 0.056 0.040 0.031
I 110 120 130 140 150 160 170 180 190 110
p (Ip>I) 0.025 0.019 0.016 0.014 0.010 0.007 0.008 0.004 0.005 0.003
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52.5 � Program of Lightning Protection Transformation

The flow chart of lightning protection transformation is shown as below (Fig. 52.2):
As the transmission line is already built, the reduction of resistance and installing 

line arresters are selected as the main measures and installing controllable light-
ning rod as an auxiliary measure. As to the measurement of resistance reduction, it 
suggests that the relevant unit should retest the earth resistance and determine the 
target of grounding transformation in combination with the results of the risk as-
sessment [11]. As to the installing line arrester, the choices of the installation phase 
and the number of line arresters refer to the terrain of the tower and the probability 
of shielding flashover [12].

The scope and sequence of the towers for transformation are determined as be-
low on the basis of the lightning trip records of this line and the theoretical calcula-
tion of the lightning trip rate:

Table 52.5   Distribution of lightning risk grade
Risk assessment level A B C D
Range of trip rate (times/100 km·y) 0~1.226 1.226~2.452 2.452~3.678  ≥ 3.678
Amount of towers 21 30 17 2
Percentage (%) 30 % 42.86 % 24.29 % 2.85 %

Fig. 52.1   Results of the trip rate and lightning risk assessment
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1.	 Towers that have been subject to lightning
2.	 Towers that are evaluated as grade D
3.	 Towers that are evaluated as grade C.

There are 16 faults available in two years on Line A. The 17th tower has been 
tripped 4 times; NO. 21, 30, 61 towers all have been tripped 2 times; the other six 
towers have been tripped 1 time. The following protective measures should be taken 
based on the reasons for the tower fault:

1.	 The measure of reducing grounding resistance will be taken for No. 17, 61, 18, 
35, and 60 towers

2.	 Line arresters will be installed at No. 21, 30, and 61 towers (the 17th tower has 
been installed)

3.	 The Controllable lightning rods or line lightning arresters will be installed on 
both sides of the wire for No. 18, 35, 60, and 63 towers (No. 22 and 31 towers 
have been installed).The impact of economic factors should be taken into con-
sideration in a specific program.

The result of risk assessment shows that there are 17 towers of grade C and two of 
grade D. All of these towers of grades C and D are weak. There are three towers 
(NO.17, 22, and 35) of grade C that have been subject to lightning with three (NO. 
29, 46, and 47) installed with the line arresters. The 50th tower of grade D has been 
installed with the line arrester. In other words, there are 12 weak towers in total.

There are 7 towers without the arrester subject to lightning, 11 towers of grade 
C without arrester not subject to lightning and only one of grade D; in this sense, 
19 towers have to be transformed. The specific programs are shown in Table 52.6.

In Program 1, the towers which are struck by lightning more than one time will 
be instilled with the line arrester; in Program 2, the towers hic hare stuck by light-
ning will be instilled with the line arrester; in Program 3, the towers of grade D 
which are stuck by lightning will be instilled with the line arrester; in Program 4, 
the towers of grades C and D, which are stuck by lightning will be instilled with 
the line arrester. Other towers which need to be transformed will be instilled with 
the controllable lightning rods according to their actual situations. Each tower will 
be installed with two lightning arresters or rods. The price of a line arrester is about 
RMB7000 and a lightning rod of about RMB7500.

Fig. 52.2   The flow chart of lightning protection transformation
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It is shown in Table 52.6 that only Program 4 complies with the standard; there-
fore, the final concrete measures are shown as below:

1.	 The measure of resistance reduction will be taken for NO. 17, 61, 18, 35, and 60 
towers

2.	 Two line arresters will be instilled on NO. 5, 14, 16, 18, 21, 29, 30, 35, 36, 42, 
51, 52, 55, 60, 62, 63, 65, 66, and 67 towers.

Conclusion: The existing lightning fault trip records and the risk assessment result 
of each tower of Line A are regarded as the criteria for the lightning protection trans-
formation. According to the results, it selects the towers that need to be transformed. 
Then the lightning protection performance before and after reconstruction will be 
compared. The results show that the final program has improved the lightning pro-
tection performance of Line A, and it has greatly reduced the risk of lightning flash-
over of the line.

52.6 � Conclusion

The main content of this chapter concerns the application of differentiated lightning 
protection technology to power transmission line in the mountain areas. It uses dif-
ferentiated lightning protection technology to transform the lightning protection of 
Line A which features the highest risk of lightning flashover as to 110 kV transmis-
sion lines in the region. It implements the steps of this technology and puts forward 
a reform program finally.These results show that the scheme has greatly improved 
the lightning protection performance of Line A. Through this study, the following 
conclusions can be obtained:

1.	 In this chapter, a 110 kV transmission line, which has a serious lighting fault, has 
been selected to carry out the risk assessment of lightning flashover and calculate 
the lightning trip rate of each tower. What is more, compared to the risk level 
classification criteria and results of the trip rate, there comes the risk assessment 
level of each tower. As the result of risk assessment, the towers of grades C and 
D account for 27.14 %

2.	 According to the actual situation, the main reform measures using the dynasty 
blocking transformation and installation of line arresters have been taken; 

Table 52.6   Schemes of modification of the lightning protection
Program Lightning rod Line arrester Expected trip 

rate (f/100km·a)
Percentage of 
better than the 
standard

Expense 
(thousand 
yuan)

1 16 32 3 6 1.043 – 28.2
2 12 24 7 14 1.009 – 27.8
3 11 22 8 16 0.997 – 27.7
4 0 0 19 38 0.816 16.0 % 26.6
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the installation of controlling discharge lightning rod has been regarded as an 
assisted measure. According to the results of the risk assessment and the fault 
statistics, it will determine the towers which are going to be changed. Reason-
able choice of specific measures will be taken based on the actual situation, and 
it eventually formulates a self rehabilitation program to meet the requirements 
by comparing the effect and economics

3.	 As to the lightning protection transformation of the transmission line, the prin-
ciple of transformation, the calculation method, the reference criterion, and the 
ultimate goal have nothing to do with the voltage level; therefore, the method 
can also apply to transmission lines of different voltage levels in mountain areas, 
such as 220 kV and 330 kV. At the same time, it provides a very effective method 
for the similar engineering problems in fact.
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Abstract  The aim of this chapter is to obtain the selection strategy of form-finding 
methods for the initial state of transmission lines based on ANSYS. First, this 
chapter introduces the theory and the main characteristic of four kinds of form-
finding methods for transmission lines, which are the “V”-shape method, the little 
elastic modulus method, the direct iteration method, and the across-the-lowest-point 
method. Second, in order to get the selection strategy of these four methods, design 
a group of calculation models. Then, this chapter organizes simulation results on the 
basis of different methods, and makes further analyses of these data. The selection 
strategy proposed in this chapter can provide a convenient way to choose the proper 
form-finding method for the initial state of transmission lines based on ANSYS.

Keywords  Selection strategy · ANSYS · Form-finding · Transmission lines

53.1 � Introduction

ANSYS is not only powerful, but also easy to learn. With the help of ANSYS 
software, studying the electric power system becomes much easier [1, 2]. For the 
simulation problem of transmission lines in ANSYS, the form-finding method for 
the initial state of transmission lines plays an important role because of its basic 
and irreplaceable effect [3]. Although there exist several form-finding methods 
for transmission lines, no one put forward any selection strategy of existing form-
finding methods based on ANSYS. Therefore, this chapter aims at offering a useful 
selection strategy of different form-finding methods which can provide the most 
suitable form-finding methods for each calculation condition.

Four common form-finding methods for transmission lines based on ANSYS 
introduced in this chapter are the “V”-shape method, the little elastic modulus 
method, the direct iteration method, and the across-the-lowest-point method. WH 
Zhang et al. proposed the direct iteration method (called as Method I below) which 
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proceeds nonlinear iteration under the effect of deadweight [4–7]. YB Lu et al. pro-
posed the “V”-shape method (called as Method II below), and its initial geometric 
model is designed like the letter “V” [1, 2, 8–10]. YZ Jia et al. proposed the little 
elastic modulus method (called as Method III below) which sets the smaller elastic 
modulus value as the initial value [11–13]. Ying Jin proposed the across-the-lowest-
point method (called as Method IV below) which stops the iteration when the de-
formed model is across the lowest point of transmission lines [14–15].

Because the accuracy of each method differs in distinct calculation conditions 
[14], the existing problem of form-finding methods is that which form-finding 
method is the best choice according to the specific condition. Hence, it is necessary 
to create a selection strategy of form-finding methods for transmission lines.

53.2 � Four Conductor Form-finding Methods

53.2.1 � Method I

The theory of Method I is that the displacement of geometric model is simply 
generated by gravity. Usually, the horizontal tension value is set as convergence 
value. Although the operation of this method is not complicated; Method I needs 
multiple iterations which might spend much time [4, 7, 15, 16].

53.2.2 � Method II

The main characteristic of Method II is to build a geometric model in the shape 
of letter “V.” Furthermore, the length of “V”-shape model should be equal to the 
theoretical value of catenary which is calculated by catenary equation [12, 13]before. 
The significant advantage of this method is that the initial form of transmission lines 
can be found after iteration [1, 2].

53.2.3 � Method III

The theory of Method III is that the displacement of geometric model is not simply 
produced by gravity which is opposite to that of the direct iteration method. 
Therefore, in this method, by means of gravity and adjusting the elastic modulus 
value, the initial state of transmission lines still can be found [8, 11, 17]. However, 
adjusting the elastic modulus depends on personal experience which might produce 
big error.
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53.2.4 � Method IV

The theory of Method IV is that consider the deformed model which is across the 
lowest point calculated by catenary equation [12, 13] as the initial form of transmis-
sion lines [15]. Similarly, this method needs adjusting the elastic modulus value, in 
order to make the geometric model pass through the lowest point.

53.3 � Examples

53.3.1 � Design of Examples

The type of transmission conductor is LGJ-300/40 [12]. There are three kinds of 
calculation models, and each model has three calculation conditions which are 
described in Table 53.1.

53.3.2 � Results

This chapter discusses three types of data: the length of catenary, the sag of 
semispan, and the stress of left suspension point. Besides, the theoretical value of 
each result is calculated by catenary equation [12, 13]. Moreover, if there is height 
difference within a span, errors of Method II are unacceptable [1, 2, 14]. So, in 
Model II and Model III, we do not consider about Method II. Simulation results and 
theoretical values of each calculation condition are shown in Tables 53.2 and  53.3, 
respectively.

According to the errors between theoretical values and simulation results, the 
scatter diagrams of each model are shown in Figs. 53.1, 53.2, 53.3:

Calculation 
conditions

Descriptions of calculation conditions

Model I S-1–1 No height difference; span is 50m
S-1–2 No height difference; span is 450m

Model II S-2–1 Height difference is 2 m; span is 200 m
S-2–2 Height difference is 10 m; span is 200 m

Model III S-3–1 Height difference is 30 m; span is 200 m
S-3–2 Height difference is 50 m; span is 200 m

Table 53.1   Calculation 
conditions
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Table 53.2   Simulation results
Calculation conditions Model I Model II Model III

S-1–1 S-1–3 S-2–1 S-2–3 S-3–1 S-3–3
Catenary 
length 
(m)

Method I 150.05 451.15 200.17 200.41 202.40 206.31
Method II 150.06 451.41
Method III 150.07 451.11 200.20 200.44 202.43 206.35
Method IV 150.06 451.83 200.20 200.40 202.42 206.33

Sag of 
semispan 
(m)

Method I 1.73 13.94 3.44 3.45 3.50 3.59
Method II 1.75 15.45
Method III 1.96 13.73 3.80 3.81 3.86 3.97
Method IV 1.78 17.58 3.75 3.74 3.76 3.76

Stress of 
the left 
suspen-
sion point 
(N/mm2)

Method I 52.54 58.32 47.64 47.56 47.51 47.76
Method II 52.24 53.52
Method III 47.08 60.93 43.24 43.13 43.04 43.17
Method IV 51.81 47.70 43.79 43.79 44.17 45.29

Table 53.3   Theoretical values
Calculation conditions Catenary length (m) Sag of semispan (m) Stress of the left 

suspension point 
(N/mm2)

Model I S-1–1 150.23 1.75 51.91
S-1–2 457.33 17.58 47.87

Model II S-2–1 200.75 3.75 43.85
S-2–2 200.75 3.75 43.81

Model III S-3–1 200.74 3.75 44.30
S-3–2 200.71 3.76 45.63

a b c

Fig. 53.1   Scatter diagram of Model I

 

a b c

Fig. 53.2   Scatter diagram of Model II
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53.3.3 � Discussion of Results

The results indicate that the accuracy of these four form-finding methods is the 
same when they are used in the identical calculation conditions. Because all the 
error curves coincide with each other in the scatter diagram of catenary length, 
the accuracy is always the same; no matter we use which form-finding method in 
specific calculation conditions.

On aspects of sag of semispan and stress of the suspension point, we believe that 
the accuracy of Method IV is the highest while the accuracy of other form-finding 
methods relies on calculation conditions. Specifically, if the span distance is short 
without height difference, the errors of Method I and Method II are acceptable; if 
the span distance is long, their errors are unacceptable. Moreover, in Fig. 2, curves 
of Method I and Method III are both paralleled to horizontal axis which means that 
the height difference does not affect the accuracy of these two methods; but the 
accuracy of Method III is much higher than that of Method I. Besides, in Fig. 3, with 
the increment of height difference, the accuracy of Method I is increasing; however, 
the accuracy of Method III is decreasing.

The reasons for the great change of accuracy of Method I and Method III are as 
follows. First, they do not have unified and standard criterion of iteration stopping, 
and usually the iteration cannot stop until errors of simulation results meet the 
requirement set by researchers. Second, the initial elastic modulus value in Method 
III is set according to personal experience, which might exert harmful influence on 
simulation results.

53.4 � Generation of Strategy

53.4.1 � Analysis of Accuracy

Use numbers 5–1 to express the accuracy level of these form-finding methods, and 
the accuracy level of each method is shown in Table 53.4.

b ca

Fig. 53.3   Scatter diagram of Model III

 



Y. Jin et al.488

53.4.2 � Analysis of Difficulty

According to the flow diagrams given above, operational difficulty levels of each 
form-finding method can be described as numbers: 5, 4, 3, 2, and 1, from the easiest 
level to the most difficult level. And the difficulty analysis of each method is given 
in Table 53.5.

53.4.3 � Selection Strategy

By combining the analyses of accuracy and difficulty, this chapter proposes a selec-
tion strategy of conductor form-finding method for different data types and calcula-
tion conditions. The selection strategy is given in Tables 53.6.

Table 53.4   Accuracy analysis of three models
Calculation conditions Direct itera-

tion method
“V”-shape 
method

Little elasticity 
modulus 
method

Across-the-
lowest-point 
method

S-1–1
S-2–1
S-3–1

Catenary length 5 + 5 + 5 5 5 + 5 + 5 5 + 5 + 5
Sag of semispan 4 + 3 + 3 4 1 + 4 + 4 5 + 5 + 5
Stress of point 4 + 3 + 2 5 4 + 4 + 4 5 + 5 + 5

S-1–2
S-2–2
S-3–2

Catenary length 4 + 5 + 4 4 4 + 5 + 4 4 + 5 + 4
Sag of semispan 1 + 3 + 3 1 1 + 4 + 3 5 + 5 + 5
Stress of point 1 + 3 + 3 1 1 + 4 + 3 5 + 5 + 5

Table 53.5   Difficulty analysis of operations
Direct iteration 
method

“V”-shape method Little elasticity modu-
lus method

Across-the-lowest-
point method

3 5 2 1

Table 53.6   Selection strategy
Data type Transmission conductor form-finding 

methods
Model I Catenary length Larger span Across-the-lowest-point method

Smaller span “V”-shape method
Sag of semispan Larger span Across-the-lowest-point method

Smaller span “V”-shape method
Stress of suspen-
sion point

Larger span Across-the-lowest-point method
Smaller span “V”-shape method

Model II Catenary length
sag of semispan
stress of suspension point

Direct iteration method little elastic-
ity modulus method Little elasticity 
modulus method

Model III Catenary length Direct iteration method Across-the-
lowest-point method Across-the-low-
est-point method

Sag of semispan
Stress of suspension point
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53.5 � Conclusion

This chapter does research on four kinds of form-finding methods for transmission 
lines: “V”-shape method, little elastic modulus method, direct iteration method, 
and across-the-lowest-point method. On the foundation of theoretical analysis, 
three kinds of calculation models are designed. After simulation of ANSYS, this 
chapter proposes a selection strategy of conductor form-finding methods which is 
of practical value.
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Abstract  In order to solve the problems of the slow convergence speed, low preci-
sion and easy trapping in local optimal solutions in an artificial bee colony (ABC) 
algorithm, a novel modified ABC algorithm based on the Lévy flights disturbance 
mechanism is proposed in this chapter. It attempts to increase the exploration effi-
ciency of the solution space for global optimization. The modifications focus on the 
solution construction phase of the artificial bee colony algorithm. In addition, to 
further balance the search processes of exploration and exploitation, the modifica-
tion forms of the onlookers and scouts search strategy is proposed in this chapter. 
It could avoid local optimum. And it also could greatly improve convergence speed 
and solution precision on the basis of keeping strong global optimization perfor-
mance of the proposed algorithm. Simulation experiment results based on typical 
benchmark functions show that the proposed algorithm is more effective to avoid 
premature convergence and to improve solution precision than some other ABCs 
and several state-of-the-art algorithms.

Keywords  Cuckoo search (CS) algorithm · Artificial bee colony algorithm · Lévy 
flights · Global optimization · Disturbance strategy
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54.1 � Introduction

Artificial bee colony (ABC) [1] algorithm was introduced by Karaboga in 2005. 
It is a stochastic optimization algorithm which simulates the intelligent foraging 
behavior of honey bees. Subsequently, Karaboga and Basturk compared the per-
formance of the ABC algorithm with that of other well-known modern heuristic 
algorithms such as GA, PSO, differential evolution (DE), and particle swarm opti-
mization evolutionary algorithm (PS-EA) on unconstrained and constrained prob-
lems [2]. The study showed that the performance of the ABC algorithm was better 
than or similar to those of other population-based algorithms with the advantage 
of employing fewer control parameters. The comparison results showed that ABC 
algorithm was effective. The algorithm has not only been widely applied to the ar-
eas of discrete optimization, but also been applied for solving a variety of real-life 
benchmark problems [3], such as function optimization problems.

Two research strategies on further exploring the performance of continuous 
space function optimization in the ABC algorithm have been adopted. The first 
research strategy is that the search mechanism based on the basic ABC algorithm is 
modified partly [4–11]. Zhu and Kwong proposed best-guided artificial bee colony 
(GABC) algorithm [4] which utilizes global best solution to improve the exploita-
tion of the solution search equation. The second research strategy is to combine 
ABC with other optimization algorithms [12–14], such as improved artificial bee 
colony algorithm (IABC) [12], Rosenbrock artificial bee colony algorithm (RABC) 
[13], hybrid harmony search with artificial bee colony algorithm (HHSABC) [14], 
etc. Although the search performance could be improved by the combination of 
ABC and other optimization algorithms, the original intention of simulating bio-
logical characteristics in the basic ABC algorithm has been changed. And the calcu-
lation time complexity of the algorithm has been increased accordingly. However, 
the proposed algorithm combines the characteristics of Lévy flights disturbance 
mechanism with the modification strategy of search mechanisms of onlookers and 
scouts based on the ABC algorithm. It is a new evolutionary optimization algorithm 
which based on these two research strategies.

The strategy of Lévy flights disturbance mechanism was inspired by the cuckoo 
search (CS) algorithm, which was a new intelligent optimization algorithm pro-
posed by Yang from Cambridge University and Deb from Raman Engineering Uni-
versity in 2009 [15]. Although the ABC algorithm has better global search ability, 
its relative shortage of local search capability and solution precision still needs to 
be enhanced. According to the study of real bee colony activities, we found that the 
flight path of bee colony in the process of foraging possesses the characteristics of 
Lévy flights. Inspired by the CS algorithm, the Lévy fights artificial bee colony al-
gorithm (LFABC) based on the Lévy flights disturbance strategy has been proposed 
in which the search mechanism of onlookers and scouts is modified. It can over-
come the shortcomings of the ABC algorithm. Our numerical experimental results 
show that the LFABC algorithm is very satisfactory with fast convergence speed, 
success rate, high solution precision, and searching efficiency.
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The rest of this chapter is organized as follows. The proposed LFABC algorithm, 
which is based on the Lévy flights disturbance strategy, is presented in Sect.  2. 
The experimental results conducted by benchmark functions are presented and dis-
cussed in Sect. 3. Finally, the conclusion is drawn in Sect. 4.

54.2 � The ABC Based on the Strategy of Lévy Flights 
Disturbance

54.2.1 � Lévy Flights Search Mechanism

The CS algorithm forms theory by the way cuckoo searches nest. This search algo-
rithm is designed based on Lévy flights search mechanism. The simple ideal rules 
of the algorithm are defined as follows: Every cuckoo lays one egg at a time, and 
selects randomly parasitized nests for hatching. The best one would be reserved to 
the next generation among the selected parasitized nests. The number of available 
parasitized nests is fixed, and the eggs laid by a cuckoo are discovered by the host 
birds with certain probability. According to the rules defined above, the host birds 
could either throw the eggs away or abandon the nests and build a new one.

The path and position cuckoo searched for could be expressed as Eq. (54.1). In 
order to generate new solutions xi

t+1, a Lévy flight is performed as follows:

� (54.1)

where, xi
t  denotes ith nest locating in the position of tth generation bird nest. α > 0 is 

the step size. In most cases, take α =1. The Eq. (54.1) is an essentially random walk 
equation. Normally, a random walk is a Markov chain, and its next status depends 
on the current location of the position (the first term in the above equation) and tran-
sition probabilities (the second item). The product ⊕ means entrywise multiplica-
tion, while Le vy

·
( )λ  is a random search path. The Lévy flights essentially provide 

a random walk, while the random steps length are drawn from a Lévy distribution 
for large steps, which could be seen from Eq. (54.2)

�
(54.2)

54.2.2 � Lévy Flights Disturbance Strategy

The Lévy flights search mechanism is adopted to enlarge searching a range of solu-
tion space, enhance the search diversity of bee colony in the intelligent optimization 
algorithm. In this way, it makes the algorithm escape from the local minima easily.

The random steps are generated by adopting Lévy flights in the CS algorithm. 
The step size is always changeable. In the process of searching, the larger the step 

x xi
t

i
t+ = + ⊕1 α λLe vy

·
( ),

L vyØ ~ , .u t= < ≤−λ λ1 3
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size is, the easier the global optimal solution gets. The solution precision is reduced 
accordingly, and it is easy to produce unstable vibration situation. If the step size is 
smaller, the search speed is slowing down, and the solution precision is enhancing 
significantly. Therefore, the step produced by Lévy flights is random and ergodic. 
The drawback is that, adaptive capacity is not enough. While the ABC algorithm 
could cover the shortage, neighborhood search mechanism of the onlookers is ad-
opted to balance the search processes of exploration and exploitation. Therefore, 
the global search ability and the local solution accuracy of the ABC algorithm are 
enhanced.

The construction of Lévy flights step disturbance strategy is inspired by the CS 
algorithm. The definition of disturbance step is calculated by Eq. (54.2) as follows:

�
(54.3)

� (54.4)

� (54.5)

� (54.6)

where i SN j D∈ … ∈ …{ , , , }, { , , , }1 2 1 2 , u, v is normal distribution, β τ= =1 5 0 01. , . , 
the position of employed bees is updated by using the original update policy based 
on step disturbance which is defined as Eq. (54.7):

� (54.7)

54.2.3 � Modified ABC Search Strategy

54.2.3.1 � Search Mechanism Based on the Onlookers

The search strategy of the basic ABC algorithm has been modified in this chap-
ter. The employed bees share the nectar information with the onlookers by waggle 
dance, when the search based on Lévy flights disturbance strategy has been fin-
ished. The onlookers select food sources by the nectar information provided by the 
employed bees in certain probability in the basic ABC algorithm. The higher the 
nectar amount is obtained, the greater probability it has to attract onlookers. The 
attracted onlookers search in the neighborhood of food sources. In order to uti-
lize the search results got by the Lévy flights disturbance mechanism, this chapter 
makes the food sources below the probability by the way of Eq. (54.8) to attract 
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the onlookers searching toward global optimal food sources. In this way, the search 
diversity of bee colony is enhanced.

� (54.8)

where ϕi j jx, ,[ , ],= −rand best1 1  denotes the value of j-dimensional vector corre-
sponding to the position of the global optimal nectar.

54.2.3.2 � Search Mechanism Based on the Scouts

For the purpose of making ABC algorithm escape from the local optima easily, this 
chapter is inspired by the modified strategy used in best-so-far ABC and GABC 
algorithms, to further modify the search mechanism by using Eq. (54.9) to replace 
the random search mechanism used in the basic ABC algorithm. And linear inertia 
weight is imported to guide the global search in this chapter. The new strategy for 
position renewal of employed bees is expressed by Eq. (54.9):

� (54.9)

where ϕi j w, [ , ],= −rand 1 1  is linear inertia weight. It is calculated by Eq. (54.10) as 
follows, where w wmax min, .= =1 0 2 :

� (54.10)

54.2.4 � Objective Value-Based Selection Optimization

In the basic ABC algorithm, the selection of quality food sources is based upon the 
fitness value which is used to evaluate the nectar amounts. And the fitness value 
could be obtained from Eq. (54.11). If the fitness value of new food sources is high-
er than the previous food source, then it replaces the previous one. However, from 
Eq. (54.11), the corresponding fitness value approaches 1 infinitely, when the value 
of the objective function is infinitely close to 0. And when the value of the objective 
function is smaller than certain magnitude, it is very difficult to distinguish the size 
of the fitness value. To solve this problem, the chapter is inspired [5] to replace the 
fitness value with the objective value-based directly. In order to facilitate the com-
parison experiment, two algorithms are presented. One of the algorithms is based on 
the evaluation of the fitness value, named LFABC1. The other one is based on the 
value of objective function, named LFABC:

�

(54.11)
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54.2.5 � The Steps of LFABC Algorithm

The detailed steps of the LFABC algorithm are given below:
step1: Parameter settings: Set the population of the bee colony m, set the counter 

of bee colony steps t = 0, the maximum number of bee colony steps is MCN and set 
the maximum limited times of staying food source limit

step2: Initialization: According to Eq.  x x x xi j j
lb

j
ub

j
lb

, ( , )( )= + −rand 0 1  in the 
search area, initialize the solutions X i mi ( , , , )= 1 2 � , evaluate the values of objec-
tive function, the fitness value of the top m/2 as food sources, and correspond to m/2 
employed bees. Initialize vector Bas( i) = 0 which records the cycle number of each 
food source the employed bees remain

step3: The employed bees searching phase: each employed bee searches the food 
sources by using Eq.  v x x xi j i j i j i j k j, , , , ,( )= + −ϕ , move a certain step according to 
Lévy flights disturbance by means of Eq.  (54.7), and gets new position of food 
source Vi. The value of objective function y f Vopt i= − ( ) is calculated, and a better 
food source is selected as the next search position between the new food source 
V i mi e( , , , )= 1 2 �  based on the evaluation and the previous one X i mi e( , , , );= 1 2 �  if 
f V f Xopt i opt i
− −<( ) ( ) , set X V Bas ii i= =, ( ) 0, otherwise, set Bas i Bas i( ) ( )= +1
step4: Recruitment selection mechanism: After the employed bees finish search-

ing in the neighborhood of all food sources, they would share the nectar information 
with the onlookers by waggle dance. The onlookers select the food sources by using 
the nectar information provided by the employed bees in certain probability. The 
selection probability pi is calculated

step5: The onlookers searching phase: rnd = rand(0,1) is a random number in the 
range [0, 1]. If rnd < pi , the attracted onlookers search in the neighborhood of food 
sources by using Eq. v x x xi j i j i j i j k j, , , , ,( )= + −ϕ . Otherwise, they search widely ac-
cording to Eq. (54.8), and memorize the better solution and update vector Bas i( )

step6: The scout searching phase: To check whether the searching initial vec-
tor Bas i( ) reaches the maximum limit search times limit, if Bas i limit( ) > , the ith 
employed bee abandons the current food source and becomes a scout to continue 
searching globally by using Eq. (54.9)

step7: If ymin min< , set min , ( )min
’= =y X X tg g . Memorize the best solution x* 

as the global optimal solution
step8: Update iteration count, t t= +1. If it meets the current number of iterations 

t MCN> , stop searching, and output minimum f X gopt
− ( ) and the global optimal 

position Xg , otherwise return to Step3 and continue.

54.3 � Computer Numerical Simulation Results

54.3.1 � Test Functions and Experimental Setups

In order to evaluate the performance of the proposed algorithm, we apply it to nine 
classical benchmark test functions (Ackley, Griewank, Penalized1, QuarticNoise, 
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Rastrigin, NC_Rastrigin, Rosenbrock, SphereModel, and Schwefel2.22) [13]. 
These functions are shorthand for AC, GR, P1, QN, RA, NR, RO, SM, and S22, re-
spectively, which include various types of complex issues, such as the unimodal and 
multimodal functions, regular and irregular functions, separable and nonseparable 
functions.

In order to verify the effectiveness of the proposed algorithm, the authors carried 
out a number of computer numerical simulation experiments, including the basic 
ABC algorithm with other recently proposed swarm optimization algorithms, such as 
RABC, PS-ABC, BABC, HHSABC, and NABC to compare. Laboratory equipment 
for the general laptop computer, with CPU of Intel (R) Core ™ 2 Duo CPU T6500 
2.10 GHz, 4G memory, and experimental simulation software is MATLAB7.0.

54.3.2 � Parameter Settings

The number of colony scale algorithm m and the limit parameter used to control 
the number of maximal exploitations per food source are set as 100 for all runs. 
The initial number of employed bees and onlookers are set as 50, respectively. For 
comparing with other bee colony optimization algorithms fairly, the programs are 
tested under the same experimental conditions for setting the same maximum itera-
tion count MCN and the same maximum number of evaluations. High-dimensional 
function is tested with dimensions for 30 and 100, respectively, which are conve-
nient for comparing with. Each of the experiments is repeated 30 times starting 
from a random population distribution with different random seeds. The test results 
are shown in Tables 54.1, 54.2, 54.3.

54.3.3 � Experimental Results

54.3.3.1 � Comparing LFABC with Other ABC Algorithms

From Tables 54.1, 54.2, 54.3 and Fig. 54.1, it could be seen that the LFABC1 al-
gorithm with Lévy flights disturbance strategy is outstanding. Theoretical optimal 
values conducted on 21 functions have been found by the LFABC1 algorithm. And 
the LFABC algorithm has reached theoretical optimal values on four functions. 
Overall, LFABC has better performances than other ABC algorithms on most func-
tions. However, LFABC is superexcellent for both high-dimensional functions, 
when extremum is 0.

54.3.3.2 � Robustness Analysis

In the experiment, the maximum number of evaluations is set as 300,000 to verify 
the right result. Error permitted range is defined by Eq. (54.12). We consider a trial 
to be successful if the following inequality holds:
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� (54.12)

where v* is the best function value obtained by the algorithm, vα is the analytical 
global minimum, and the error is expressed as v v* − α ; the accuracy controlling 
parameters are set as ε1

410= −  and ε2
610= −  [16] in the permitted error range.

v v v* ,− < +α αε ε1 2

Table 54.2   Compare LFABC with LFABC1 and RABC in terms of Mean and SD (D = 30)
Sy NFE RABC LFABC1 LFABC

Mean SD Mean SD Mean SD
SP 1.5*105 9.11E-61 2.11E-60 7.33E-60 1.29E-59 0 0
S22 2.0*105 3.21E-74 1.97E-73 5.69E-72 1.27E-71 0 0
RO 1.5*105 8.05E-23 3.74E-21 2.41E + 01 1.96E + 00 2.37E + 01 1.56E + 00
ST 1.5*105 0 0 0 0 0 0
QU 3.0*105 3.58E-02 6.84E-03 5.36E-06 3.59E-06 2.36E-06 2.78E-06
RA 5.0*105 0 0 0 0 0 0
AC 1.5*105 3.82E-14 4.37E-15 0 0 0 0
GR 2.0*105 2.02E-04 1.43E-03 0 0 0 0
P1 1.5*105 1.57E-32 1.66E-47 6.29E-14 7.19E-14 1.57E-32 0

Table 54.1   Compare ABC with LFABC1 and LFABC algorithms in the same number of evalua-
tions 300000(D = 30)
Sy ABC LFABC

C.I. NFE SR Time(s) C.I. NFE SR Time(s) AR
AC 1119 113059 1 58.907 119 17262 1 1.79 6.55
GR 778 78578 1 48.686 151 32034 1 4.2688 2.45
P1 545 55025 1 44.024 167 52709 1 7.4256 1.04
QN – – 0 182.082 – – 0 24.765 –
RA 847 85547 1 36.428 85 12340 1 1.0846 6.93
NR – – 0 239.315 89 14188 1 1.4366 –
RO – – 0 83.132 – – 0 23.9502 –
SM 653 65993 1 28.646 103 22439 1 1.9844 2.94
S22 1027 103707 1 70.632 95 19197 1 2.079 5.40
AC – – 0 331.541 502 75219 1 8.1106 –
GR 2460 248420 1 321.638 565 112266 1 15.9444 2.21
P1 1892 191112 1 322.370 657 201197 1 58.264 0.95
QN 447 285183 0.2 380.661 – – 0 29.2656 –
RA 572 297788 0.2 204.769 406 62429 1 5.4008 4.77
NR – – 0 6196.885 401 63277 1 5.8532 –
RO – – 0 116.639 – – 0 27.6856 –
SM 2341 236461 1 60.372 448 92220 1 6.1184 2.56
S22 – – 0 2129.493 406 75426 1 6.5022 –
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For testing the convergence speed, we compare the proposed algorithm with 
ABC algorithm by using acceleration rate (AR) [16] which is calculated by the 
Eq. (54.13) as follows:

� (54.13)

where NFEABC and NFELFABC are the number of function evaluations of the ABC 
and LFABC algorithms, respectively.

Eighteen different dimensional test problems are used to compare between 
LFABC and ABC algorithms. Each of the algorithms run 30 times on each of these 
functions under the maximum number of 300,000 evaluations and the average num-
ber of evaluations (NFE), the average convergence iterations (C.I.), the average 
execution time (Time), Symbol(Sy), D(Dimension), AR and optimizing the success 
rate (SR, optimization success rate = number of experiments to achieve precision/ 
total number of experiments) of the final results are presented in Table 54.1. The 
C.I., NFE, SR, Time, and AR are used to compare the efficiency between LFABC1, 
LFABC, and ABC. The results show that the LFABC algorithm has strong search 

AR
NFE

NFE
= ABC

LFABC

,

Table 54.3   Compare LFABC with other ABC algorithms ( D = 30)
Sy PS-ABC BABC HHSABC

Mean SD Mean SD Mean SD
AC 8.88E-16 0 1.26E-13 3.48E-14 2.07E-14 3.89E-15
GR 0 0 4.23E-11 2.16E-11 2.04E-16 4.39E-17
P1 5.53E-16 8.69E-17 2.85E-30 2.19E-30 2.99E-17 1.13E-18
QN 2.15E-02 6.88E-03 3.20E-02 6.03E-03 1.98E-04 6.40E-05
RA 0 0 0 0 0 0
NR – – 0 0 – –
RO 1.5922 4.4066 – – 2.34E + 00 4.71E + 00
RO – – 9.06E-06 1.41E-05 – –
SM 0 0 1.57E-27 1.14E-27 4.36E-18 9.86E-19
S22 0 0 3.45E-15 8.79E-16 0 0
Sy NABC LFABC1 LFABC

Mean SD Mean Mean SD Mean
AC 3.97E-14 5.12E-15 0 0 0 0
GR 1.13E-16 3.39E-16 0 0 0 0
P1 – – 6.71E-10 1.14E-09 1.57E-32 0
QN 1.56E-02 3.24E-02 8.33E-06 5.09E-06 9.47E-06 5.56E-06
RA 0 0 0 0 0 0
NR – – 0 0 0 0
RO 4.50E-02 2.38E-02 2.43E + 01 1.87E + 00 2.38E + 01 1.77E + 00
RO – – 8.04E-02 1.44E-01 6.38E-03 1.27E-02
SM 4.75E-16 3.86E-16 1.79E-44 3.03E-44 0 0
S22 1.79E-15 2.53E-15 3.70E-42 4.90E-42 0 0
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ability and fast convergence speed for high-dimensional function optimization 
problems.

54.3.3.3 � Performance Comparison Between LFABC and Other Artificial 
Bee Colony Algorithms

This chapter compares the LFABC algorithm with the latest proposed RABC algo-
rithm, and the experimental parameters are the same with those used in RABC algo-
rithm. As we can see from Table 54.2, the LFABC algorithm is roughly equivalent 
to the RABC algorithm for low-dimensional functions. However, the LFABC has 
better performances than the RABC for optimization problems of high-dimensional 
functions. Its solution precision is far better than the RABC algorithm in most cases 
except for the Rosenbrock ( RO) function.

In order to further verify the advantage of the LFABC algorithm, the chapter 
compares the LFABC algorithm with the latest proposed algorithms such as PS-
ABC, BABC, HHSABC, and NABC. From the test results displayed in Table 54.3, 
we can see that the LFABC algorithm has better performances and higher solution 
precisions than other existing algorithms tested by most functions.

54.4 � Conclusion

A new artificial bee colony algorithm named LFABC based on Lévy flights distur-
bance strategy is proposed in this chapter. Meanwhile, some modifications to the 
search mechanism of onlookers and scouts are introduced. In order to evaluate the 
performances of the proposed algorithm, we apply it to nine classical benchmark 
test functions. The test results show that the LFABC algorithm has better perfor-
mances than the ABC algorithm in global search ability, convergence speed, and 

a b

Fig. 54.1   Convergence performance of different ABCs on the two test functions
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solution precision. Meanwhile, with steady optimization performance and strong 
robustness, the LFABC algorithm is well suitable for solving optimization problems 
of multimodal and high dimensional functions. It is also an ideal method to solve 
continuous optimization problems. We believe that the study of LFABC algorithm 
provides a good theoretical reference value for further research, application and 
popularization of the artificial bee colony algorithm.
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Chapter 55
Improvement of the Positioning Accuracy in 
GNSS Positioning Based on Neural Network
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Abstract  Several common technologies in global positioning system (GPS) posi-
tioning are compared first, and then a model of dynamic fuzzy neural networks 
is used in this chapter. It is shown that the dynamic neural network can eliminate 
residuals and abnormal data in the postprocessing of GPS data effectively; at the 
same time, the dynamic neural network can also improve the reliability and stability 
in data processing and thus raise the degree of positioning accuracy.

Keywords  Data postprocessing · Dynamic neural network · Relative localization

55.1 � Introduction

With the wide application of the global navigation system, more and more elec-
tronic devices can obtain their locations by means of satellite positioning, which 
has greatly facilitated the people’s life; however, because of low accuracy of pseudo 
range positioning and SA (selective availability) policy of the USA, the accuracy of 
single point positioning could not meet people’s demand; therefore, it is important 
to raise the degree of positioning accuracy. The global positioning system (GPS) 
relative positioning [1], based on a known precise location called the base station 
area, can measure the monitor location and get the coordinate components of east, 
north, highly relative to the base station. To get higher positioning accuracy, it is 
important to use the pseudo range of the base station and carrier phase information 
to calculate the entire cycle ambiguity. So far, the methods of least squares and the 
Kalman filter have been adopted to finish the GPS relative positioning commonly. 

© Springer International Publishing Switzerland 2015
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In the results, there are several abnormal data which may affect the accuracy of the 
positioning. In this chapter, abnormal points are processed by a dynamic neural 
network. Empirical results show that the results are smoother and may increase the 
degree of accuracy with this technology.

55.2 � GPS Relative Localization

Relative positioning is known as differential positioning because it uses two or 
more devices, one called the base station and others called the monitor stations, to 
receive the common satellite signal synchronously. The position of the base station 
is unchanged; the relative positions of monitor stations can be obtained by sending 
the data of the base station to the monitor stations. The base station position can 
be obtained by averaging values of several measurements as long as the base sta-
tion position is known; the monitor station’s position can be calculated by observ-
ing the synchronous satellites. As each receiver observes a common satellite signal 
synchronously, the satellite clock deviation, ephemeris deviation, and atmospheric 
delay are the same, which can greatly reduce or even eliminate the system deviation 
and get a higher positioning precision. The method of carrier phase measurement 
is usually used in the relative positioning, which can get the accuracy of 5 mm and 
has been widely used in geodesy, precision engineering measurement, and so on.

There are three kinds of GPS relative positioning methods [2]:

1.	 The differential of the position

This method calculates the difference of the coordinates on the base station po-
sitioned by the GPS receiver and the real coordinates, then gets the differential 
revised coordinates, which need the same satellite signal between the base station 
and the monitoring stations, and thus the positioning precision can reach 5–10 m

2.	 The differential of the pseudo range

It calculates real coordinates of the base station and the satellite constellation to get 
the pseudo range values; then it compares the values and the pseudo range values 
from the monitor stations to get D-values as the differential revised coordinates. 
Because the method revises each satellite’s pseudo range, if the signal between the 
base station and monitor stations is not exactly the common, it can eliminate the dif-
ferences, thus, the station can capture four or more satellites and the monitor stations 
can be positioned validly. The accuracy of positioning depends on the number and 
the distribution of satellites, and the accuracy of this positioning can reach 3–10 m

3.	 The differential of the carrier phase

The data of carrier phase observations of the base station are passed to the moni-
toring station through the communication layer; then the monitor station do the 
positioning of the carrier phase; the accuracy of this positioning can reach the cen-
timeter level.
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55.3 � Building of Dynamic Fuzzy Neural Networks

55.3.1 � Abnormal Data Analyzing

As the bias of the abnormal data is usually larger than the common data, regression 
of the neural networks can distinguish the differences. As it can remove the abnor-
mal data based on the value of the regression using neural networks, it improves the 
accuracy of the data.

55.3.2 � Structure of Dynamic Fuzzy Neural Networks

Dynamic fuzzy neural networks (D-FNNs) have the ability of parameter adjustment 
and structure recognition which combines both the advantage of the fuzzy system 
and the neural networks. Its learning speed is very fast. D-FNN includes four parts: 
input layer, membership function layer, T-norm layer, and output layer [5] as shown 
in Fig. 55.1.

1.	 Input layer

Each node represents an input variable.

2.	 Membership function layer

Each node- xi  corresponds to u  membership function-A j uij ( , , , , )= …1 2 3 . The 
membership function is expressed by Eq. 55.1:

Y

1w

jw

uw

uR uN
ruA

1x

rx

∑

Fig. 55.1   D-FNN structure 
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�
(55.1)

where µij is the j th membership function of xi , dij is the j th Gaussian membership 
function center of xi , σ j is the j th Gaussian membership function width of xi, r  is 
the input variable number, u  is the membership function number which represents 
the total rule numbers of the system.

3.	 T-norm layer

This layer is responsible for calculating the T-norm operator of every rule triggered 
weight. The node numbers reflect the fuzzy rule numbers. The j th output of rule 
Rj  is given in Eq. 55.2:

�

(55.2)

4.	 Output layer

Every output variable is the sum of all input variables of the system in this layer.

�
(55.3)

where y  is the output of the variable and wl  is the k th rule connecting weight.

55.3.3 � Studying the Algorithm of the D-FNN

55.3.3.1 � Fuzzy Rule Generation

The fuzzy system has special characteristics. When there are a fewer number of 
rules, it cannot include the total data information exactly, which will lead to a poor 
property of the neural networks. If there are too many rules, it will influence the 
later neural networks’ generalization ability, and we would not be able to study the 
law of the system well [3, 4].

Assume that X x x xi r= …( , , , )1 2  is an input vector of the system, ti  is the de-
sired output of the system, and yi is the output value of the system. Comparing 
ε = −i i it y  and ke(preselected the desired accuracy), we may determine whether 
to add a new rule or not [5].
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55.3.3.2 � Determination of Parameters

The determination of parameters includes the width and center of the Gaussian 
function. The width of the Gaussian function is exacted by Eq. 55.4:

�

(55.4)

where d dj j− −1 and d dj j− +1 are the center of two membership function near the j
th membership function, ε  is the complete parameter of the fuzzy rule.

The center of the Gaussian function is decided via Eq. 55.5:

�
(55.5)

55.3.3.3 � Selecting and Training of the Sample

This chapter selects 30 data as the training sample of the D-FNN system with 7 data 
for forecasting the comparison from the latest monitoring data. When the model is 
trained, the steepest descent method is used to modify the weighting coefficients 
of the network. We can get the shapes of the membership function and network 
weighting coefficients after adjusting network weights and other adjustable param-
eters so as to achieve the goal of learning fuzzy rules consequently. The weights-ω  
are trained as Eq. 55.6:

�
(55.6)

Performance indicator- J  searches and adjusts the weights in the opposite direction, 
as shown in Eq. 55.7:

�
(55.7)

where α  is the inertia coefficient, η  is the learning efficiency [6, 7].
The same way may be used to adjust the membership function parameters, such 

as the shape factor- aik, as shown in Eq. 55.8:
�

(55.8)

The objective function will achieve optimal expectation after adjusting continuously.
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55.4 � Relative Localization Combined with the Dynamic 
Neural Network and Data Analysis

The test used one device as the base station and one device as the monitor station. 
The base station was on the roof of the library of Lanzhou Jiaotong University. The 
monitor station was located in a hillside with the distance of about 6 km to the base 
station. The test was performed for 372 h, and 372 sets of data were accumulated, 
one set an hour; GAMIT analysis software has been used to get the position results. 
Figure 55.2 shows the results obtained from GAMIT. In Fig.  55.2, some of the 
observed data shake seriously, which makes the accuracy lower. In order to correct 
these abnormal data, the method of the dynamic neural network is adopted; the 
former 100 data points as training samples, the other 272 points as testing ones. The 
accuracy is better than before. The result is shown in Fig. 55.3.

As shown in Fig. 55.3, if the abnormal data is dealt correctly, the deformation 
trend of the data will not be affected.

From Figs. 55.2 and 55.3, it can be known that the dynamic neural network is an 
effective method to deal with the abnormal data, and data after using this method is 
closer to the truth value.

Accuracy analysis formula:

�
(55.9)

where m is the average value of x x xn1 2, , ..… .
The precision before the process of the dynamic neural network is 0.042221.
The precision after the process of the dynamic neural network is 0.038472.
From the above-said precision, it can be known that the degree of accuracy can 

be raised upon the application of the dynamic neural network.
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Fig. 55.2   Before the process of the dynamic neural network
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55.5 � Conclusion

The stability of the GPS data can be improved in combination with the dynamic 
neural network while the abnormal data can be removed and the whole accuracy of 
data process can be improved. The application of the GPS data combined with the 
dynamic neural network can satisfy the needs of engineering; however, the current 
dynamic neural network is only made in the data post process, and it demands fur-
ther verification to confirm whether it is effective to the real-time kinematic (RTK).
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Chapter 56
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Based on Modified AdaBoost
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Abstract  Indoor localization based on fingerprints is becoming increasingly preva-
lent. In this chapter, a modified AdaBoost algorithm is proposed for localization 
with received signal strength (RSS). The accuracy of AdaBoost depends on the 
weak hypothesis from all the weak learning; if there is noise in the fingerprint map, 
the performance of traditional AdaBoost will decline, and the modified AdaBoost 
is proposed to remove the error points to enhance the localization accuracy. Experi-
mental results indicate that the modified AdaBoost algorithm obtains high localiza-
tion accuracy and stability.
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56.1 � Introduction

Recent advancements in mobile device technology and the increasing availability of 
WiFi networks have enabled more accurate localization in location-based services 
(LBSs) such as indoor localization, tracking, navigation, and localization-based se-
curity. The global positioning system (GPS) works well in outdoor localization. 
Unfortunately, GPS satellites are too weak to pass through most constructions, thus 
making GPS invalid for indoor localization. Many indoor localization algorithms 
have been proposed, and there has long been interest in the ability to determine the 
localization of the mobile devices given only the WiFi signal strength. Nowadays, 
typical indoor localization algorithms based on WiFi networks include time differ-
ence of arrival (TDOA) [1], time of arrival (TOA) [2], angle of arrival (AOA) [3], 
and received signal strength (RSS) [4, 5, 6]. Due to its wide range of application and 
low cost without additional hardware, the RSS-based algorithm is the best choice 
for indoor localization.

Currently, the most fashionable RSS-based localization estimation technique is 
the fingerprint map. A commonly used way of estimating mobile devices is to find 
the nearest reference point in the fingerprint map algorithm, and using the Euclid-
ean distance in signal space as criteria evaluates the nearest reference point.

Many researchers try to find the best method to enhance localization accuracy 
and stability. The nearest neighbor (NN) is the simplest nearest neighbor algorithm. 
For developing localization accuracy, the k-nearest neighbor (KNN) is proposed by 
selecting the nearest k neighbors around a device to determine its own position. The 
fixed number ( k) of nearest neighbors may enlarge localization error in the KNN 
algorithm; sometimes, neighbors far from the mobile devices may be matched in the 
k-nearest neighbor algorithm. Therefore, the weighted k-nearest neighbor (WKNN) 
[7] is proposed by giving each reference point a weight to increase the accuracy of 
localization. Besides that, the Bayesian probabilistic model (BPM) [8], support vec-
tor machine (SVM) [9], multidimensional scaling (MDS) [10], and artificial neural 
network (ANN) [11] are also proposed in many research studies.

In this chapter, we propose the localization algorithm based on AdaBoost [12, 
13, 14] to process the real-time signal strength to match the fingerprint map. The 
AdaBoost algorithm can enhance the accuracy of the weak learning algorithm, but 
the accuracy of the classification is not stable when there are noise points in the 
fingerprint. In order to develop the stability of localization accuracy, the modified 
AdaBoost algorithm is proposed to remove the error points in the fingerprint map.

The remainder of this chapter is organized as follows: A concise description of 
indoor localization system is presented in Sect. 56.2; and Sect. 56.3 proposes the 
modified AdaBoost algorithm. The experimental results and evaluation through im-
plementations are listed in Sect. 56.4. In the end, Sect. 56.5 draws the conclusions.
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56.2 � Indoor Localization System

As the traditional fingerprint algorithm, the proposed algorithm consists of two dif-
ferent phases: The offline training and the online localization phase. In the first 
phase, we should build the fingerprint map, and then using the localization algo-
rithm finds the best matching point in the localization phase.

56.2.1 � Offline Training Phase

The fingerprint map is built in the offline training phase, and the reference points 
of RSS are collected at known locations by the mobile devices. Owing to the fact 
that the same point will detect different RSSs in different orientations, four differ-
ent orientations (north, south, east, west) are considered in the fingerprint map. The 
value of RSS measured from AP i at RP j with orientation o is represented as r (t)i,j

(o)

, and t represents the total time of measurment. Then, the average value of the RSS 
is calculated and stored in the fingerprint map.

56.2.2 � Online Localization Phase

In this phase, the mobile devices collect the real-time RSS in the WiFi environment, 
and it is processed by the localization algorithm with the fingerprint map. Since the 
strong RSS is more stable, we only select the maximum RSS value as localization 
evaluation standard, determine the orientation of the mobile device by a compass 
sensor, and match the database using a modified AdaBoost algorithm. According to 
the modified AdaBoost algorithm, the error points will be moved to develop the lo-
calization accuracy, and the algorithm is described in detail in the following section.

56.3 � Indoor Localization Based on Modified AdaBoost

56.3.1 � AdaBoost Theory

AdaBoost [12] is used to increase the performance of weak learning. It can re-
duce the deviation of weak learning that consistently produces classifiers which 
merely need to be a little better than random conjecture. When the training samples 
( , ), ( , ), , ( , )x y x y x ym m1 1 2 2 �  are inputting, each xi  represents instance space, yi  
represents the classification label that is in the label set Y. We assume Y  =  {− 1, + 1}. 
A given weak learning trains repeatedly in a series of rounds t, for t T= 1 2, , , .�  
D it ( )  represents the weight of distribution on training sample i on round t. The 
weight of all the samples is set equally at the beginning. The work of weak learning 
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is to obtain a weak hypothesis ht  that is evaluated by error t .ε  The detailed intro-
duction is as follows:

•	 Given training set: 1 1 2 2( , ), ( , ), , ( , )m mx y x y x y� , 

	 where x X y Yi i∈ ∈ = − +, { , }.1 1

•	 Initialize D i
m1
1

( ) = .

•	 For t  =  1,2,� , T
•	 Train weak learning based on distribution Dt
•	 Obtain weak hypothesis ht : X→{− 1, + 1} with error

� (56.1)

•	 Choose t
11

ln( ).
2

t

t

εα
ε
−

=
•	 Update:

� (56.2)

where Zt  represents the normalization factor.

•	 Output the ultimate hypothesis:

� (56.3)

56.3.2 � Modified AdaBoost Algorithm

The major challenge for precise fingerprint localization comes from the unpredictable 
and dynamic radio signal, such as diffraction, refraction, and scattering. Under normal 
circumstances, all the same value RPs are around the testing point; however, some-
times the same value fingerprint points are not all around the testing point. In order to 
solve this situation, we modify the algorithm based on traditional AdaBoost theory.

Based on the traditional AdaBoost theory in Sect. 3.1, inaccurate noise samples are 
more difficult to classify. Therefore, along with the iterative increasing, their weight 
will increase exponentially, and it will reduce the performance of the traditional Ada-
Boost algorithm. So we remove these error points when the classification accuracy 
reaches a certain level, and the modified algorithm is as follows (Fig. 56.1).
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56.4 � Experimental Results and Evaluation

56.4.1 � Experimental Platform Building

We perform the experiment in the third floor of the main building of Wuhan Textile 
University. The total dimension of the classroom is 10.6  ×  6.7 m. The classroom is 
equipped with a WiFi environment by three TP-LINK TL-MR10U routers. In the 
experimental environment, we collect 28 points RSS in the centrality of each grid 
repeatedly and select the mean value.

56.4.2 � Performance of the Localization Algorithm

In this work, we compare the proposed modified AdaBoost against the NN, KNN, 
and WKNN algorithms to estimate the accuracy of the four algorithms in the same 
data. An arbitrary unknown point is selected as experimental analysis, and the re-
al-time measured RSS is − 53 dBm in the actual test. And let k  =  3, in addition, 

Fig. 56.1  Modified AdaBoost algorithm
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the weighted value 1 0.1iW σ= − , the value of σ  is decided by the difference be-
tween the measured point and the k nearest neighbor points. The localization error 
is shown in Fig. 56.2.

We get that the modified AdaBoost algorithm is the most accurate of the four; 
KNN and AdaBoost have the same accuracy, the error of WKNN is a bit smaller 
than KNN and AdaBoost. Abnormally, NN is more accurate than KNN and WKNN 
in this experiment. In order to explain the special case, we repeat the experiment 
20 times, and select localization accuracy within 2 m as evaluation standard. Fig-
ure 56.3 demonstrates the stability of localization accuracy within 2 m.

Figure 56.3 demonstrates that the stability of the five algorithms is that modi-
fied AdaBoost > WKNN > AdaBoost > KNN > NN. It can explain that NN is more 
accurate than KNN and WKNN as shown in Fig. 56.2; in other words, the stability 
of NN is the worst of all, and we also find that the more close to the routers, the 
localization accuracy is higher.

From these two figures, we can see that the modified AdaBoost algorithm 
achieves the highest accuracy of all; not only accuracy, but also the stability of lo-
calization accuracy within 2 m. It is powerfully proved that the modified AdaBoost 
algorithm can improve the localization accuracy.

56.5 � Conclusion

In this chapter, a modified AdaBoost algorithm is proposed for indoor localization. 
The AdaBoost can enhance the accuracy of the weak learning better than random 
conjecture to a precise strong learning algorithm, bringing about a new method and 

Fig. 56.2   The comparison of localization error
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a new design idea to the design of the learning algorithm. Due to the noise and er-
ror, RSS in the fingerprint map can reduce the performance of traditional AdaBoost, 
and the modified AdaBoost is proposed to solve this trouble by removing these 
error points, when the classification accuracy reaches a certain level. Experimen-
tal results demonstrate that the proposed algorithm can achieve high localization 
performance. In future, we plan to improve this method to use in more fingerprint 
databases. Moreover, we intend to test the validity of our proposed method in other 
complex buildings with many rooms and floors.
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Chapter 57
Optimization Model of Multitype Generating 
Units Based on the Latin Hypercube Sampling 
Method and Mean Lower Semiabsolute 
Deviation Theory

Haibo Liu, Kangting Chen, Chao Qin, Minfang Huang, Liwei Ju and 
Zhongfu Tan
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Abstract  The scheduling optimization of multiple-type generators is of great sig-
nificance for the economic operation of the power system and the target achieve-
ment of energy-saving emission reduction. This chapter builds a two-stage fire and 
water turbine scheduling the optimization model based on the power performance. 
Firstly, this chapter simulated the output scenarios of wind power based on the Latin 
hypercube sampling (LHS) method; then, we minimized the wind curtailment as 
the main objective, selected the minimization of the system generating energy costs 
and the generating pollutant emissions as objective functions for cogeneration per-
formance scheduling, and constructed multiple types of generators scheduling the 
optimization model. The optimization model can guarantee the timely adjustment 
and output stability for thermal power units in different scenarios, and thus promote 
the wind power integration.

Keywords  LHS · MLSAD (mean lower semiabsolute deviation) · Power generation

57.1 � Introduction

In the current market environment of electricity, the power generation scheduling 
is mainly still in the contract power mode although some provinces have promoted 
energy-efficient power generation scheduling. Because of the resource constraints, 
the applicability of energy-efficient power generation scheduling is greatly restrict-
ed; thus, we still need to consider the optimization mode of hydrothermal power 
generation replacement under the contract power mode during the hydrothermal 
power generation scheduling. As a result, this chapter builds a two-stage fire and 
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water turbine scheduling optimization model based on power performance, in the 
first stage, discusses the relationship between the supply and demand of electricity 
companies purchase and the national units distribute, sets some different scenarios 
of generation power supply and demand, and organizes the generation arrange-
ments. Secondly, in order to improve the overall system performance level of power 
generation, the power trading center brings units together to replace the generation 
performance of the maximum performance value and gets the actual distribution of 
power units in the end.

As to the optimization of power generation scheduling, many experts and schol-
ars at home and abroad have experimented a lot of mathematical optimization meth-
ods [1], such as the priority method, the dynamic programming method, the intel-
ligent optimization method [2, 3], etc. Literature proposed the programming and 
decomposition algorithm of annual contract electricity in thermal power units under 
the three modes of the traditional scheduling, complete market, and limited bidding 
[4, 5]. In terms of the energy-efficient scheduling, literature reported the study of 
multiobjective load distribution at the multiload level to solve the configuration 
optimization problems of distributed generation (DG) in the distribution network, 
minimizing the network losses and the coal consumption of the generator unit [6]. 
Literature established a multiobjective generation scheduling optimization model 
consisting of power system economy, energy saving, and emission reduction and 
introduced the carbon dioxide emissions into the generation scheduling [7]. The 
above-said literature studies made an in-depth study of the specific generator unit 
scheduling model and its cost and benefit, but there is no research on the scheduling 
optimization model of multitype generating units.

Based on this research background, this chapter uses the Latin hypercube sam-
pling (LHS) method for the random simulation of the wind power output and uses 
the mean lower semiabsolute deviation (MLSAD) theory for the scheduling optimi-
zation of multitype generating units.

57.2 � Simulation of the Wind Power Output Scene Based 
on the LHS Method

The method of Monte Carlo is commonly used in the wind power simulation. As 
the most classical simulation method of wind power, the Monte Carlo method needs 
a large number of statistical data and generates random samples to simulate. This 
requires a lot of efforts to prepare the wind power simulation. In order to solve the 
above-said problems, LHS is proposed and has been widely used in the power sys-
tem. This chapter selects the LHS method for stochastic simulation of wind power 
generation, and the simulation process is as follows:

If the probability distribution function of each element in the K  dimensional 
random variable X  is ( 1, 2, , )iF i K= … , each element of the vector X  is independent 
of each other, now each element is proceeded to N  times the sampling, so we can obtain 
sampling numerical of each element that is ( 1, 2, , ; 1, 2, , )jkx k K j N= … = … ; after 
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N  times of the sampling, we can get a sample matrix of [ ]N KP × ; it supposes the 
random variable jkξ  is uniformly distributed and the distribution range is [0, 1]; 
thus, the sampling result is:

� (57.1)

In this formula, jkp  is the element of j rows and k columns in a matrix P of dimension 
N K× .
The mean of the function and the function are defined as E h x( ( )), h x( ), and the 

unbiased estimate of E h x( ( )) is

�
(57.2)

So the variance of unbiased estimation ĥ when simple random sampling is

� (57.3)

The variance of unbiased estimation ĥ of LHS is

� (57.4)

We can see that the number of samples generated by LHS is decreased significantly; 
but in practice, the number of samples should be compressed further.

57.3 � Multiple Types of Generators Scheduling the 
Optimization Model Based on the MLSAD

57.3.1 � MLSAD Model

The joint operation optimization problem of wind power, thermal power, and 
pumped storage power station can be understood as a unit output combination prob-
lem to optimize the proportion of each unit output in total load demand; in this 
sense, this problem can be solved by a traditional portfolio model. The traditional 
portfolio model targets at the mean-variance minimization so that the investment 
decision could achieve the highest revenue effect at the lowest level of risk, but its 
process of solving is complicated. To simplify the solving process of the portfo-
lio model, Konono and Yamazaki proposed the mean-absolute deviation portfolio 
model and proved that the model can not only simplify the process of solving but 
also meet the goal of maximizing the expectation effect. But scholars studying the 
investment behavior noted that investors would be more concerned about the level 
of investment risk at the moment of making investment decisions; besides, they 
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would understand it as a risk when the actual income is lower than the expected 
revenue. The traditional model portfolios and the mean-absolute deviation portfolio 
model have equal treatment to the positive and negative deviations from the expect-
ed value; consequently, they cannot effectively react to the investor risk appetite. 
In order to solve this problem, the MLSAD model has been proposed and is widely 
used in the power system. This model is detailed as below:

Assuming that there are n kinds of assets in a portfolio problem, the investment 
return rate of each asset is ( 1, 2, , )iR i n= … . xi is the proportion of each asset in 
the investment portfolio, so the rate of return on investment and expectation are 
calculated as below in the investment portfolio of 1 2( , , , )Tnx x x x= … :

�
(57.5)

�
(57.6)

57.3.2 � Model Construction

57.3.2.1 � Objective Function

This chapter takes the minimization of wind curtailment as the main objective and 
selects the minimization of the system generating energy costs and the generating 
pollutant emissions as the objective function for cogeneration performance schedul-
ing. The specific objective functions are shown as below:

1.	 The objective function of minimizing wind curtailment

�
(57.7)

In this formula, 1
sf  is the objective function of minimizing wind curtailment in 

scene s, *( )swtg  is the available power output of wind power in scene s.

2.	 Objective function of minimizing generating energy costs

�
(57.8)

In this formula, 2
sf  is the objective function of minimizing generating costs; s

itg  is 
the generation output of thermal power i in scene s at time t; I  is thermal power 
collection; iα , iβ , and iδ  are power consumption coefficients, and they are obtained 
from the historical data regression of generating units.
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3.	 Objective function of minimizing generating emissions

� (57.9)

In this formula, 3
sf  is the objective function of minimizing generating emissions, 

iω , iξ , and iψ  are generating emission coefficients. They are obtained from the 
historical data regression of generating units.

57.3.2.2 � Constraints

1.	 System power balance constraint

�
(57.10)

In this formula, L t( ) indicates the system load demand at time t, s
htg  is the power 

output of pumped storage generators at time t.

2.	 Pumped storage unit power output

It is assumed that the relationship between the active and flow of the pumped stor-
age power station is a quadratic function:

�
(57.11)

In this formula, ah, bh, and hψ  are the power output coefficients of the pumped 
storage power station.

3.	 Operating constraints of pumped storage units

� (57.12)

� (57.13)

In this formula, ,min
s
htg  and ght

s
,max are the minimum and maximum power outputs 

of the pumped storage unit h in scene s at time t, qht
s

,min and qht
s

,max are the minimum 
and maximum power flow (negative) or pumping flow (positive) of the pumped 
storage unit h in scene s at the time t.

1.	 Drainage water constraints

� (57.14)
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�
(57.15)

� (57.16)

In this formula, Th
gen and Th

pump are the period of generating and electricity time 
collection of the pumped storage unit h. Wh

gen and Wh
pump are the water consumption 

and water flowage of the pumped storage unit h in the scheduling period. Wh,max
gen  and 

Wh,min
pump are the maximum water consumption and the minimum water flowage of the 

pumped storage unit h in the scheduling period.

2.	 System spinning reserve constraint

� (57.17)

In this formula, ( )R t′  is the spinning reserve demand of the system at time t

3.	 Thermal power adjustment constraints

In order to ensure that the power plant can timely adjust in different scenarios and 
promote wind power integration, we must consider the difference between the ther-
mal power output and its average output of each scene, so that we can ensure the 
relative stability of the thermal power output through the constraints of difference. 
The specific constraints are shown as below:

�

(57.18)

� (57.19)

In these formulas, git
avg is the mean output of thermal power i in each scene. ps  is 

the probability of occurrence of scene s. g−∆  and g∆  are the upper and lower limits 
of quick adjustment in thermal power i.

57.4 � Solving Process

1.	 With the models of (P1), (P2), (P3), we can get the generator output and the 
objective function value in different objective functions so that an objective 
function input–output table can be available with details shown in Table 57.1
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2.	 The main objective function is to minimize the cost of power consumption, 
the wind curtailment, and the pollutant emissions with specific steps as shown 
below:

1.	 Expectation of generating energy cost

� (57.20)

2.	 Semiabsolute yield spread of generating energy cost

� (57.21)

3.	 The critical value of wind curtailment volume and power waste emissions should 
be ensured. The solution set is satisfactory only when the objective function 
value is less than the critical value.

� (57.22)

� (57.23)

�
(57.24)

In these formulas, f1 is the objective function expectation of the minimum wind 
curtailment volume. sϖ  is the critical value of objective function of the minimum 
wind curtailment in the scene s. ϖ is the critical value of objective function of the 
minimum wind curtailment.

�
(57.25)

� (57.26)
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Table 57.1   Input–output table of objective function
Objective Function f1 f2 f3

f1* f1min f1(2) f1(3)

f2* f2(1) f2min f2(3)

f3
* f3

(1) f3
(2) f3
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�
(57.27)

In these formulas, f2 is the objective function expectation of the minimum 
generating emissions. sϑ  is the critical value of objective function of the minimum 
generating emissions in the scene s. ϖ  is the critical value of objective function of 
the minimum generating emissions.

57.5 � Conclusion

To optimize the joint operation of the wind power, the thermal power, and the 
pumped storage power plant, this chapter builds the scheduling optimization mod-
el of multitype generating units based on the MLSAD theory. Firstly, this chapter 
simulates the output scenarios of wind power based on the LHS method, introduces 
the Kantorovich distance to cut scenes, and removes the small probability scene 
to replace the original scene with less scene; in this sense, this topic is of practical 
significance. Considering the wind curtailment, the generating energy costs, and the 
generating pollutant emissions, this chapter optimizes the operation of multitype 
generating units so as to ensure that the power plant can be timely adjusted in dif-
ferent scenarios and promote the wind power integration.
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Abstract  The acoustic signal of a very low-flying armed helicopter is mainly char-
acterized with a low-frequency and wide-band signal. In this chapter, the beam-
space coherent signal-subspace method (BSCSM) is studied with a small size 
four-element planar cross array. This array is applied to the orientation of two wide-
band sources, and its performance is analyzed. The BSCSM, incoherent signal-sub-
space method (ICSM), and coherent signal-subspace method (CSM) are employed 
to estimate sources’ directions of arrival (DOAs). Simulation results show that 
BSCSM shows best performance among the three algorithms, and the CSM shows 
performance which is better than the ICSM does in the acoustic passive direction 
estimate of two wide-band sources in the far-field environment with a small size 
four-element planar cross array.

Keywords  Acoustic passive direction estimate · Four-element planar cross array · 
Signal subspace

58.1 � Introduction

Research on directions of arrival (DOA) estimation [1] for low-flying armed he-
licopters becomes an urgent demand in modern war. Radar systems are limited in 
detection and orientation of low-flying targets in the air. Thus, according to the 
acoustic signals produced by flying armed helicopters, research and design of a 
smart sound probe system with automatic detection, identification, orientation, and 
tracking based on acoustic passive direction finding technology [2] will be essen-
tial. Direction finding for a single signal is already studied thoroughly, but in reality 
there are often multiple targets simultaneously, and the studies are relatively few. 
Therefore, the study of two targets for the intelligent acoustic probe system is more 
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significant. Currently, there are three basic methods in direction finding: the steer-
able beamforming technology based on the maximum output power, the direction 
finding technology based on acoustic arrival time difference,and high-resolution 
orientation estimation techniques. Since the 1970s, high-resolution DOA estima-
tion has become one of the important research directions in the sensor array signal 
processing [3].

The acoustic signal of a very low-flying armed helicopter is mainly with a low-
frequency and wide-band signal. The incoherent signal-subspace method (ICSM) 
[4] and the coherent signal-subspace method (CSM) [5] of element space are widely 
adopted for the DOA estimation of two wide-band sources. Among them, the ICSM 
first breaks down the received broadband data into several narrowband components. 
Then the position is estimated for each narrowband component. And finally, the 
result of each narrowband component estimation is combined to achieve the DOA 
estimation of broadband sources. However, the ICSM is not able to deal with coher-
ent broadband source signals, which can be achieved by the CSM. The principle of 
the CSM is that it divides coherent broadband data into a number of narrowband 
components, and then uses the focusing matrix method which focuses various fre-
quency components to the reference frequency. Finally, the narrowband subspace 
method is used to achieve the DOA estimation. Compared to the ICSM, the CSM 
will fully extract information which improves detection capability and provides bet-
ter resolution in spite of low signal-to-noise ratio (SNR). However, both the system 
errors are too sensitive, and the computation load is relatively large. Beam-space al-
gorithm can reduce the threshold and computation load, and can reduce the system 
error. In order to obtain DOA estimation of two broadband sources, we select the 
beam-space coherent signal-subspace method (BSCSM) [6] to process low-flying 
acoustic targets, which is based on the small-scale four-element planar cross array. 
Beam pretreatment is used to get source orientation pre-estimates. And during the 
beam-field orientation estimate, the constant beam-width broadband beam-space 
high-resolution algorithm [7] is employed to ensure the beam output. The direction 
estimation and direction finding performance of the BSCSM on the dual-broadband 
signal source is simulated. The BSCSM, ICSM, and CSM are employed to estimate 
sources’ DOAs. The performance of the BSCSM is compared with the ICSM and 
CSM using computer simulation. Simulation results show that the BSCSM shows 
best performance of the three algorithms, and the CSM shows performance better 
than the ICSM.

58.2 � Broadband Array Signal Modeling

The basic principle of acoustic source passive direction finding is the use of acous-
tic array to receive the information of the target sound, and then to combine with 
effective algorithms, to achieve spatial orientation of the target, such as target azi-
muth, pitch angle, etc. We know that the path of the sound waves of the goal is dif-
ferent, and thus the time of each signal received by each element is different, which 
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forms the time delay. Because the time delay associates with the arrival angle of the 
target, the delay information is the basis for the passive orientation system of the 
airborne sound [8].

The four-element planar cross array receives the far-field signal of the two 
broadband sources of radiation. The coordinate system is shown in Fig. 58.1: The 
binary linear array A, C and B, D are mutually orthogonal, and the intersection is 
the coordinate origin. Cartesian coordinates of each element of the four-element 
planar cross array are A (d,0,0), B(0,d,0), C(− d,0,0), and D(0,− d,0), respectively. 
The distance between the far-field broadband source M and the receiving array is 
much larger than the array element spacing 2d, and the source signal received by 
array can be assumed a plane wave. The spherical coordinates of the sound source 
is M( r,θ,φ), and P is the projection of M on the XOY plane; so the distance of the 
target sound source and the coordinate origin is r, the azimuth angle is θ (0°  ≤  θ  < 
360°), and the pitch angle is φ (0°  ≤  φ  ≤  90°). We know that the helicopter is warn-
ing in the take-off stage; therefore, we assume that the pitch angle is approximately 
90°, the azimuth angle on the horizontal XOY will be estimated [9].

Let us assume that a sensor array consists of M sensors receiving plane wave-
fronts generated by D wideband sources at locations θ1, θ2, …, θD, in the presence 
of additive white noise. The form of frequency domain output can be denoted as 
matrix form, and its expression can be given by

� (58.1)

where

� (58.2)

� (58.3)

� (58.4)

Χ Α Θ Ν( ) ( ) ( ) ( ),,f f S f fj j j j= +

X f x f x f x fj j j M j
T( ) [ ( ) ( )... ( )]= 1 2

Ν Μ
Τ

( ) ( ) ( ) ( )f n f n f n fj j j j=  1 2 �

S f s (f s (f s fj j j D j( ) ) ) ( ) .=  1 2 �
Τ

Fig. 58.1  Model of receiving 
signal from far field with a 
four-element planar cross

 



532 X. Bai et al.

Here X ( fj), N ( fj), and S ( fj) are the output signal vector of the array, the additive 
white noise vector of the array, and Fourier transformation of the received signal, 
respectively, at frequency fj. A ( fj,Θ)  =  [a( θ1), a( θ2), …, a( θD)] denotes the array 
manifold vectors, at the frequency fj and angle Θ. Θ  =  [θ1, θ2, …, θD] denotes the 
incidence direction of the D signals.

It is assumed that the signal and noise received by the acoustic array are unre-
lated, so the output cross-spectral density matrix (CSDM) by array at the frequency 
fj can be given as

�
(58.5)

where

� (58.6)

� (58.7)

Here E and H are mathematical expectation and vector or matrix conjugate trans-
pose, respectively. Rs( fj) and Rn( fj) are the signal correlation matrix, and the noise 
correlation matrix, respectively, at the frequency fj.

58.3 � DOA Estimation Based on Constant Beam-Width 
Beamformers

Here the frequency domain output of the array is divided into J narrow sub-bands 
in the frequency domain which is used to emulate two broadband source signals 
received by a four-element planar cross array. The frequency domain outputs of 
constant beam-width beamformers about the jth ( j  =  1, 2, …, J) narrow sub-band 
can be given by

� (58.8)

where

� (58.9)

� (58.10)
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Formula (10) is the beamforming matrix of the B conjunctive beamformers. Be-
cause the beamformers are designed to have constant beam-width over the inter-
ested frequency band, W ( fj) satisfies the following relationship:

� (58.11)

where f0 is the reference frequency, Eq. (58.11) is a necessary condition of constant 
beam-width design. The average CSDM is given by

�

(58.12)

where aj is the scalar, the weighting factor of each narrow sub-band of the CSDM. 
The matrix pair is given by

�
(58.13)

The matrix pair can be decomposed for generalized eigenvalue decomposition, and 
noise subspace ÊBn is built. A azimuth spectrum can be given as follows:

�

(58.14)

where WH (f0) a (f0, θ) is the transformed steering vector in the constant beam-
width beam-space. The source directions are given by the P peak positions of the 
MUSIC spatial spectrum.

58.4 � Simulation

In the following simulation, we use the array as shown Fig. 58.1. The distance of 
the array elements A and C equals 1 m, and the distance of array elements B and D 
equals 1 m, that is d  =  0.5 m. The incident signal is the stationary Gaussian random 
process, and the power of each frequency component is the same.

In order to get the real signal data, we intercept the period of the measured heli-
copter noise in the testing process during the simulation process. The sampling rate 
is 10 KHz and the sampling points are 1000 points. Interception in the frequency 
spectrum is between 0   and 1000 Hz as shown in Fig. 58.2. We can see that the 
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helicopter noise energy is concentrated in the range of 0 – 250 Hz. We intercept 
the helicopter noise as the incoming signal s(t). For each element of the array, the 
incident signal on each element is generated by simulation, and the white noise n (t) 
in each element is added to the incident signal to get different SNR. Thus, we can 
get the sampled array output data x(t). The incidence direction θ of the signal can 
be arbitrarily selected, and SNR can be adjusted by changing the power of additive 
white noise.

Since the element number of four-element planar cross array is only four and the 
array aperture is relatively small, the 125– 175 Hz broadband signal is divided into 
20 narrow sub-bands, where 150 Hz is the reference frequency. Azimuth angles of 
two broadband signal sources are − 5° and 40°. The − 3dB beam-width on reference 
frequency 150 Hz of a four-element planar cross array is 84°, i.e., the width of the 
main lobe is large, so we select 0°, ± 60°, ± 120° in the preformed beam multibeam 
system. Then we design the beam pattern of five directions of the beam in 20 nar-
row sub-band constant beam width. Figure 58.3 only points the 00, 600, and 1200 
beam patterns; the − 600 and − 1200 beam patterns are symmetrical and identical 
with the 600 and 1200 beam patterns. The effect can be seen from the figure, the 
constant beam-width beam pointing 60°and 120° are not better than the constant 
beam-width beams of pointing 00, and the side lobe of the constant beam-width 
beam is relatively high. Figure 58.4 shows the evaluation of two signals’ azimuth 
angle by the BSCSM.

In order to compare the abilities to distinguish the BSCSM, ICSM, and CSM 
about two broadband sources which are close to each other, let us assume that 
the azimuth angles of the incident directions of the two broadband signal sources 

Fig. 58.2   Noise spectrum of the low-flying armed helicopters
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are − 50 and 400, respectively, and SNR  =  5dB. The broadband signal source is 
generated as above. The ICSM is divided by the frequency band in the range of 
125 – 175 Hz into 20 narrowband components, and a total of 21 frequency points for 
DOA estimation are taken. The CSM uses the rotation invariant subspace focusing 
method which belongs to a nonfocused loss method. The BSCSM is as above [10]. 
Computation load of the BSCSM is the smallest among the three algorithms in the 
calculation process.

It can be seen in Fig. 58.5 that the azimuth angles of two broadband sources are 
estimated by the BSCSM, ICSM, and CSM. The corresponding real curve has two 
peaks, and they are − 5and 40°, i.e., from the figure, we can see that the orientation 
spectrum background of the BSCSM is significantly lower than the CSM, and the 
orientation spectrum background of the CSM is significantly lower than the ICSM. 
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Fig. 58.3   Constant beam-width beam pattern when the direction equals 0°, 60°, 120°
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BSCSM’s resolution is higher than CSM’s, and CSM’s resolution is higher than 
ICSM’s.

Figure 58.6 shows the deviation comparison among BSCSM, ICSM, and CSM, 
and Fig. 58.7 shows the standard deviation estimated by the three methods. Devia-
tion and standard deviation in the figure are estimated through the arithmetic mean 
of the bias and standard deviation. It can be seen that the BSCSM’s deviation is 
smaller than the CSM in the high SNR, while the standard deviations are consider-
able. And the CSM’s deviation estimates smaller than the ICSM in the high SNR, 
while the standard deviations are considerable. Overall, the estimated performance 
of the BSCSM is better than the one of CSM; the estimated performance of the 
CSM is better than the one of ICSM.
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Fig. 58.4   Evaluation of two signals’ azimuth angle by the BSCSM
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58.5 � Conclusion

This chapter focuses on the DOA estimation and resolution enhancement of the two 
broadband sources based on the BSCSM, ICSM, and CSM with an emphasis on 
the four-element planar cross array. Estimated results display that the accuracy of a 
four-element planar cross array is not so good compared with other reports which 
use more array antenna elements and complex array element configurations. The 
four-element planar cross array has the smaller amount of calculation of space de-
composition, so the estimation time is shorter. A rough estimate of the target will be 
enough in a battlefield where it is difficult to afford huge computation while using 
large array elements with complex pattern, which will lead to failure in early detec-
tion of the target. The BSCSM uses a beam-domain processing that can enhance the 
capacity of the array elements to provide less deviation from the estimated bias and 
standard deviation of two kinds of methods discussed; we can see that the BSCSM 
is superior to the CSM, and the CSM is superior to the ICSM. The BSCSM, ICSM, 
and CSM are also adopted for the DOA estimation of narrowband sources. Due to 
the orientation of broadband spectrum estimation by multiple narrowband average, 
the DOA estimation results adopting the algorithms in wideband sources are more 
stable than those adopting the algorithms in narrowband sources.
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Abstract  The state-of-the-art image retrieval method pays more attention to the 
local region feature. This chapter proposes an algorithm to extract texture feature 
based on Laws’ filter. This algorithm performs texture transformation to an image 
and selects the region of interest. It convolves the input image with Laws’ filter 
mask. As to the filter mask, this chapter selects a five dimension vector and pro-
duces a 5 × 5 matrix as the filter kernel. The experiment shows that the algorithm 
has high speed and high accuracy in the segmentation process for image retrieval 
and confirms that it is effective for image retrieval based on the region of interest.

Keywords  Region of interest · Laws’ filter · Texture feature · Image retrieval

59.1 � Introduction

The content-based image retrieval (CBIR) is opposed to traditional concept-based 
approaches. Content-based implies that the search discusses the contents of the im-
age rather than the conceptions such as descriptions, keywords, or tags associated 
with the image. The term “content” refers to colors, shapes, textures, or any other 
features that can be extracted from the image directly. As the searches depend on the 
annotation quality and completeness, CBIR is desirable for image retrieval. How to 
search desired images in large databases quickly and accurately was a hot research 
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topic in the last decade. As one of the promising approaches, the salient point and 
the region of interest-based image retrieval has attracted many researchers.

The salient point detection in images is very useful for image processing ap-
plications such as image compression, retrieval, object detection, or recognition. 
In addition, the CBIR salient point is also frequently used to represent the local 
properties of the image. There is a hierarchical algorithm to select the most salient 
points. It gives a satisfying representation of an image and makes the image re-
trieval systems more efficient [1]. The other method integrates the star shape of the 
image object using a salient point detection algorithm, which uses the Harris salient 
point detection and an adaptive threshold segmentation algorithm [2]. There is also 
a content-based image retrieval model which uses the local visual attention feature. 
It uses the salient image points extracted by a fast and performing speeded-up ro-
bust features (SURF) detector [3].

To find the region of interest, there is a method based on the template. It de-
scribes a way to learn the similar images given by the user, which are obtained 
based on the distances and spatial relationships in the similar region pairs [4]. It 
also remains a challenge because the low-feature similarity cannot express high-
semantic similarity. Thus, the retrieval results are often far from satisfaction. To 
solve this problem, this chapter proposes a region-based object retrieval by using 
the adaptive image segmentation and generalized Hough transform [5]. In addition, 
A. Talib et al. proposed a semantic feature extracted from dominant colors [6]. It 
may reduce the effect of the image background on the image matching decision. 
There are some other methods to find the region of interest, such as by local dif-
ference operators [7], dominant color and local binary patterns [8], local maximum 
edge binary patterns [9], local Tetra pattern, local oppugnant color texture patterns 
[10], DLEP, block-based local binary patterns, center-symmetric local binary pat-
terns, local edge patterns for segmentation, and local edge patterns for image re-
trieval methods [11]. These methods try to select the region of interest and improve 
the efficiency of image retrieval.

However, related work seldom considers time consumption; and some salient 
points or regions of interest may always not represent the most interesting regions 
for image retrieval. This chapter proposes an algorithm to segment the region of 
interest based on the Laws’ texture filter.

59.2 � Texture Feature

In the content-based image retrieval, the content can be expressed by color, texture, 
shape, and other features. The texture feature designs to quantify the perceived tex-
ture of an image. It gives us information about the spatial arrangement of intensities 
or color in an image. Image textures can be used to help in segmentation (image 
processing) or classification of images.

There are two approaches to extract the texture features, specifically, the struc-
tured approach and the statistical approach [12]. The structured approach recog-
nizes the texture as a series of primitive texels with some regular or repeated pat-
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terns. It does well in terms of analyzing artificial textures. The statistical approach 
recognizes the texture as a quantitative gauge of the arrangement of intensities in a 
region. Generally, the statistical approach is more widely used because it is easier to 
compute. The statistical approach to extract image texture includes three classes: the 
edge detection, the cooccurrence matrices, and the Laws’ texture energy measure.

59.2.1 � Edge Detection

The edge detection aims at identifying special points in an image whose bright-
ness changes sharply or formally. A set of curved line segments termed edges can 
be gotten by those points. With the edge detection, the number of edge pixels in 
a specified region can be determined, the same as the characteristic of the texture 
complexity. Once the edges are found, we can extract the direction of the edges as 
a characteristic of the texture. The frequently used edge detection operator includes 
Robert, Prewwit, Laplacian, Marr-hidreth, Sobel, Canny, etc.

59.2.2 � Co-occurrence Matrices

With the spatial relation of a similar gray tone, the numerical texture features can be 
extracted based on the co-occurrence matrix. These texture features can be used to 
represent, compare, and classify images. R. Haralick proposed 14 texture features 
derived from a normalized co-occurrence matrix, such as angle second moment, 
contrast, correlation, entropy, sum of squares, sum of average, inverse difference 
moment, difference of variance, etc. [13]. There are various applications of the co-
occurrence matrix in the image processing; but there is a negative aspect of the 
co-occurrence matrix because the extracted features do not necessarily correspond 
to visual perception.

59.2.3 � Laws’ Texture Energy Measures

Kenneth Ivan Laws proposes the texture energy measures which have been used 
for many different applications. Firstly, the measures are computed by applying 
small convolution kernels to an image; secondly, the measures perform a nonlinear 
windowing operation. The two-dimensional convolution kernels are typically used 
for texture discrimination. Generally, they are generated from the following set of 
one-dimensional convolution kernels of length five:

Level = [+ 1 + 4 6 + 4 + 1];
Edge = [− 1 − 2 0 + 2 + 1];
Spot = [− 1 0 2 0 − 1];
Wave = [− 1 + 2 0 − 2 + 1];
Ripple = [+ 1 − 4 6 − 4 + 1].
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It can generate 25 different two-dimensional convolution masks by convolving 
a one-dimensional kernel with another one-dimensional kernel. In the application, 
the convolution masks of 5 × 5 are used to compute the energy of texture, which can 
be represented by a nine element vector for each pixel.

To segment the region of interest for image retrieval, it needs high speed and 
high accuracy. We propose a novel segmentation algorithm for the region of interest 
based on Laws’ texture energy measures.

59.3 � Experiment

59.3.1 � Segmentation Algorithm Based on Laws’ Texture 
Filter

Based on the Laws’ texture energy measure, apply a texture transformation to an 
image, which can be done by convolving the input image with a special filter mask. 
The segmentation algorithm is shown as below:

S1: As to the input image, it applies a texture transformation by convolving with 
a special filter mask. The filters select 5 × 5 matrices which obtain from the above 
five vectors. In our experiment, we select Edge5 × Level5.

S2: After filtering an image using Laws’ texture filter, it carries out a variation 
of the median filtering on from the vertical and the horizontal direction, which 
transforms the image more smooth and separates median filtering with rectangular 
masks. After this step, we get two-channel images.

S3: Calculate the histogram of two-channel gray value images. Design the global 
threshold and select pixels from the image whose gray values fulfill the conditions.

S4: Segment the image by means of two-dimensional pixel classification, and it 
shows the texture region. This texture region is our region of interest.

59.3.2 � Experiment Results

In this section, we evaluate the efficiency of our segment algorithm with Laws’ 
texture filter. As the co-occurrence texture feature has seldom visual perception, we 
select two traditional edge detection operators to compare with our segmentation 
algorithm based on Laws’ texture filter. The two traditional edge detection operators 
are Soble and Robinson operators. All experiments described in this section have 
been performed on a Lenovo workstation with an Intel Core 2.5Ghz CPU and a 
4 GB RAM running Win8 and halcon11. The images are selected from the http://
image.baidu.com/.

As shown in Fig. 59.1, the algorithm is adaptive to the image with obvious tex-
ture. If the foreground or the background is relatively simple and easily separated, 
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the algorithm can get good performance, as illustrated in Fig. 59.2. But as to the 
complex foreground or complex background image, the algorithm shows poor per-
formance, as shown in Fig. 59.3.

In Fig. 59.4, the left column shows the results of the segmentation region of in-
terest based on Laws’ texture filter, the middle column shows segmentation results 
based on the Sobel operator, the right column shows the segmentation results based 
on Robinson’s operator. We can see the efficiency of our algorithm by comparing 
it with the traditional algorithm. From the point of visual perception, segmentation 
algorithm proposed in this chapter can get a distinct and complete region of inter-
est. For the traditional method, the region can be obtained, but the edge is blur and 
incomplete. Crucially, our algorithm features a higher speed than other algorithms 
obviously.

Fig. 59.3   Image with complex foreground and background

 

Fig. 59.2   Image with simple foreground and background

 

Fig. 59.1   Image with obvious texture
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59.4 � Conclusion

In order to find the region of interest in the image retrieval, this chapter proposes 
an algorithm to the segmentation region of interest based on the Laws’ texture fil-
ter. The experiment reveals that it shows better performance for an image with an 
obvious texture and a simple foreground and background. The next research is to 
find a new method or to improve this algorithm in order to apply it to images with 
a complex foreground or background. The experiments also confirm that the algo-
rithm has higher speed and accuracy than traditional region of interest segmentation 
algorithms based on texture.
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Fig 59.4   Three methods of the segmentation ROI based on texture. ( Left column: segmentation 
ROI based on Laws’ texture filter, middle column: segmentation ROI based on the Sobel operator, 
right column: segmentation ROI based on the Robinson operator)
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Abstract  Optimal test selection is the important content of complex electronic sys-
tem testability design. This chapter establishes the mathematical model of optimal 
test selection and then proposes an improved discrete particle swarm optimization 
algorithm to provide a solution. The algorithm designs a new fitness function accord-
ing to the characteristics of test selection. In order to avoid the local optimum, an 
inertia weight adaptive adjustment strategy based on the group’s premature degree 
is proposed. The simulation results show that the algorithm proposed can achieve 
a global optimal solution fast and effectively. Optimization results meet all system 
requirements and can provide an effective guidance for optimal test selection of 
complex electronic systems.

Keywords  DPSO algorithm · Testability design · Test selection

60.1 � Introduction

With the performance and complexity improvement for weapon systems, fault de-
tection and diagnosis become more and more difficult; thus, carrying out testability 
design is a hot topic [1]. Test optimization selection is the important content of sys-
tem testability design. The purpose of optimal test selection is to solve the following 
two problems: (1) to identify the needed test set in the guarantee of system fault 
coverage and identification; (2) to select test subset meeting the system testability 
requirement from the alternative test set, and this subset should correspond to the 
lowest test cost [2].
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Optimal test selection belongs to typical set covering and combinatorial optimi-
zation problem and is difficult to be solved. For such a problem, many papers pro-
pose the corresponding solutions [3–7]; there are methods based on Boolean logic, 
genetic algorithm (GA), information entropy, particle swarm optimization (PSO), 
and hybrid binary particle swarm optimization and genetic algorithm (HBPSOGA). 
But due to the inherent difficulty, neither computational efficiency nor accuracy is 
satisfactory. Especially with the increasing complexity of weapon equipment and 
scale of collection, a new effective algorithm is needed to obtain the optimal solu-
tion.

In order to improve the convergence speed and solution precision of DPSO, this 
chapter designs a new method of calculating particle individual fitness with con-
sideration of the characteristics of test selection; and according to the feature that 
it is easy to fall into a local optimum, a strategy of inertia weight adjustment based 
on the degree of premature convergence is proposed; then, the improved particle 
swarm optimization (IDPSO) algorithm for optimal test selection is developed.

60.2 � Problem Description and Modeling

Describing the binary relation of fault and test, the system fault–test dependency 
matrix is the basis for test selection and can be obtained by testability modeling [8]. 
Provided { }1, , mF f f= �  is a set of faults in the system, 1 2[ , , , ]mλ λ λ λ= �  is its 
fault prior probability vector, { }1, , nT t t= �  is the test set that can be chosen, and 

1 2[ , , , ]nC c c c= �  is its test cost vector. The dependency matrix of the system can 
be written as the Boolean matrix { }ijFT ft= , in which 1,2, , , 1, 2, ,i m j n= =� � . 
The fault–test dependency matrix is shown below [9].

�

(60.1)

in which, if fi  can be observed by test t j , then 1ijft = , otherwise 0ijft = .
As the chance for multiple fault occurrence of the system is very slight, it is as-

sumed that at any time, there could be one fault occurring in the system at the most. 
Provided the test set is 1 2[ , , , ]nx x x x= � , 1kx =  shows test tk  is selected, 0kx =  
shows test tk  is not selected, in which 1, ,k n= � . Ts  is the test subset selected from 
test set T .

The condition for fault fi  to be detected by Ts  is that the row vector correspond-

ing to fi  in the dependency matrix has at least one element 1, that is, 1
S

j S

N

ij
t T

ft
∈

=∪ . In 

the formula, ∪ is the OR operation of Boolean variables, and Ns is the number of 
sets Ts . Assuming that the set of all fault can be detected byTs , then
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�
(60.2)

Therefore, fault detection rate (FDR) can be expressed as [10]:

�

(60.3)

Provided a set Tfi
 consists of all tests which can defect the fault fi , and a set Tf j

 
consists of all tests which can defect the fault f j , then the condition for fault fi  and 
f j  that can be isolated by Ts  is that both fault fi  and f j  can be detected by Ts, and 
vectors Tfi

 and Tf j
 are different, that is 0, , ,

i jf f i j DT T f f F i j⊕ ≠ ∀ ∈ ≠ , in which 
⊕  stands for the vector’s XOR operation. If the corresponding element of the two 
vectors is the same for both, the result is 0, otherwise it is 1. Assuming that the set 
consisted of all faults can be isolated by Ts , then

�
(60.4)

Therefore, the fault isolation rate (FIR) can be expressed as [10]:

�

(60.5)

The purpose of test optimal selection is to find a test set which meets the require-
ment of system FDR and FIR, while ensuring the minimum number and lowest cost 
of test under the maximum FDR and FIR. Upon above analysis, the optimal selec-
tion model is as follows [11]:

�

(60.6)

In the formula (6), 
* *,FD FIγ γ  is FDR and FIR required by the system.
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60.3 � DPSO Algorithm

The earliest PSO version can be referenced in the literature [12]. Kennedy and Eb-
erhart put forward the discrete particle swarm optimization (DPSO) in 1997 [13]. 
Each potential solution is assigned a randomized velocity, and the potential solu-
tion, which is called particle, is then “flown” through the problem space; each par-
ticle keeps track of its coordinates in the problem space, which are associated with 
the best solution (fitness) it has achieved so far. (The fitness value is also stored.) 
This value is called Pbestid . Another “best” value that is tracked by the global ver-
sion of the particle swarm optimizer is the overall best value and its location, which 
is obtained so far by any particle in the population. This location is called Gbestid . 
The velocities and positions of particles in DPSO are updated as follows [12]:

�

(60.7)

In the above formula, xid
t and vid

t  are the position and velocity of the particle in the 
t th  iteration, ω  is the inertia weight, c1  and c2  are the acceleration coefficients, 
rt1  and rt2  are the random values between ( , )0 1  in the t th iteration, Pbestid

t is the 
best position that the particle ever had in the t th  iteration, 

bestid

tG  is the best position 
that the group particles ever had in the t th  iteration, and 1t

idδ +  is a random value 
between ( , )0 1 .

60.4 � IDPSO Aiming at Optimal Test Selection

60.4.1 � Population Initialization

The particles of DPSO consist of a binary code with a length of n, each of which 
corresponds to a test set. When the algorithm starts, population initialization 

{ }0 0 0

1 2(0) , , ,
M

T T T T= � , in which M is population size, T j M
j

0 1 2( )= , , ,�  is the j th  
particle, and its corresponding binary code is 

1 2

0 0 0 0[ ]
j j j nj

T t ,t , ,t= � , in which t
ij

0 1=  
means the i th  test of test set T

j

0  is chosen, otherwise T
j

0  is not chosen; 1,2, ,i n= � .

60.4.2 � Fitness Evaluation

Evolving to generation k , current population is T k T T Tk k k

M
( ) = { }1 2, , ,� . In order to 

evaluate the fitness of particle T j M
j

k ( )= 1 2, , ,� , the following method of calculating 
the fitness of T

j

k  is designed, and the specific steps are described as follows:
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Step 1: Record Tj  to the selected test set; Fj  is the fault set detected by Tj ; use 
formula (3) to calculate the ( )FD jTγ  of test set Tj . If γ γFD jT FD

( ) ≥ ∗ , go to step 5, 
otherwise go to step 2.

Step 2: Get test set j jT T T= −  from Tj  and get fault set j jF F F= −  from Fj.
Step 3: Calculate the ratio of each test from test set Tj  which is not selected: 

p c/ , in which p  is the sum of fault probability which can be tested by the corre-
sponding test in Fj ; c  is the test cost of the corresponding test. Select the test with 
maximum ratio to add to test set Tj , and add the faults to fault set Fj.

Step 4: Calculate FDR ( )FD jTγ  of test set Tj ; if ( )
FDFD jTγ γ ∗≥ , go to step 5, 

otherwise update Tj  and Fj, and go to step 2.
Step 5: According to the model shown in formula (6), define the fitness function 

shown using the method of penalty function and calculate the fitness of Tj :

�

(60.8)

in which c j  expresses the test cost of test t j ; C  and α  are constants. When test 
set Tj  satisfies the FIR index, the individual fitness is decided by the first part, 
otherwise the individual fitness is decided by the second part, to ensure that the indi-
vidual chosen by the fitness function is the best individual in the current population.

60.4.3 � Adaptive Inertia Weight Adjustment

As to the traditional DPSO algorithm, inertia weight adjustment strategy in linear 
decreasing is widely used. The strategy can make the population get better global 
search ability in early optimization. With the decrease of inertia weight, it con-
tributes to the convergence of global extreme point; however, in this strategy, all 
particles use the same weight value, which is not conducive to the diversity of the 
population; at the same time, constant decline also reduced the solving efficien-
cy. According to the relationship of premature convergence degree of swarm and 
particle fitness value, a new adaptive inertia weight adjustment strategy is raised. 
Compared with the adaptive inertia weight adjustment strategy based on particle 
space [14], the proposed strategy is more advanced, which uses different adaptive 
operations for different particles, making the group always maintain the diversity 
of inertia weight.

The premature convergence degree of the particle swarm can be evaluated by ∆; 
the smaller ∆, the more premature the convergence of the particle swarm.

� (60.9)

in which fg  is the fitness value of the best global particle, fag  is the average value 
of fitness among all current particles, f p  is the fitness value better than fag ; this 
chapter takes the intermediate value of fg  and fag .

*(0, )

j j j

FI FI
j j j j

t T t T
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For particles with fitness value fi , the adjustment strategy of inertia weight is 
as follows:

1.	 When i pf f> , the particle is better in the population, which is close to the global 
optimal value, and the inertia weight should be smaller accordingly, to strengthen 
the local search.

� (60.10)

In which minω  is the minimum value of ω , and aω  is the intermediate value of the 
ω  value range [ , ]min maxω ω .

2.	 When ag i pf f f≤ ≤ , the particle is a general particle in the population, which 
has a good ability of local optimization and global optimization, and the inertia 
weight uses the traditional linear decreasing strategy for adaptive adjusting.

�
(60.11)

In which maxω  is the maximum value for ω , CurIter  and MaxIter are the current 
iterations and maximum iterations of algorithm.

3.	 When i agf f< , the particle is poor in the population, which should be given 
greater inertia weight.

� (60.12)

In which k1  is the control parameter, k2  is the adjusting parameter, which meet the 
condition of 1 21, 0k k> >  here.

60.5 � Simulation and Verification

To verify the effectiveness of the proposed algorithm, an example is introduced to 
prove the performance of IDPSO. The operating environment is as follows: CPU 
Intel Core I3 3.30 GHz, RAM 2 GB, Matlab 8.0.0.783.

This example is illustrated from a super-heterodyne receiver [7], in which there 
are 22 prior faults and 36 alternative tests. The cost of each test is equal to one, 
and the fault prior probability is as follows: [0.00185, 0.00923, 0.185, 0.00185, 
0.00185, 0.00923, 0.00185, 0.00923, 0.185, 0.185, 0.185, 0.00185, 0.00923, 0.185, 
0.00923, 0.00185, 0.00923, 0.00185, 0.00185, 0.00185, 0.00185, 0.00185]. Test-
ability index requires that FDR and FIR are no less than 95 %.

( )
i p

min a min

f f
ω ω ω ω

−
= + −′

∆
i

( )min max min
MaxIter CurIter

MaxIter
ω ω ω ω −

= + −′ i
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Using the IDPSO method to solve, set parameter values as follows: 
1 2=60, =1.2, =0.4, =200, = 1.4962, 10, 0.5max min maxPopsize N c c Cω ω α= = = .

The optimal result is [0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0]; i.e., the test set is { }8 26 28 31 32 34, , , , ,t t t t t t , actual 
FDR is 96.86 %, FIR is 96.57 %, test cost is 6, while the test cost concluded by 
reference [7] is 7.

For comparison, when DPSO is used to solve this problem, set the parameter val-
ues as follows: 1 2=60, =1.2, =0.4, =200, = 1.4962max min maxPopsize N c cω ω = . The 
simulation result of DPSO is [0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0]; i.e., the test set is { }2 8 26 29 31 32 34, , , , , , ,t t t t t t t  
actual FDR is 96.86 %, FIR is 97.71 %, and the test cost is 7.

Figure 60.1 shows the fitness variation tendency of IDPSO and Fig. 60.2 shows 
the fitness variation tendency of DPSO. Each iteration curve is completed after 20 
times of calculation, with each calculation obtained after 200 iterations.

As can be seen from Fig. 60.1 and Fig. 60.2, the IDPSO method can satisfy sys-
tem requirements and gain a global optimal solution around 30 times iteration con-
vergence basically, and the success rate is quite high. Although the DPSO method 
can also satisfy system requirements, it only gains near-optimal solutions and the 
speed of convergence is slower than IDPSO.

Compared with the HBPSOGA method in reference [7], FIR has decreased, but 
the test cost is reduced under the premise of meeting testability requirement, thus 
obtaining a global optimal solution.

60.6 � Conclusion

With the increasing scale of the system, the correlation between faults and tests 
becomes more and more complex, and the test selection problem has become in-
creasingly apparent, thus improving optimization efficiency, and accuracy becomes 

Fig. 60.1   Fitness variation 
tendency of IDPSO 
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particularly important. Based on DPSO and combined with the characteristics of 
test selection, IDPSO designs a new method of calculating particle fitness, which 
provides IDPSO a better solution. And to adjust inertia weight according to the 
degree of particle swarm premature, not only avoid the algorithm going into prema-
ture convergence and local optimum, but also accelerate the convergence rate. The 
simulation result shows that, for the test selection problem, the calculation precision 
and convergence speed of IDPSO are better than those of HBPSOGA.
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Abstract  As to the nonlinear, time-varying, and large delay control system, the 
conventional proportional-integral-derivative (PID) control effect is not ideal; thus, 
PID parameters based on shuffled frog leaping algorithm (SFLA) are presented. 
Concerning the problems of the SFLA such as slow convergence rate and local 
optimality, we propose the improved shuffled frog leaping algorithm (ISFLA).This 
algorithm uses reverse selection mechanism in the evolutionary process so as to 
keep the diversity of population and improve the ability of evolution algorithm. 
Introducing the linear decreasing adaptive inertia weight to correct the poor frog 
update strategy can balance the global search and local search. The simulation 
results of experiments on the two classical control system show that the ISFLA, 
when compared with SFLA and particle swarm optimization (PSO), can balance 
the global search and local search with a smaller number of iterations and stron-
ger optimization ability and is more suitable for the tuning of the PID parameters 
optimization.

Keywords  PID parameters · SFLA · Reverse selection mechanism · Inertia weight

61.1 � Introduction

The proportional-integral-derivative (PID) controller is widely used in chemical in-
dustry, electric power and other industrial production control because of advantages 
of simple structure, strong robustness, high reliability, and easy operation [1]. The 
traditional PID controller which tends to get the ideal control effect must carry on 
the tuning parameters first, namely the proportion coefficient (P), integral (I), and 
differential (D); therefore, the parameters of PID controller tuning and optimization 
have become an important research field.

The most actual control processes are nonlinear, time varying, and with large 
delay. It is difficult to establish an accurate control model and get an ideal control 
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effect by the traditional PID controller [2]. In recent years, many artificial intel-
ligence algorithms, such as genetic algorithm (GA), simulated annealing algorithm 
(SA), and particle swarm optimization (PSO), have been successfully applied to the 
PID parameter optimization [3–6]; however, GA is of low efficiency in the inter-
related parameter optimization problem that it is easy to fall into local optimum; the 
convergence speed of SA is slower; parameters of PSO algorithm are so many that 
it is easy to fall into local optimum in the late algorithm. Aiming at these problems, 
the SFLA with the advantages of GA and PSO algorithm is hereby presented. The 
improved shuffled frog leaping algorithm is used to optimize PID parameters. The 
simulation results show ISFLA can be better applied to the project because it may 
improve the convergence speed and optimization of high precision.

61.2 � SFLA

Please randomly generate F  frogs (solution) to form the initial group. The ith  
frog can be expressed as 1 2( , ,···, )i i i idX x x x= . For the d -dimensional problem, 
the frogs are in descending order according to the individual fitness. The group is 
divided into s  subgroups with each subgroup containing n  frogs. Meet the relation 
of F s n= × . In each subgroup, the best fitness frog is recorded as Xb, the worst fit-
ness frog recorded as Xw, and the group of the best fitness frog recorded as Xg . In 
each subgroup, the local search is completed. The worst frog updates strategy [7, 8].

� (61.1)

� (61.2)

In the formula, Di  is the moving distance of the component i; rand ()  is a random 
number 0–1; Dmax  is the maximum distance that the frog allows to move.

After the update, if the solution Xw  is better than the original solution Xw  (cur-
rent position), the original population of solution is replaced; otherwise, please use 
Xg  instead of Xb; then repeat formula (61.1), (61.2). If there is no improvement, 
we randomly generate a new solution instead of the original Xw.

61.3 � ISFLA

61.3.1 � Update of the Moving Step

As to the reference update strategy of PSO algorithm [9], we improve the step of 
the worst frog’s update in the SFLA. The inertia weight ω  is introduced to balance 
the global and local search ability. Formula (61.3) instead of formula (61.1) will 
improve the step of the worst frog.

·i b wD rand( ) ( X X )= −

( )max max(The current position)w w i iX X D D D D= + − ≤ ≤
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� (61.3)

In the formula, ω  is the inertia weight and iD′  is the step of the previous worst 
frog.

61.3.2 � Reverse Selection Mechanism

The smaller the individual fitness value of the frog, the greater the probability to be 
selected. It can lead to the optimal solution of subgroup focus small fitness, which 
destroys the population diversity. The algorithm is easy to fall into a local optimum. 
In order to improve the evolutionary ability of the SFLA, we should maintain the di-
versity of population by introducing the negative selection mechanism. The smaller 
the reciprocal of the fitness value, the more likely it is selected. Formula (61.4) 
achieves to maintain population diversity.

� (61.4)

In the formula, Pi  is the i th  frog probability of the selection; 
1

f xi( )
 is the reciprocal 

of the fitness value of the i th  frog; the formula 1

1 f xii

F

( )=
∑  is the reciprocal of the 

fitness value of the F  frogs.

61.3.3 � Linear Adjustment of the Inertia Weights ω

The inertia weight ω  can measure the movement trend of the frog. The larger ω  
is conducive to jump out of the local optimal solution and avoids falling into pre-
mature. The smaller ω  is conducive to complete a more accurate local search in 
the vicinity of the global optimal solution so as to find the global optimal solution 
quickly. We can use formula (61.5), the weight ω  is linearly decreasing when the 
algorithm just enters the search. When the algorithm is close to the optimal solution, 
ω  will gradually decrease.

� (61.5)

In the formula, ( )i tω  is the i th  frog inertia weight of the t th ; maxω  and minω  are, 
respectively, the maximum and minimum inertia weights; ,j k jt it tit it= ×  is the 
iteration of the current subgroup; it is the total iteration of the subgroup; titk is the 
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iteration of the current mix group; tit  is the total iteration of the mix group; j  is the 
integer between 1 and it ; and k  is the integer between 1 and tit .

61.4 � Optimization of PID Parameters by ISFLA

61.4.1 � PID Controller

As to the unit’s negative feedback control system, continuous PID controller can be 
expressed as follows:

� (61.6)

The PID controller is a proportional, integral, and differential calculation for the 
system error, which constitutes the system control. In each sampling cycle of the 
control process, , , andp i dk k k  of each group will be seen as a frog of the ISFLA. 
With the help of the ISFLA optimizing ability, the frogs make the interaction to look 
for the best. With a group of the best , , andp i dk k k , we can achieve the desired 
output.

61.4.2 � Fitness Function

To achieve the optimum control quality, we must have a good set of optimization 
parameters , , andp i dk k k .We define formula (61.7) as the fitness function for opti-
mization and evaluation.

� (61.7)

In the formula, F Ki ( )  is the fitness value of the i th  frog; tr  is the rise time; 
1 2 3, , andm m m  are the weights; and K  is [ , , ]k k kp i d  of the frog. tr  and e t( )  are 

the factors of the fitness function.

61.4.3 � Process of ISFLA Optimizing PID Parameter

The thought of ISFLA optimizing PID parameter is the optimal solution in all val-
ues of the unknown parameters , , andp i dk k k  portfolio. That is the smallest fitness 
function of formula (61.7). The flow chart for the ISFLA-PID is shown in Fig. 61.1.

Step 1: parameter initialization. Determine the range of the parameters 
, , andp i dk k k ; the number of frog in population is F ; the number of subgroups is s; 

( )
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Fig. 61.1   Flow chart for the ISFLA-PID
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the number of frogs in each subgroup is n; it  is the total iteration of the subgroup; 
tit  is the total iteration of the mix group.
Step 2: Calculate the fitness value F Ki ( )  of each frog according to formula 

(61.7). The frog population is arranged in descending order according to F Ki ( )  
and divided into subgroups.

Step 3: Calculate the reverse selection probability Pi  of each frog according to 
formula (61.4) so as to start the subgroup search from the worse individual fitness 
value.

Step 4: Calculate andb wX X  of each subgroup. Calculate the global optimum 
Xg  of the population. Dynamically adjust the worst frog in each subgroup accord-
ing to formula (61.5). Update the operation according to formulas (61.3) and (61.2) 
until setting the total number of iterations. All subgroups are mixed upon updating; 
replace the original population.

Step 5: If the current maximum number of iterations reaches a predetermined 
setting, the iteration will stop. The information of optimal fitness value is put out. 
The algorithm ends, and then go to step 6; otherwise, go to step 2.

Step 6: Optimization parameters of the PID controller are put out.

61.5 � Simulation and Experiment

To verify the performance of PID parameters, we select two control system models. 
We compare them with PSO-PID [5] and SFLA-PID.

The transfer functions of three systems are:

(1)	G s
s s

1 3

1

1 1 8
( )

( )( / )
=

+ +

(2)	 18.25
2 2

0.33
( )

(1 18.5 134 )
sG s e

s s
−=

+ +

We use the parameters [10] as proposed in the algorithm performance test. The total 
number of Frog F  = 200. The subgroup number s  = 20. The total iteration of the 
subgroup it  = 10. The total iteration of the mix group tit  = 500. The range of the 
parameters , , andp i dk k k  are [0,6],[0, 4],and [0,4] .

61.5.1 � High-Order System

To optimize high-dimensional systems, the transfer function G s1( )  is selected as a 
test object. The curve in Fig. 61.2 is the iterative process of the fitness function. The 
curve in Fig. 61.3 is the closed-loop step response and corresponds to G s1( ) . PID 
controller parameters and the PID performance simulation are shown in Table 61.1.
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Fig. 61.2   Iterative process of the fitness function (G s1( ) )
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61.5.2 � Delay System

To optimize delay systems, the transfer function G s2 ( )  is selected to run 20 times. 
The curve in Fig. 61.4 is the iterative process of the fitness function. The curve in 
Fig. 61.5 is the closed-loop step response and corresponds to G s2 ( ) . PID controller 
parameters and the PID performance simulation are shown in Table 61.2.
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Fig. 61.4   Iterative process of the fitness function (G s2 ( ) )

 

Table 61.1   PID controller parameters and performance indicators ( 1 ( )G s )
PID parameter tuning PID performance The factors of fitness function

kp ki kd
Overshoot (%) Rise time (s) System error

PID 5.873 3.0837 3.875 6.87 5.04 0.58
PSO-PID 5.684 2.805 2.813 2.42 0.84 0.46
SFLA-PID 5.416 2.706 2.689 2.21 0.71 0.37
ISFLA-PID 4.943 2.461 2.486 1.51 0.46 0.19
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61.6 � Conclusion

For the nonlinear, time-varying, large delay control system, the conventional PID 
control effect is not ideal. PID parameters optimization based on the ISFLA is pre-
sented. The algorithm makes improvement from the following three aspects: (1) 
update the correction strategy of the SFLA using the PSO algorithm to improve the 
efficiency of local search; (2) use the reverse selection mechanism in the evolu-
tionary process so as to keep the diversity of population and improve the ability of 
evolution algorithm; (3) according to the actual location, select inertia weight cor-
responding to balance the global search and local search. The simulation results of 

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

1.2

Time(s)

O
ut

pu
t a

m
pl

itu
de

PSO-PID
SFLA-PID
ISFLA-PID

Fig. 61.5   The closed-loop step response of G s2 ( )

 

Table 61.2   PID controller parameters and performance indicators (G s2 ( ) )
PID parameter tuning PID performance The factors of fitness function

kp ki kd Overshoot (%) Rise time (s) System error

PID 5.974 3.948 3.986 7.97 5.87 0.75
PSO-PID 5.684 2.805 2.813 2.42 0.84 0.46
SFLA-PID 5.416 2.706 2.689 2.21 0.71 0.37
ISFLA-PID 4.943 2.461 2.486 1.51 0.46 0.19
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experiments show that the ISFLA, compared with the SFLA and PSO, can balance 
the global search and local search with a smaller number of iterations and stronger 
optimization ability.
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Abstract     The search pointer array data structure is presented according to the 
index characteristic of the edge node on the basis function; thus, a new edge find-
ing algorithm is developed with reduced numerical complexity, of the order O N( ),  
instead of the complexity O N( )2 , for classical direct search, or O N N( log( )) for 
the Adelson-Velsky and Landis (AVL) tree. Numerical experiments show that the 
new algorithm features fast speed, simplicity, and less memory requirement, which 
meets the demand of large-scale computational electromagnetic problems as solved 
by a multilevel fast multipole method (MLFMM).

Keywords  AVL tree · Basis function · Computational electromagnetic · MLFMM

62.1 � Introduction

When Rao–Wilton–Glisson (RWG) basis functions may be applied to discretize the 
surface integral equation in electromagnetic problems, the interior edges are needed 
[1]; however, the mature automatic mesh generation software, such as Patran, An-
sys, FEMAP, etc., only provided the finite element connectivity file, an example of 
which is illustrated in Fig. 62.1. This file comprises a node list containing the Carte-
sian positions of all triangle nodes and a face list that assembles individual triangles 
by referencing three vertexes from the node list. The example in Fig. 62.1 contains 
six nodes and four faces. It is necessary to convert this geometric description into an 
enumeration of RWG basis functions. The enumeration process must be performed 
efficiently, or else it can become a bottleneck in simulations especially for large-
scale computational electromagnetic (CEM) problems solved by a multilevel fast 
multipole method (MLFMM) with a large number of unknowns [2–3].

An MLFMM with computational complexity of O N N( log( )) and memory re-
quirement of O N N( log( )) is introduced in CEM to accelerate the matrix vector 
multiplication, which has greatly increased the capacity of method of moment 
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(MOM) to compute large-scale electromagnetic problems and been used in a va-
riety of applications. Where N is the number of unknowns, the parallel MLFMM 
can solve electromagnetic problems with unknowns up to 85,148,1600, and fast 
algorithm should be applied to find the interior edge for such large CEM problems 
(Fig. 62.2) [4].

The simplest and easiest algorithm for interior edge finding is shown as below:

Fig. 62.2   Simple flat plate 
geometry with node number-
ing, facet numbering, and 
edge numbering

 

Fig. 62.1   Example connec-
tivity list in a mesh file
 



57162  A Simple and Fast Edge Finding Algorithm for Generating an RWG Function

The computation complexity of Algorithm 1, which is apparent, is O N( )2 . The 
computation time for Algorithm 1 is much less compared with the later MLFMM 
computation time when the unknowns are less than 100,000; however, the computa-
tion time for interior edge finding is comparatively long when the unknowns are ex-
tremely large, which is shown in Table 62.1, and all the problems are solved through 
notebook for Intel(R) Pentium(R) M 2.13 GHz CPU with 2 GB memory. Fast algo-
rithm should be introduced to reduce the computing time for finding interior edges 
with millions of unknowns. The conventional fast method is to apply the Adelson-
Velsky and Landis (AVL) tree with the computation complexity of O N N( log( ))  
[5]. Although this method is fast and highly efficient, it is very complicated to write 
its code. In the next section, a new fast and simple algorithm is introduced in this 
chapter. The performance of this new algorithm is discussed in Sect. 3.

62.2 � A New Fast and Simple Edge Finding

62.2.1 � Finding Interior Edge for RWG Basis Function

The reason for Algorithm 1 with the computational complexity of O N( )2  is to 
search the gotten interior edges one by one to find whether the new edge is resisted 
in the gotten interior edges, so the core of a fast algorithm is to search the computed 
interior edge quickly. The RWG basis function is used to illustrate the new algo-
rithm. Assuming n is the total number of points in the mesh, a pointer array named 
node1 (Fortran language, for instance) with size n is introduced. Given the edge 
node list in natural number series, such as 1,2,3, …, n, the pointer array subscript 
maps to the first edge node list. The array pointer points to a two-dimensional array 
named node 2 having shape ( m, 2). Given a node numbered with k, connected with 
m edges, where k is also the pointer array indicator, Fortran language is adopted to 
express node1( k)%node2 ( m, 2). The first column of the two-dimensional array is 

Table 62.1   Time for computing interior edges and MLFMM (perfect metal sphere)
Unknowns Algorithm 1(s) Algorithm 2(s) MLFMM(s)
11664 0.65625 0.0000000 55.34375
46656 9.31250 0.0156250 242.1094
138384 82.0312 0.0312500 990.4218
518400 1152.42 0.1093750 4997.848
2073600 18907.4 0.4843750 –
8433216 – 2.0937500 –
18045504 – 4.765625 –

MLFMM multilevel fast multipole method
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used to store the second node number, and the second column is used to store the 
global interior edge number. This pointer array forms a search data structure, which 
is shown in Fig. 62.3. The size of the pointer array equals to the number of points 
in the mesh, and the index of array is also the node number. One-dimensional array 
Node1Edge having shape ( n) is used to store the total number of edges of each con-
nected node. First, all triangular is scanned, and the sequence of points is rearranged 
according to the node number. Then, the number of edges associated with each node 
is counted and stored in an one-dimensional array Node1Edge, and then the mem-
ory of pointer array points is allocated dynamically, and Algorithm 2 is as follows:

The registered interior edge can be searched quickly from Steps 6–12 in Algorithm 
2 through the searching data structure for the average of Node1Edge(:) which is a 
small constant. Algorithm 2 features fast speed because of its direct access to the 
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first node and the small constant number of average edges connected to each node. 
Table  62.1 shows that the computation time is comparatively less and increases 
linearly with the unknowns. The CPU time for computing interior edges is only 
4.77 s with 18045504 unknowns for the new algorithm and increases linearly with 
the number of unknowns. The dash (“–”) means the computational time is too long 
to compute interior edges, or the problem is too large to be computed by MLFMM 
on our notebook test platform.

62.2.2 � Finding Interior Face for Schaubert–Wilton–Glisson 
Basis Function

The algorithm for face finding with Schaubert–Wilton–Glisson (SWG) basis func-
tion, used to discretize the volume integral equation, is similar to that of an RWG 
basis function [6]. A pointer array named node1 is applied to construct the search-
ing data structure with its size equivalent to the number of tetrahedron nodes and 
points to a two-dimensional array named node2 with shape ( k, 3), where k is the 
number of the facet which connected a node. The first column of two-dimensional 
array is used to store the second node index of the facet, where the SWG basis 
function is defined, the second column is used to store the third node index of the 
face, and the third column is used to store the global index of face. The number 
of rows of the two-dimensional array, the pointer array pointed, is determined by 
the number of faces which connected each node. All the tetrahedrons are scanned 
first, then also the total faces, so that each associated node can be gotten; in this 
sense, the memory can be allocated dynamically. The detail of the algorithm is 
analogous to algorithm 2 and is omitted here. Table 62.2 shows that the computa-
tion time for the new algorithm is comparatively less and increases linearly with 
the number of tetrahedrons.

Fig. 62.3   Searching data structure: node and edge connectivity lists
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62.3 � Performance of the New Algorithm

    A high-quality mesh ought to have as many equilateral triangles as possible for 
the surface mesh with triangular cells. Figure 62.1 shows that there are n triangu-
lars connected with point p. The angle of each triangular associated with point p is 

1 2 3, , , nα α α α� .

� (62.1)

As to the high quality of the mesh 1 2 3, , , 60nα α α α °→� , we can get n→ 6; thus, 
the average number of edges associated with each node should be 6 or a constant 
value without changing apparently with the mesh size. Numerical tests are shown 
in Table  62.3, and the average edge is 6, which conforms to the analysis. More 
numerical experiments on simple geometry, such as hexahedron, cylinder, prism, 
and complex geometry including airplane, missile, worship, and so on, show that 
the average edge number is 6. In this sense, the computational complexity of the 
new algorithm is O N( ), and the memory requirement is O N( ) for the surface mesh 
Fig. 62.4.

The high-quality mesh ought to have as many equilateral tetrahedrons as pos-
sible for the volume mesh with tetrahedron cells; therefore, the average number 
of faces associated with each node should be a constant. A numerical experiment 

1 2 3 360nα α α α °+ + + + =�

Table 62.2   Time for computing interior faces and MLFMM (dielectric sphere)
Unknowns Algorithm 1(s) Algorithm 2(s) MLFMM(s)
20777 3.000 0.1875 1813.156
95633 64.12500 0.6250 6063.625
208755 302.6406 1.1093 11744.88
425686 1258.86 2.1718 23134.93
1308296 11886.3 6.1093 -
3105696 - 14.35938 -

MLFMM multilevel fast multipole method

Table 62.3   Average edges (surface mesh) or faces (volume mesh) associated with the edge node
RWG SWG
Unknowns Average edges Unknowns Average faces
11664 6.0 23268 19.1
20736 6.0 52679 20.2
46656 6.0 88909 20.8
186624 6.0 169480 21.3
331776 6.0 389844 22.0
518400 6.0 1308296 22.6

RWG Rao–Wilton–Glisson, SWG Schaubert–Wilton–Glisson
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is shown in Table III, and the average face connected with each node for dielectric 
sphere varies from 19.1 to 22.6; the number is increasing with the growing of the 
mesh size. More numerical experiments on cylinder, cube, and cone in Table 62.4 
indicate that the change trend is similar to that of a sphere. So the computational 
complexity of the new algorithm is O( N), and the memory requirement is O( N) as 
to the volume mesh.

62.4 � Conclusion

The new algorithm is simple and fast, which satisfies the demand of large-scale 
electromagnetic computational problems.
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Abstract  Test point selection is the foundation of testability analysis and design. A 
minimal complete subset of genetic algorithm and binary particle swarm optimiza-
tion algorithm is proposed to meet testability index requirements. Firstly, the math-
ematical model is established based on analyzing the testability problems. Then, the 
heuristic function is constructed to measure the pros and cons of the test set. Experi-
mental results show that the algorithm can effectively overcome the deficiency of 
a single algorithm going into a local optimum and premature convergence, and 
improve the searching efficiency to obtain a global optimal solution quickly.

Keywords  Test point selection · GABPSO algorithm · Heuristic function

63.1 � Introduction

With the increase of performance and complexity of weapon systems, it is more 
and more difficult to carry out the fault detection and diagnosis; thus, the develop-
ment of testability analysis and design has become a pressing matter of the moment 
[1]. The purpose of test selection is to find out the optimal test point combination 
under the condition of meeting the system fault detection rate (FDR) and the fault 
isolation rate (FIR) among all test points so as to make the test cost (including all 
kinds of test cost and artificial cost) as small as possible. From the point of view of 
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mathematics, the test point selection is a problem in terms of combinatorial optimi-
zation, which can be described by the set covering model; nevertheless, as the set 
covering is an N-P complete problem, when the system scale is large, it is usually 
difficult to gain an optimal solution. Currently, many literatures put forward corre-
sponding solution methods [2–7], among which the genetic algorithm (GA) and the 
binary particle swarm optimization (BPSO) have reached a certain effect; however, 
the solving efficiency and accuracy are not ideal due to the inherent difficulty of 
the problem itself, and a new algorithm is demanded to obtain the optimal solution.

GA is a global optimization algorithm formed by referring to natural selection 
and group evolution extremum. The algorithm can effectively overcome the prob-
lem of falling into local minima in the optimization process, but its convergence is 
slow and efficiency is low [8]. The BPSO algorithm is an optimization algorithm 
based on population proposed by Kennedy and Eberhart in 1997. The BPSO algo-
rithm features the advantages of simple structure and easy implementation; besides, 
it can gain a stable solution in short time, while the global searching ability is weak 
[9]. This chapter combines GA and BPSO to put forward a test point selection al-
gorithm based on GABPSO. The chapter describes the test point selection problem 
and builds the mathematical model for test point selection first; then, considering 
the FDR and FIR, it defines the heuristic function of test points and gives the pro-
cess of algorithm implementation; finally, the GABPSO algorithm can find the 
minimal complete subsets rapidly and effectively through examples.

63.2 � Description of the Test Point Selection Problem

The test point selection problem indicates the selection of a suitable test subset 
among test points set under certain conditions so as to make the test subset meet the 
requirements of testing indices such as FDR and FIR, while requiring minimum test 
costs. If the test set T  can meet the required testability design index, it is called the 
complete test set, excluding any test point in the given test set T  which is no longer 
a complete test set and called the minimum complete test set. Finding the optimal 
test point set is to solve the minimum complete test set.

63.2.1 � Fault-Test Dependency Matrix

Provided the fault set to be detected and isolated from the system is  
F F i mi= ={ }, , , ,1 2 � , the test point set available for selection is  
T t j nj= ={ }, , , ,1 2 � , and the fault set can be tested by the test points F Fj ⊆ .  
Similarly, as fault Fj  can be detected by a series of test sets, the collection is T Ti ⊆ .  
The relationship between the test points and faults can be represented by the depen-
dency matrix as follows:
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�

(63.1)

Matrix FT  is m n×  Boolean matrix; the row of the matrix is the corresponding 
fault set, and the column is the corresponding test point set. In which dij  is a Bool-
ean variable, namely, if the fault Fi  can be detected by testing point t j, then dij  = 1, 
otherwise dij  = 0. According to the fault-test dependency matrix, some parameters 
which may reflect the fault detection and isolation capability of the alternative test 
set can be determined.

63.2.2 � Test Selection Optimization Model

FDR is defined as the ratio of the number of faults detected correctly by a speci-
fied method and the total faults occurred of a unit under test within the specified 
time [1]. Assuming fault Fi  can be detected by Ts , the row vector corresponding 

to Fi  in the dependency matrix has at least one element 1, that is ∪
t T

N

ij
j S

S

d
∈

=1 . In 

the formula, ∪  is the OR operation of the Boolean variable and NS  is number 
of test point sets Ts. If the set consisting of all faults detected by Ts  is FD, then 

F F F F d FD i i
t T

N

ij
j S

S

= ∈ =







⊆

∈
| , ∪ 1 . Provided F  expresses the number of sets F ,  

then the FDR can be expressed as follows:

�
(63.2)

The FIR can be defined as using a method to isolate the ratio for number of faults, 
and the fault number can be detected at the same time [1]. If the fault Fi  and Fj  can 
be isolated, i th  row and j th  dependency matrix must be different.

Assuming that the set consisting of test points can detect the fault Fi  to be TFi,  
and the set consisting of test points can detect fault Fj  to be TFj

, then the condi-
tions for fault Fi  can be isolated as shown in T T F F F FF F i i ji j

⊕ = ∀ ∈ ≠1, , . In 
which ⊕ represents XOR operation of sets; in other words, when the two sets are 
not different, the result is 1; therefore, when the fault Fi  can be isolated by the alter-
native test set Ts , there is T TF Fi

⊆ . Assuming the fault set which can be isolated by 

alternative test set is FS , then F F F F T T F F F FS j j F F j i ji j
= ∈ ⊕ = ∀ ∈ ≠{ }| , , ,1 . 

Therefore, the FIR can be expressed as:

FT
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�
(63.3)

To sum up, under the premise of meeting FDR and FIR in advance, gain the mini-
mum test cost as far as possible; therefore, the test point selection optimization 
problem can be expressed as follows:

�

(63.4)

In Formula (4), ci  stands for the test cost of test points 
* *,i FD FIt andγ λ  stands for 

FDR and FIR required by the system.

63.3 � Test Point Selection Based on GABPSO Algorithm

63.3.1 � Heuristic Function

The purpose of test point optimization selection is to find a test set meeting FDR 
and FIR predetermined by the system; thus choose the test set with minimum test 
cost to isolate all faults. As the test point selection belongs to the N-P complete 
problem, it is hardly to be realized by the enumeration method; thus, we measure 
pros and cons of test points by setting the heuristic value of a single test point to 
provide a new method for searching a test set rapidly.

The smaller a fault can be measured, the smaller the probability of the fault will 
be detected. Assuming the testability of fault Fi  is expressed by k Fi( ), the fault set 
that can be detected by the test point ti  is S t S t Fi i( )( ( ) )⊆ ; then the minimum test-
ability of test point ti  is defined as N t min k S t t Ti i i( ) { ( ( )); }= ∈ . Assuming the fault 
Fi  can only be tested by test points ti  and t j, the testability is 2; if ti is excluded, 
t j  will be selected; otherwise the fault is not measurable. In this sense, the selec-
tion of a small coverage test is conductive to detect and isolate faults as well as the 
next step of test point selection. For the pros and cons of individual test t j, it can be 
measured by the heuristic function as follows:

�
(63.5)

S
FI

F

F
γ =

*

*

min

.
i

i
T T

FD FD

FI FI

c

s t

γ γ

γ λ

∈




 ≥

 ≥

∑

h t a
N t

t P t
j

j

j j

( )
( )

( )
=



58163  Test Point Selection Method Research Based on Genetic …

In the formula, N t j( )  expresses the minimum testability of test point t tj j,  stands 
for the number of faults which can be detected by test points t P tj j, ( )  is the average 
probability of fault occurrence because the test point t j  can detected, a  is the co-
efficient, P t j( )  is constant, h t j( ) is proportional to the minimum testability, and 
inversely proportional to t j . Therefore, the smaller the heuristic function value is, 
the higher the test priority will become.

63.3.2 � GABPSO Algorithm

GA and BPSO have much in common, both of which originated in human’s research 
in biology, and use the fitness value to evaluate a system and proceed a search. GA 
has broad space search capability and ability of mutation, strong capability of global 
search, and can effectively overcome local optimal problems during the process of 
searching; thus, it is suitable for large-scale parallel calculation. But it features the 
problem of slow searching speed, poor population mobility, and lack of memory 
functions, and it cannot refer to historical information [8–10]. While the BPSO 
algorithm highlights the advantages of a simple structure, easiness of acquisition, 
and memory function, and it can converge to a stable solution in short time, it is 
easy to fall into a local optimum. This chapter combined GA and BPSO algorithm 
to propose a hybrid algorithm for test point optimization. It can not only ensure a 
better information exchange mechanism but also avoid falling into a local optimiza-
tion problem so as to enhance the searching speed and improve the success rate of 
the optimal solution. The test point optimization algorithm flow chart based on the 
hybrid genetic binary particle swarm optimization is shown in Fig. 63.1.

Implementation steps are given below:
Step 1: Initialize the parameters, including the population size psize, the particle 

swarm inertial factor ω , the accelerated factors c1  and c2, the genetic crossover 
probability ps, the mutation probability pc, the maximum speed Vmax, and the num-
ber of iterations maxgen .

Step 2: Initialize the population according to the test selection problems, get the 
population pop xij psize d= ×{ } , in which d  is the number of alternative test points; 
and calculate the fitness value according to formula (6). The bigger the fitness value 
is, the better the performance of particles will be, and the current individual optimal 
location gbest and group optimal location pbest can be obtained.

�

(63.6)

In the formula, C c H h ti
i

d

i= =
=
∑

1

, max( ( )) .

2( ) ( ) ( )
i S

S FD FI i i
T T

f T C H c h tγ γ
∈

  = × × − 
  

∑
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Step 3: As to the probability of the individual value in proportion to the adaptive 
probability value, copy it to the new group and make the selection; do the cross 
operation with each of the two probabilities; then get the new group pop1 ; do the 
mutation operation individually in the group; then get the new group pop2 .

Step 4: If GA satisfies the iteration number, then finish; calculate the fitness 
value for group pop2  to select individual optimal position gbest and the best posi-
tion of the swarm pbest; update the velocity and position of the particle to produce 
the next generation population; otherwise turn to step 3.

Step 5: If the maximum iterations are satisfied, the algorithm ends and outputs 
the optimal value of groups as a solution; otherwise turn to step 3.

63.4 � Simulation and Verification

A certain type of missile-launching system fault-test dependency matrix is shown 
in Table 63.1. The system has a total of 18 faults and 22 alternative test points. The 
average probability of each fault is [0.01, 0.02, 0.05, 0.16, 0.03, 0.12, 0.28, 0.12, 
0.11, 0.22, 0.28, 0.23, 0.09, 0.11, 0.24, 0.07, 0.19, 0.15], the cost of each test point 
is [1.0, 2, 1.3, 1.5, 1, 0.5, 3, 2.1, 2.2, 1.6, 1.7, 1.1, 1.5, 1.1, 1.4, 1.1, 0.9, 1.3, 1.5, 
1.7, 0.9, 0.7]. As to the testability index of system, FDR is 100 %, and FIR is no less 
than 95 %.

Fig. 63.1   Flow chart of GABPSO algorithm
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Do the test point optimization by using the GABPSO algorithm, and set param-
eters value as follows: psize maxgen c c V= = = = =20 100 1 499 41 2, , . , max . After 
running for many times, the results obtained are [0, 0, 1, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 
0, 1, 0, 1, 1, 0, 1, 0], that is, the best test points set is [ , , , , , , , ]t t t t t t t t3 4 5 8 16 18 19 21 ,at 
this time, the FDR of system is 100 %, FIR is 100 % and the test cost is 10.7. From 
Fig. 63.2, we find that GABPSO algorithm can obtain optimal solution in the 10th 
generation basically.

The simulation result shows that GABPSO algorithm proposed in this chapter 
has fast searching speed and high success rate, which can be effective to overcome 
the weaknesses of converging slowly and involving in local optimum.

63.5 � Conclusion

With the increasing complexity of the equipment system, the relationship between 
fault and tests has become more and more complex. How to select the optimal test 
points set accurately and efficiently is becoming more and more important. GAB-
PSO algorithm combines the advantages of GA and BPSO algorithm to effectively 
overcome the problem of premature convergence and local optimum in single al-
gorithm through performance of complementary, thus enhancing the searching effi-
ciency and improving the accuracy rate. Experimental results show that this method 
can find the globally optimal solution quickly and exactly under the premise of 
satisfying testability index of system, and it is of great significance to the testability 
analysis and design as to large complicated system.

Fig. 63.2   Fitness curves of a certain type of missile launching system

 



58563  Test Point Selection Method Research Based on Genetic …

References

1.	 Tian Z, Shi J. System testability design, analysis and verification. Beijing: Beijing University 
of Aeronautic and Astronautics Press; 2003. pp. 68–75.

2.	 Prasad VC, Rao Pinjala SN. Fast algorithms for selection of test nodes of an analog circuit us-
ing a generalized fault dictionary approach. Circuit Syst Signal Process. 1995;14(6):707–24.

3.	 Prasad VC, Babu NSC. Selection of test nodes of for analog fault diagnosis in dictionary ap-
proach. IEEE Trans Instrum Measur. 2000;49(6):1289–97.

4.	 Pinjala KK, Bruce CK. An approach for selection of test points for analog fault diagnosis. Pro-
ceedings of the 18th IEEE International Symposium on Defect and Fault Tolerance in VLSI 
Systems, IEEE; 2003. pp. 287–94.

5.	 Starzyk JA, Liu D, Liu Z-H, et al. Entropy-based optimum test nodes selection for analog fault 
dictionary techniques. IEEE Trans Instrum Measur. 2004;53(3):754–61.

6.	 Kennedy J, Eberhart RC. A discrete binary version of the particle swarm algorithm. Proceed-
ings of the World Multiconference on Systemics, Cybernetics and Informatics, IEEE; 1997. 
pp. 4104–9.

7.	 Chenlin Y, Shulin T, Bing L. Application of heuristic graph search to test points selection for 
analog fault dictionary techniques. IEEE Trans Instrum Measur. 2009;58(7):2145–58.

8.	 Zhou M, Sun S. The theory and application of genetic algorithm. Beijing: National Defense of 
Industry Press; 1999. pp. 36–48.

9.	 Engelbrecht AP. Fundamentals of computational swarm intelligence. Hoboken: Wiley; 2009. 
pp. 46–64.

10.	 Ronghua J, Houjun W, Bing L. Test selection based on binary particle swarm optimization. J 
Electron Measur Instrum. 2008;22(2):11–5.



587

Chapter 64
Vehicle Weigh-in-motion Systems Based 
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Abstract  In this chapter, the particle swarm optimization (PSO) algorithm based 
on the random global optimization is introduced into the network training in order to 
eliminate the problem in back-propagation (BP) neural networks of vehicle weigh-
in-motion (WIM) systems which are sensitive to the initial weights, easy to fall into 
the local minimum, and have a slow convergence rate. We have established a PSO-
BP neural network model to optimize the initial weighted threshold and structure of 
the neural network. Simulation results show that the PSO-BP neural network model 
has faster convergence rate and a higher precision.

Keywords  Weigh-in-motion system · BP neural network · PSO algorithm

64.1 � Introduction

In this chapter, we build an appropriate mathematical model of a dynamic weighing 
system according to the actual situation of Inner Mongolia provinces thoroughfare. 
The back-propagation (BP) neural network algorithm based on the gradient descent 
depends on the choice of initial weights, so it has the defects of slow convergence 
rate and easiness of falling into the local minimum [1]. The optimized BP neural 
network algorithm is based on particle swarm optimization (PSO) which maps the 
weights and threshold of networks to particles, and we then complete the network 
training through competition and cooperation between particles.

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_64
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64.2 � Weigh-in-Motion System

Generally speaking, the vehicle weigh-in-motion (WIM) system mainly consists 
of the vehicle detector, the signal conversion circuit (including the data amplifier 
circuit, filter and analog-to-digital (A/D) converter), the host, the display, the charg-
ing system, and the alarm system. The composition of the vehicle WIM system is 
shown in Fig. 64.1.

The vehicle detector will upload the type and speed of the vehicle to the host 
when it enters the detection lane. The weight of the signal will be converted into a 
voltage signal by the pressure sensor. By amplifying, filtering and A/D conversion, 
the final signal will be sent to the host. Then, the host would build a vehicle dynam-
ic weighting model according to the received signal data, and the model estimates 
the weight of the vehicle by the proposed algorithm and finally compares it with the 
actual weight to estimate whether or not the vehicle is overweighed. In addition, the 
camera system will take a photograph of the overweighed vehicles with the images 
and weighing data of the overweighed vehicles uploaded to the host [2]. The drivers 
can see the test results in the display in front of the toll station.

Although the filter in the signal conversion circuit is capable of removing the 
high-frequency noise in the data, the original signal pretreated though the signal 
conversion circuit is mixed with dynamic load caused by vehicle vibration, which 
cannot be filtered by the filter circuit because its frequency is too low. Generally, 
the frequency of the dynamic load ranges from 3 Hz to 20 Hz, with the amplitude 
of dynamic load equal to 10 % of the vehicle’s weight [3]. The accuracy of dynamic 
weighing results cannot reach the demand without the dynamic load filtered. In this 
chapter, we propose a new algorithm for removing the dynamic load.

Fig. 64.1   Design diagram of the WIM system
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64.3 � Data Processing Algorithm of the Vehicle WIM 
System

64.3.1 � Particle Swarm Optimization

Assume that there are N particles in an H-dimensional target searching space. The co-
ordinate position of each particle in the H-dimensional space is x x x xi i i ih= ( , , , )1 1 � , 
and the velocity of each particle is v v v vi i i ih= ( , , , )1 2 � . Particles update their veloc-
ity and position by the following formulas during each iteration:

� (64.1)

� (64.2)

where i = 1, 2, …, N; h = 1, 2, …, H; K is the number of iterations; ω  is the inertial 
weight; the value of r1 and r2 is a random number between [0, 1]; c1 and c2 are the 
learning factors [4].

The formula shows that the update of the particle’s velocity includes three parts. 
The first part is the previous velocity of the particles. Adjustment of ω  dynamically 
can balance the global and local search ability in the process of searching to ensure 
the particle’s convergence toward the global optimal solution. The second part is to 
learn from the optimal position of the particles that can make the particles to have 
strong local search ability. The third part is to learn from the optimal position of the 
particles. The particles have the ability to learn from itself and excellent individuals 
in the group by adjusting the learning factors, so it can reach the individual extre-
mum and global optimal value of particles [5]. The velocity of the particles in each 
dimension should be less than the maximum velocity set by algorithm in the process 
of iterative update.

64.3.2 � Optimizing Neural Network Based on Particle Swarm

The neural network with nonlinear characteristic can deal with the uncertainty 
function between various factors in the dynamic weighing system of vehicles. In 
this chapter, the PSO algorithm is introduced into the network to improve the BP 
neural network. The optimization process of the PSO algorithm uses the interac-
tion between particles rather than the gradient information. In addition to its easi-
ness of operation, there are other advantages of the PSO algorithm because it can 
overcome the defect of the local minimum and improve the convergence rate of the 
local area [6].

1
1 1 2 2( ) ( )k k k k

ih ih ih ih gh ihv v c r p x c r p xω+ = + − + −

x x vih
k

ih
k

ih
k+ += +1 1,
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64.3.2.1 � Structure of PSO-BP Neural Network

The network adopts a three-layer network: the input layer, the hidden layer, and 
the output layer. The number of nodes in the input layer and the output layer is 
determined by specific situations. As the key of the weight accuracy is to solve 
the relationship between the weight and the velocity, we choose the weight and 
velocity of the vehicle which mainly influence the dynamic weighing as the input 
parameters in this chapter. As the purpose of the WIM system is to measure the real 
weight of the vehicle, the output parameter is the real weight of the vehicle. Since 
the inconsistency is available in the collected data units, in consideration of the dif-
ference between the magnitude and the variation of different parameters, the small 
range or absolute value of data may be concealed by other factors which will affect 
the network training effects; thus, the input and output data must be normalized into 
interval [− 1, 1] before training the network. Upon the normalization of the data, the 
program is allowed to accelerate convergence at run time; finally, the data must be 
antinormalized.

The number of hidden layer nodes has great influences on the training preci-
sion and the convergence rate of the network. Preliminarily, we determine that the 
number of hidden layer nodes is 3–12 according to the empirical formula; then, we 
determine that the number of hidden layer nodes is 5 by trial and error; thus, the 
structure of the network is 2-5-1, which means the network has 2*5 + 5*1 + 5 + 1 
total weight and threshold value, then the dimension of the particles would be 21 
based on the dimension of the particle; therefore, there is a mapping between the 
dimensions of the particle and the connection values of the neural network.

We set the hidden layer transfer function as tansig, the output layer transfer func-
tion as purelin, the target accuracy of network training as 0.001, and the number of 
network training as 2000 times. Parameters of the PSO algorithms are set as follows: 
the total particle number is 15, c1 = c2 = 2.05, Wmax = 0.9, Wmin = 0.4, Vmax = 1.

64.3.2.2 � Steps of the Optimizing BP Algorithm based on Particle Swarm

•	 Initialize the correlation parameters of the algorithm: the weights and threshold 
of network, the initial velocity and position of the particles, inertial weight, and 
the maximum number of iterations.

•	 The mean square error (MSE) of the BP neural network is selected to represent 
the particle swarm fitness function, so the formula is expressed as follows:

� (64.3)

where y is the actual output of the output sample, t is the expected output of the 
output sample, and m is the number of the training sample set.
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•	 The velocity and the position of every iteration are updated based on the formula 
of velocity and position; at the same time, we also have to consider whether the 
updated velocity and position are in a limited range.

•	 In the process of each iteration, we calculate the fitness value of the particle 
according to formula 3. Then we compare it with the individual extremum. If it 
is superior to the current individual extremum, we use it as the individual extre-
mum. The global optimal value should also be updated when the best individual 
extremum is superior to the current global optimal value.

•	 Put the global optimal value of the last iteration as BP weights and thresholds of 
neural network for training. The network will put out the results of the simula-
tion if they meet the preset accuracy or achieve the max iterations; otherwise, 
continue the training.

64.4 � System Simulation and Analysis of the Results

Sources of experimental data come from two axes trucks whose weights are 5000 
and 15,000 kg, respectively, at the speed of 10–30 km/h obtained by the weighing 
sensor [7]. The data are divided into two parts, with one part of 200 groups of data 
used for the network training and another part of 68 groups of data for testing the 
trained network.

With the BP and PSO-BP network for the sample data training and testing, 
respectively, BP network training requires 744 steps to converge to the default 
precision while the PSO-BP network training can converge to the default preci-
sion just in 19 steps, as seen in Fig. 64.2a and b. In the process of training, 200 
groups of data are used for network testing. Upon training the network, 68 groups 
of data are used to test the model. In the process of testing, only a small part of 
the BP network fitting value coincides with the actual value in Fig. 64.3; however, 
Fig. 64.4 shows almost all the fitting values, and actual values are consistent in 
the PSO-BP network.

The test uses simulation to get the fitting values of the network and compares 
them with the actual values. In this way, we can judge whether the relative error 
between the actual values and fitting values meets the requirements. The relative 
error is calculated as follows:

� (64.4)

The relative error of 30 samples in the testing data is shown in Table 64.1. In the BP 
network testing, the smallest relative error in Table 64.1 is 1.3 %, and the average 
relative error of BP network is 2.56 %; however, in the PSO-BP network testing, the 
biggest relative error in Table 64.1 is 2.4 %; in this sense, it seems the performance 
of optimized BP algorithm based on PSO is better than the basic BP algorithm.
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a

b

Fig. 64.2   a Convergence figure for BP. b Convergence figure for PSO
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Fig. 64.4   Testing result of PSO

 

Fig. 64.3   Testing result for BP
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64.5 � Conclusion

In this chapter, we train the sample data with BP algorithm first, which has used the 
gradient descent information to adjust its connection weights, but it is easy to fall 
into the local optimum value. Thus, the PSO with global search capability has been 
introduced to optimize the BP algorithm and the PSO-BP algorithm model is thus 

Table 64.1   Table of error analysis of test results
Sample Velocity (km/h) The real 

weight (kg)
The relative error 
of BP (%)

The relative error 
of PSO-BP (%)

1 5 15,000 1.9 1.7
2 5 15,000 1.7 1.2
3 5 15,000 1.3 1.1
4 5 15,000 1.5 0.9
5 5 15,000 1.4 0.7
6 5 15,000 1.5 1.2
7 5 15,000 1.7 1.4
8 5 15,000 1.6 1.3
9 5 15,000 1.5 1.2
10 5 15,000 1.9 1.5
11 12 15,000 2.6 1.6
12 12 15,000 2.9 1.6
13 12 15,000 2.5 1.1
14 12 15,000 2.7 1.2
15 12 15,000 2.2 1.4
16 12 15,000 2.5 1.7
17 12 15,000 2.3 1.5
18 12 15,000 2.1 1.4
19 12 15,000 2.5 1.1
20 12 15,000 2.4 1.3
21 16 5000 3.5 2.0
22 16 5000 3.1 2.1
23 16 5000 3.4 2.4
24 16 5000 3.9 1.9
25 16 5000 3.5 1.7
26 16 5000 4.1 1.6
27 16 5000 4.3 1.9
28 16 5000 3.9 2.1
29 16 5000 3.2 2.0
30 16 5000 3.1 2.3
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proposed. The simulation results show that the PSO-BP algorithm of the dynamic 
vehicle weighing model has significantly reduced the number of iterations and fea-
tures high prediction accuracy.

References

1.	 Li Li Niu B. Particle swarm optimization algorithm. Beijing: Metallurgical industry press; 
2009. p. 108–11. (In Chinese)

2.	 Chang Q, Zhang Y, Yu Z. Application of BP neural network to dynamic weighing with cars. J 
Electron Qual. 2011;4(5):37–8. (In Chinese)

3.	 Ling J. Study on the design theory of highway weigh-in-motion system. Chang ’an: Chang ’an 
University; 2001. (In Chinese)

4.	 Liang Y, Wu C, Shi X, Ge H. Theory and application of swarm intelligence optimization 
algorithm. Beijing: Science Press; 2009. p. 76–8. (In Chinese)

5.	 Liu Y, Niu B. Theory and application of a new particle swarm optimization. Beijing: Science 
press; 2013. p. 15–8. (In Chinese)

6.	 Ai Y. The modeling and application in stock market forecast based on neural network with 
particle swarm optimization. Hefei: Hefei University of Technology; 2009. (In Chinese)

7.	 Yang M. Research on the algorithm of vehicle weigh-in-motion system. Chang ’an: Chang ’an 
University; 2010. (In Chinese)



597

Chapter 65
An Improved Unscented Kalman Filter 
Algorithm Based on QR Decomposition
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Abstract  The principle of extended Kalman filter (EKF), unscented Kalman filter 
(UKF) algorithm, and unscented transformation (UT) is studied. To simply the pro-
cess of obtaining sigma points in UKF, an improved UKF algorithm is mentioned 
in this chapter. The theory formulation and computer simulation have been done 
for the comparison of these three nonlinear Kalman filters. Results show that all of 
them can accomplish the estimation task, but the improved UKF has higher accu-
racy and less computation cost than the other two.

Keywords  EK · UKF · QR decomposition

65.1 � Introduction

Nonlinear filtering is developed after linear filtering; with the rapid development 
of the control and communications, nonlinear filtering techniques have become in-
creasingly demanding [1]. Due to that in most cases, the system model is not neces-
sarily linear and a Gaussian distribution; the optimal solution cannot be obtained 
by the classical Kalman filter. Thus, the study of the nonlinear filtering method be-
comes especially important. Extended Kalman filter (EKF) is the most common in 
the nonlinear filtering problems, which transforms the nonlinear filtering problems 
into a linear filtering problem by linearization. However, the error from lineariza-
tion of the model tends to seriously affect the final filtering accuracy and even leads 
to filter divergence [2]. To solve this problem, the unscented Kalman filter (UKF) 
is proposed, which obtains sampling points by unscented transformation (UT) to 
approximate the posterior distribution of the state vector, without linearization of 
nonlinear systems [3]. Therefore, it can avoid the linearization error and make the 
state mean value and variance reach the result that a nonprecision linear system is 
expanded by second-order Taylor series.

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_65
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The rest of this chapter is organized as follows: The two nonlinear Kalman filter 
algorithms EKF and UKF are introduced in Sect. 65.2. An improved UKF algorithm 
is mentioned in Sect. 65.3. In Sect. 65.4, numerical simulations are studied for a 
nonlinear system model. At last, some conclusions are drawn in Sect. 65.5.

65.2 � Nonlinear Kalman Filter

State and observation equation of nonlinear systems are as below:

� (65.1)

where Xk denotes the state vector, and Zk denotes the observation vector. Wk  and 
Vk, respectively, denote the process noise with n-dimension and the measurement 
noise with m-dimension.

65.2.1 � Extended Kalman Filter

Let ,
ˆ
k kX  be the state estimate at time k, and Pk k,  be the estimation error covariance 

at the same time [4–6]. Figure 65.1 illustrates the algorithm flow of the EKF.
In Fig. 65.1, Kk+1 is the Kalman gain; Q k  is the variance of the process noise; 
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Fig. 65.1.   The algorithm flow chart of the EKF
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65.2.2 � Unscented Kalman Filter

Because the EKF only uses the first-order terms of the Taylor series expansion of 
the nonlinear functions, it often introduces large errors in the estimated statistics 
of the posterior distributions of the states. This is especially evident in the way 
when the models are highly nonlinear and the local linearity assumption breaks 
down. Unlike the EKF, the UKF does not approximate the nonlinear process and 
observation models, but the UKF takes UT principles combined with the Kalman 
filter and then obtains the mean and covariance of the posterior distribution by the 
“sigma points” [7–9].

65.2.2.1 � Unscented Transformation

For any nonlinear function Z = g x( ), x  and Px are, respectively, mean value and 
variance of the x. To calculate the mean and the covariance matrix of the Z , the UT 
is considered [10–11]. It approximately describes the random variable x by a set of 
deterministic chosen points, the so-called sigma points with corresponding weights.

� (65.2)

where 2 ( )n nλ α κ= + −  is a scaling parameter with the constant parameter, and 
0 1α≤ ≤ , β , and κ  are the tuning parameters. wi

m and wi
c  are the weights of corre-

sponding points. Each sigma point is now propagated through the nonlinear function 
( )i ig=Z χ , and the estimated value and covariance can be computed as follows:

� (65.3)

65.2.2.2 � UKF Algorithm Flow

The UKF works in such a way that at discrete sampling time k, 2n + 1 sigma points 
are generated; then the transformed sigma points are calculated by instantiating 
each point through a nonlinear function, and the weighted mean and covariance 
of the transformed points are calculated. After that, the state and covariance are 
updated for the next calculation. Figure 65.2 illustrates the algorithm flow of the 
UKF.

We can see that the UKF can estimate the mean and covariance of the state with 
a second order for any nonlinear system, and the Jacobians are not needed.
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65.3 � Improved UKF Algorithm

In the UKF algorithm, the new sigma point must be calculated each updating time, 
and the square root of the state covariance matrix P is needed to recalculate. With-
out doubt it will increase the amount of calculation and bring a corresponding 
estimation error. In this chapter, based on the original algorithm, an improved UKF 
algorithm is given, which used QR decomposition and Cholesky factor updating 
to update the square root of the covariance matrix P [12]. Set SS PT = ; in the 
improved UKF, S will be propagated directly, thus avoiding the need to recalculate 
at each time step.

•	 QR decomposition: For a matrix A∈ ×RL N , A QRT =  ( Q is an orthogonal matrix 
Q R∈ ×N N  and R is an up-triangle matrix R R∈ ×N L ). The up-triangle part �R is 
the transposition of the Cholesky decomposition factor P AA= T , � �R R AAT T= . 
Let {•}qr  denote the QR decomposition.

•	 Cholesky factor updating: If S is the initial Cholesky factor of P, the Cholesky 
factor of P ± vuuT  is denoted as S S= ±cholupdate { , }u v .
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Fig. 65.2   The algorithm flow chart of the UKF
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•	 The improved UKF is shown as follows:

1.	 Initialization

� (65.4)

2.	 Calculation of the sample point

� (65.5)

3.	 Time updating

� (65.6)

� (65.7)

� (65.8)

� (65.9)

� (65.10)

4.	 Measurement updating

� (65.11)

� (65.12)

� (65.13)

� (65.14)

� (65.15)
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� (65.16)

� (65.17)

In Eq. 65.7, the time updating of the Cholesky factor Sk k+1,  is calculated using QR 
decomposition of the compound matrix containing the weighted propagated sigma 
points, and in Eq. 65.8, the subsequent Cholesky updating is necessary since the 
zero weight. The same two steps are used to calculate the Cholesky factor Szz k k, ,+1  
of the observation error covariance in the Eqs. 65.11 and 65.12. The posterior mea-
surement updating of the Cholesky factor about the state covariance is calculated 
in Eq. 65.17.

65.4 � Simulation Analysis

To test the improved UKF algorithm and to compare with the existing algorithms 
EKF and UKF, a nonlinear system is used in this simulation. The dynamic state 
equation of it is expressed as below:

� (65.18)

where w Nn ~ ( , )0 1  and v Nn ~ ( , )0 1  are white Gaussian noise, and 0.5α = , 25,β =  
and 8γ =  are simulation parameters. The system initialization parameters are set: 
initial state x0 0 1= .  and initial variance p0 2= .

Figures 65.3 and 65.4 show the state estimate of the EKF, UKF, and improved 
UKF for this system. It is seen from the figures that the result of the improved UKF 
has a good agreement with the true value. The root mean square error (RMSE) is 
shown as Fig. 65.5, from which it can be seen that the RMSE of improved UKF is 
less than the others.

Table 65.1 gives the computation times and the mean value of the RMSE, in 
which the improved UKF needs a shorter computation time than the standard UKF, 
but the EKF has a shorter computation time than the standard UKF.

RMSE is used to measure the deviation between the observed value and the true 
value. T denotes the time step at one simulation [13].

� (65.19)

U K S= + +k zz k k1 1, ,

S S Uk k k+ += −{ }1 1 1cholupdate , , ,

1
1 2

1

2

cos(1.2( 1))
1

20

n
n n n

n

n
n n

x
x x n w

x

x
y v

α β γ−
−

−

 = + + − + +

 = +

1/2
2

1

1
ˆRMSE ( )

T

k k
k

x x
T =

 
= −  

∑



65  An Improved Unscented Kalman Filter Algorithm Based on QR Decomposition 603

Fig. 65.4   State estimate of three algorithms. EKF extended Kalman filter, UKF unscented Kal-
man filter

 

Fig. 65.3   State estimate. EKF extended Kalman filter, UKF unscented Kalman filter
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65.5 � Conclusion

In this chapter, an improved UKF algorithm is given which used the QR decom-
position to update the squarer root of the covariance matrix P by Cholesky factor 
updating. Three nonlinear Kalman filter algorithms have been analyzed. From the 
simulation results, we can conclude that all of them can accomplish the estimation 
task, but the EKF has the worst accuracy, and the UKF needs a longer computation 
time, while the improved UKF achieves the best performance on the basis of the 
standard UKF.

Fig. 65.5   Root mean square error ( RMSE) of three algorithms. EKF extended Kalman filter, UKF 
unscented Kalman filter

 

Table 65.1   Computation times and mean value of RMSE
Algorithm Computation times (s) Mean value of RMSE
EKF 0.0324 9.795
UKF 0.0542 5.2376
Improved UKF 0.0063 2.8645
EKF extended Kalman filter, RMSE root mean square error, UKF unscented Kalman filter
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Abstract  Research on the unmanned aerial vehicle (UAV) target tracking system 
and the development of the UAV target tracking methods are discussed. A mean 
shift-auxiliary particle filter (M-APF) algorithm is proposed. It adopts APF as its 
main framework of the tracking algorithm; then, the mean shift is applied to cal-
culate the offset of a few auxiliary particles and move them to the local optimum 
position of the observed values. Simulation results show that the calculation cost 
and robustness of M-APF are superior to mean shift algorithm and APF algorithm 
and satisfy the UAV target tracking requirements.

Keywords  UAV · M-APF algorithm · Mean shift · Auxiliary particle filter · Target 
tracking

66.1 � Introduction

As an indispensable military equipment in modern warfare, the unmanned aerial 
vehicle (UAV) system has been widely applied. Among the multiple tasks, the in-
formation reconnaissance and the war field surveillance are major combat tasks 
for the UAV system. An UAV can be used for strategic campaign or tactic recon-
naissance [1]. It is capable of flying above the enemy target and scout both on day 
time and at night. It can transmit the real-time image and other information of the 
target to the command center so that the commander is able of making up combat 
plans based on the information; on the other hand, by the UAV system’s mission 
evolving from only reconnaissance to reconnaissance and assaulting, tracking the 
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enemy target steadily and accurately has become a primary precondition for UAV 
to achieve various tasks; therefore, a real-time tracking algorithm adaptable to com-
plicated war field environment is of great importance for the UAV applications and 
development [1].

66.2 � Tracking Algorithms

In the visual tracking system, the selection of the target tracking model would di-
rectly affect the accuracy of the tracking result. Generally, the color, the pattern, or 
the gradient of the target is often selected as a feature of the target for tracking. In 
different application scenarios, the feature selection varies. In this chapter, all the 
algorithms use the color of the target as the tracking feature. After the region of 
tracking is chosen, the histogram model of the color for this region is built as the 
target tracking model.

66.2.1 � Mean Shift Algorithm

The mean shift algorithm is a nonparametric probability estimation algorithm [2, 7]. 
It applies to the gradient optimization method to the probability density function 
(p.d.f.) of the feature pixel. By recursively optimization, it converges to the local 
maximum of the p.d.f. rapidly by which the target can be tracked swiftly. The mean 
shift algorithm is able of tracking the target in real time and adapting to some levels 
of target morphing and rotating.

In order to apply the mean shift algorithm, the target model needs to be con-
structed first, that is, for the initial image, compute the feature value probability 
in the feature space of all the pixels in the target region. After that, the candidate 
models for the current image need to be built. Similar to the target model, it is to 
compute the feature value probability in the feature space of all the pixels in the can-
didate region for the current image. Finally, with the similarity measurement func-
tion, the similarity between the target model in the initial image and the candidate 
model in the current image is calculated. The average offset vector can be obtained 
by maximizing the similarity function. This average offset vector is the vector that 
the target is moving from the initial position to the current position. With the con-
vergence attribute of the average offset vector, the computation of the average offset 
vector recursively will make the vector finally converge to the true position of the 
target in the current frame so that the target is successfully tracked. The mean shift 
algorithm is a data-driven tracking algorithm.
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66.2.2 � Auxiliary Particle Filter Algorithm

The particle filter algorithm [3, 5, 6, 9] is one of the most popular mathematical 
tools in solving the nonlinear problems in the target tracking area. It provides a 
probability model framework of target state prediction by the posterior p.d.f. Based 
on the importance sampling and the resampling technique, this algorithm is a mod-
el-driven tracking algorithm. The classic particle filter method needs a huge amount 
of dense samplings to achieve a high accuracy of target estimation; however, the 
algorithm often encounters the problem of lacking divergent particles. Based on the 
basic particle filter, the auxiliary particle filter (APF) algorithm includes the current 
measurements to the importance distribution to provide an importance distribution 
with relatively even weights of the particles. The divergence of the particles is im-
proved, and the problem of lacking divergent particles is solved [3]. It is suitable for 
the target tracking with the nonlinear model and non-Gaussian noise.

The joint p.d.f. p x i zk k( , | ):1  can be described as the following by the Bayes’ rule:

� (66.1)

p x i zk k( , | ):1  is the nonlinear model in UAV video target tracking; the particle is not 
able to be sampled directly, so the importance density function satisfies the follow-
ing proportional relationship:

� (66.2)

where i
kλ  is the probability feature description of xk  given 1

i
kx − . It can be the ex-

pectation 1[ | ]i i
k k kE x xλ −=  or a sample 1~ ( | )i i

k k kp x xλ − . In the experiment, we set 
the state transferring noise kω  as a zero-mean Gaussian noise. Thus, the auxiliary 
particle collection can be chosen based on 1~ ( | )i i

k k kp x xλ − . Let

� (66.3)

where 1
i
kx −  is the sampled particle based on the ( k − 1)th tracking result, nok

i  follows 
a Gaussian distribution with mean as 0 and variance as 1.

66.2.3 � Mean Shift of a Regional Color Distribution Combined 
with the Particle Filter Algorithms

Mean shift of a regional color distribution combined with the particle filter algo-
rithms [4] combines features of the mean shift algorithm and the particle filter al-
gorithm. It designs a tracking algorithm with the meanshift framework. In order to 
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avoid the local minimum or maximum problem, the particle filtering algorithm is 
applied in the optimization phase to search for the true local optimum value. In this 
algorithm, only a few particles are used, and the computational cost of the particle 
filter algorithm is greatly reduced.

The workflow of the algorithm is as the following: The sampled particle at time 
k is composed of two types—one is selected from the tracking result with a fixed 
probability, and the other one is obtained by the weighted particle at time k − 1w. 
Then, the states of the particles at time k are predicted, and the weights of the par-
ticles are calculated. Next, the mean shift algorithm drives the tracker and obtains 
the tracking result. The algorithm compares the Bhattacharyya distance between the 
particle prediction result and the tracking result of the target model. If the prediction 
is better than the tracking result, move the tracker to the particle prediction position 
and adjust the tracking region.

66.2.4 � Mean Shift-Auxiliary Particle Filter Algorithm

Because of the complication of the UAV reconnaissance environment and the move-
ment feature of the tracking target, the mean shift-auxiliary particle filter (M-APF) 
algorithm applies the APF algorithm as the framework of the tracking algorithm. 
It selects the tracking region from the initial image and builds the target model. 
The samples are sampled from the particle collection 1{ , }j j N

k jx i =  based on the im-
portance density function q x i zk k( , | ):1 . The mean shift algorithm is then used as 
deterministic optimization to move each sample particle to the local maximum of 
the posterior density function so that the sample particles is approaching to the true 
location area of the target. In this way, the application of only fewer particles can 
achieve the same result as the conventional APF algorithm. The real-time perfor-
mance of the algorithm is then improved.

66.3 � Simulation Analysis

In this chapter, the video obtained from the UAV payload is used for the experiment. 
To verify the effect of the M-APF tracking algorithm proposed by this chapter, we 
employ four tracking algorithms for comparison: the mean shift algorithm, the APF 
algorithm, the mean shift of a regional color distribution combined with the par-
ticle filter algorithms, and the M-APF algorithm. We compare the real-time perfor-
mances and the robustness of the four algorithms. The APF algorithm uses N = 200 
particles. The mean shift of a regional color distribution combined with the particle 
filter algorithms uses N = 20 particles. The M-APF algorithm uses N = 10 particles.

The hardware and software environments of this chapter are CPU: Q9500 
2.83 GHz, memory: 4G, OS: Windows, development platform: Visual Studio 2008, 
and developing language: Open CV and C++.
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66.3.1 � Real-Time Performance

In this chapter, we use 300 frames of an image captured from the real UAV video to 
do the simulation. The resolution of the image is 614 467× . The tracking window 
is selected manually in the initial frame. In about the 220th frame, some covering 
shadows occur in the tracking scenario, and the target begins to be covered by the 
shadow. In the 255th frame, the target is severely covered. In the 275th frame, the 
target leaves the shadow.

Table 66.1 provides the statistic results of the time cost for the four algorithms 
tracking targets. We divide the 300 frames of the image into six groups: 1st to 50th 
frame, 51st to 100th frame, 100th to 150th frame, 150th to 200th frame, 200th to 
250th frame, and 251st to 300th frame; calculate the average time cost of each 
group and the whole video and list them in Table 66.1.

By the simulation result in Table 66.1, the M-APF algorithm proposed by this 
chapter spends less time than the APF algorithm and the mean shift of a regional 
color distribution combined with the particle filter algorithms for all the groups. For 
example, for the 151st to 200th frame, the time costs of the mean shift algorithm, 
APF algorithm, and mean shift of a regional color distribution combined with the 
particle filter algorithms are 1.69, 2.14, and 2.26 ms, respectively. Meanwhile, the 
algorithm proposed by this chapter spends 1.84 ms. For the whole tracking process, 
the first three algorithms spend 1.68, 2.13, and 2.29 ms per frame, while the M-APF 
algorithm spends merely 1.84 ms per frame. Comparing with the mean shift algo-
rithm, the time cost of the M-APF algorithm is slightly higher. However, comparing 
with APF algorithm and the mean shift of a regional color distribution combined 
with the particle filter algorithms, the M-APF algorithm raises the processing speed 
significantly by using fewer particles. It has a better real-time performance than the 
APF algorithm and the mean shift of a regional color distribution combined with 
the particle filter algorithms. It can satisfy the real-time performance requirement of 
the UAV visual tracking system and is available to implement the real-time mobile 
object tracking for the UAV platform.

Table 66.1   Average time cost of the four algorithms
Frame Mean shift 

(ms)
APF (ms) 
( N = 200)

Ref [8] (ms) 
( N = 20)

This chapter 
(ms) ( N = 10)

1–50 1.67745 2.13291 2.30254 1.84693
51–100 1.67996 2.13684 2.359 1.84167
101–150 1.6825 2.13285 2.39027 1.84674
151–200 1.68669 2.13533 2.25862 1.84688
201–250 1.67894 2.13218 2.21566 1.84393
251–300 1.67876 2.13297 2.20185 1.84114
Average time cost 1.68072 2.13385 2.28799 1.84455

APF auxiliary particle filter
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66.3.2 � Robustness

We show the simulation result of the 1st, 187th, 255th, and 275th frames. Fig-
ures 66.1, 66.2, 66.3, and 66.4 provide the tracking result of the mean shift algo-
rithm, the APF algorithm, the mean shift of a regional color distribution combined 
with the particle filter algorithms, and the M-APF algorithm. For each group of the 

Fig. 66.4   Tracking result of the M-APF algorithm

 

Fig. 66.3   Tracking result of the mean shift of a regional color distribution combined with the 
particle filter algorithms

 

Fig. 66.2   Tracking result of the APF algorithm

 

Fig. 66.1   Tracking result of the mean shift algorithm
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figure sequence, figure part a is the initial frame. The region marked by a red rect-
angle is the selected tracking area. Figure parts b, c, and d are the tracking results of 
the 187th, 255th, and 275th frames of the four algorithms where the tracked region 
is marked with the red rectangle.

Comparing figure parts a and b in each figure group, the rectangles in all the 
figures can lock the tracking target, which implies that when the tracking target is 
experiencing some level of rotating and small background illumination changes, all 
the algorithms can track the target stably. By figure part c of all the groups, when 
the video moves to the 255th frame and the target is being covered, the mean shift 
algorithm and the APF algorithm happen to lose the target slightly. By figure part 
d, the mean shift algorithm and the APF algorithm lose the target completely when 
the target leaves the covered area. However, in Figs. 66.3d and 66.4d, the target is 
still tracked stably, which means that the mean shift of a regional color distribution 
combined with the particle filter algorithms and the M-APF algorithm are able of 
keeping stable track even when the target is covered.

On the basis of analysis of the real-time performance and the robustness of the 
four algorithms, the M-APF algorithm proposed by this chapter is slightly weaker 
than the mean shift algorithm in the real-time performance but is better in the robust-
ness aspect. Comparing the APF algorithm with the mean shift of a regional color 
distribution combined with the particle filter algorithms, the M-APF algorithm is 
significantly better in real-time performance; therefore, the algorithm proposed by 
this chapter is superior to the rest three algorithms by the general performance. Spe-
cifically, the algorithm proposed by this chapter is capable to track the target stably 
and accurately when the target is covered and it has a good real-time performance. 
It can meet the requirement of real-time performance and robustness in the practical 
application of an UAV target tracking system.

66.4 � Conclusion

With the complicated ground environment and high mobility of the target, the UAV 
mobile target tracking system often encounters the problem of poor real-time per-
formance and the problem of losing a target when it is covered. This chapter pro-
poses a real-time UAV target tracking algorithm based on the M-APF algorithm 
and compares it with the mean shift algorithm, APF algorithm, and mean shift of a 
regional color distribution combined with the particle filter algorithms. The result 
shows that the M-APF algorithm provides a good solution to solve these problems. 
It can perform in real time and track the target when it is experiencing some level of 
rotating, scaling, and small background illumination changes. It can also track the 
target stably and accurately when the target is covered by shadows. It may meet the 
requirements of real-time performance and robustness for the UAV platform target 
tracking system; however, the tracking target selected in this chapter is of small size 
and high mobility. In the future, we will focus on the rapidly rotating targets with 
a larger size.
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Chapter 67
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Abstract  In order to improve the efficiency of the algorithm for fast classification 
and retrieval of the manufacturing equipment, a concept of manufacturing feature 
vector (MFV)-based manufacturing equipment description is introduced. First, the 
type, size and precision are defined as three attributes of the MFV; and second, an 
extended fuzzy C-means clustering algorithm has been amended to fulfill the aim of 
manufacturing equipment classifying. The algorithm can efficiently and accurately 
calculate the range of the optimal grouping number; finally, a sample of 50 manu-
facturing equipment classifications is used to verify the effectiveness and accuracy 
of the algorithm.

Keywords  Fuzzy C-means clustering · Manufacturing feature vector · Equipment 
grouping

67.1 � Introduction

In the manufacturability evaluation, process planning and production planning, suit-
able manufacturing equipment needs to be selected by the machining feature. In the 
networked manufacturing environment, the manufacturing resources have the char-
acteristic of having many kinds of varieties, and a large number and a wide range of 
processing capacity, which is time-consuming for selecting the suitable equipment 
for each machining feature. When complex parts contain more machining features, 
it makes the problem even more difficult [1]; therefore, we must research efficient 
and accurate methods of equipment grouping based on the manufacturing features 
(MFs).

The optimal grouping of manufacturing equipment is actually a pattern recogni-
tion and clustering problem [2]. Currently, the manufacturing equipment grouping 
methods are mainly based on fuzzy clustering methods. Among numerous fuzzy 

© Springer International Publishing Switzerland 2015
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clustering methods, fuzzy C-means clustering (FCM) algorithm [3] can obtain the 
degree of uncertainty of samples belonging to various groups fit for manufactur-
ing equipment grouping; however, FCM algorithm requires setting the number of 
groups. It cannot solve the optimization of the grouping number. To overcome the 
limitations of the FCM algorithm, Shi Xudong et al. [4] proposed the expanded fuzzy 
C-means clustering method (EFCM); but this method uses the traversal method in 
the optimization of grouping number, which results in the complexity of algorithm.

As to the disadvantages of the above grouping methods, EFCM clustering al-
gorithm and the nonergodic group optimization method as well as the grouping 
number optimization method are combined as manufacturing equipment grouping 
algorithm. At last, an example was verified.

67.2 � Description of the Manufacturing Equipment 
Feature Vector

Description of the manufacturing equipment is the base of manufacturing equip-
ment grouping, which provides the basic support for equipment evaluation, retriev-
al, management, and portfolio. As a minimum processing unit contains a wealth of 
manufacturing information [5], MFs are the foundation of describing manufactur-
ing equipment. MFs are the basic units of describing geometry shape processing ac-
tivities, which are combined by the geometry shape and the process constraints [6].

Because of different size and machining accuracy requirements of the MFs, the 
same type of geometric features may require different manufacturing equipment; 
therefore, the manufacturing equipment grouping based on MFs has to consider not 
only GF but also PF (Precision Feature) and DF (Dimension Feature). Thus, the 
manufacturing equipment vector can be described mathematically as follows:

� (67.1)

where ei,k represents the feature capability index of the i-th equipment processing 
the k-th MF, bi represents precision capability index of the i-th equipment, ti rep-
resents dimension capability index of the i-th equipment, and n means the total 
equipment number.

The corresponding relationships between MFs symbolic representation and 
manufacturing equipment vector are described in Table 67.1.

( ),1 ,2 ,, , , , 1, 2, ,,i i i i s i ie e e t ie b n= =� ���

Table 67.1   Correspondence table of manufacturing features (MFs) and equipment feature matrix
MF Plane Stepped 

surface
Curved 
surface

Cyl-
inder

Slot Ring 
groove

Slot 
series

Hole Hole 
series

Thread

Symbolic 
representation

P Pst C Ce S Sc St H Hs Ht

Feature 
vector

ei,1 ei,2 ei,3 ei,4 ei,5 ei,6 ei,7 ei,8 ei,9 ei,10
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67.3 � Fuzzy Grouping Algorithm of Manufacturing 
Equipment

FCM clustering algorithm is a fuzzy grouping method for samples, and it is often 
used for manufacturing equipment grouping. EFCM clustering algorithm based on 
the FCM algorithm will consider both the tightness within the group and the devia-
tion among groups.

As to the defects of EFCM algorithm, this chapter uses an equipment grouping 
algorithm based on the MFV and initial grouping center selecting strategy to calcu-
late the range of optimal group number. This algorithm can find suitable manufac-
turing equipment fast and efficiently.

The algorithm steps are given below:

Step 1: The initialization step, and initial grouping number m = 1.
Step 2: The initial grouping center selecting strategy.

If the grouping number m = 1, randomly select a device as the initial group center 
G1. If the grouping number m = 2, pick two Euclidean distances in the Euclidean 
vector space device characterization as the first two cluster centers G1 and G2. If 
the grouping number m > 2, we can set a collection before the m-1 initial group 
center as G Gm1 1, ,…{ }− ; characterization of each device in order to calculate the 
vector (where n represents the total number of devices) and the distance between 
Di,s, where

� (67.2)

Choose the longest distance from the minimum value of the distance between all of 
the devices and the grouping centers of the front of ( m-1) devices, and the describ-
ing feature vector of the corresponding devices is taken as the grouping center of 
the mth group Gm.

That is, if 

min( , , ) max min , , , ,min , ,, , , , , ,D D D D D Di i m m n n m1 1 11 1 1 1… = …{ } … …− − −11{ }{ } ,

then Gm=Mi.

Step 3: Calculate the number of grouping m which corresponds to the packet com-
prehensive evaluation results and the clustering R according to the EFCM meth-
od and the choosing of the initial grouping center (see step 2).

1.	 Calculate the membership of each device to each packet as Uij, and Uijexpresses 
the ratio of the geometric distance between the manufacturing device Mi and the 
grouping center Gj and the geometric distance between manufacturing device 
Mi and all of the grouping centers. Select the device Mi which is included in the 
group that has the biggest membership, and we can set the equipment into this 
group, then we will complete a grouping.

D M G s mi s i i k, , , , .= − = … −{ }1 1
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� (67.3)

where e M Gi j
2 ( ),  indicates the distance between the device characterization Mi and 

the description vector of the grouping center Gj in Euclidean space; f represents the 
fuzzy index, which should be greater than 1.

2.	 According to the membership calculated from step 3 (1), we can recalculate the 
grouping center Gj of each group.

� (67.4)

3.	 Calculate the processing characteristics of the membership of each group. The 
processing characteristics k of the membership gkj in each group j represents a 
group describing manufacturing apparatus for weighted feature vectors and a 
weighting of all groups of the machining apparatus characterized by getting the 
ratio of feature vectors which is described.

� (67.5)

where Rkj expresses the j group which has the characteristics k of the device man-
ufacturing apparatus having the characteristics described in the processing and 
weighting vectors.

4.	 Calculate the comprehensive evaluation index clustering R, and R describes the 
reciprocal duplication of the average deviation of equipment λ and processing 
characteristics of the repeated index r.

� (67.6)

5.	 Repeat step 3 from (3) to (6) until the clustering comprehensive evaluation index 
R does not decrease, then get the clustering comprehensive evaluation index 
which corresponds to m.
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Step 4: Determine the optimal number of groups setting range.

The relationship between the clustering comprehensive evaluation function R and 
the number of groups m is shown in Eq. (67.7).

� (67.7)

In order to research R( m) which is changing with m and confirm the range of the 
optimal number of setting groups, we can use qualitative, quantitative and compre-
hensive analysis of qualitative and quantitative Eq. (67.7).

R( m) can be expressed by function f m h m mt
1( ) /= +  approximately, where 

t ∈[ , ]1 2 , 1
10,h λ ∈  ;

m h m t= +( / )
1
1 is the only one solution of the function 1( ) / tf m h m m= +  in the 

range of 1,+∞) , and this is the optimal number of setting groups.

Step 5: Update the grouping number m.

Update m=m+1, if 1
11,m λ ∈  , repeat steps 2 and 3, and determine the number of 

packets m corresponding to the grouping result and comprehensive evaluation index 
R; if 1

11,m λ ∉  , then we should choose the smallest cluster comprehensive evalu-
ation index corresponding packet as the optimal grouping. And optimal grouping 
results consist of three parts: the optimal number of packet groups, manufacturing 
equipment which is included in each group and for each machining feature which 
belongs to membership of each group.

67.4 � Examples Verification

The grouping algorithm can be validated by the following example. A workshop 
has 50 machine tools. The feature vector can be used to describe the ability of the 
machine tools. Table 67.2 gives some description of the MFV.

67.4.1 � Analysis of Results

This chapter calculated all possible clustering evaluation index R corresponding to 
the grouping number of 50 manufacturing equipments. With the changes in group-
ing numbers, clustering evaluation index R was shown in Fig. 67.1.

The value of evaluation index R was {38,17.5,14,12.5,14.5,16,16.5,17,18} when 
the grouping numbers are among {1,2,3,4,5,6,7,8,9}.
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As the largest similarity in the group and the biggest difference between two 
groups are the best, the clustering evaluation index R is smaller and better. When the 
grouping number is four, corresponding clustering evaluation index R was optimal.

67.4.2 � Contrast Algorithm

The article uses MATLAB 7.0 in Intel Core i3-2310M platform to achieve the al-
gorithm above. An example of Table 67.2 is calculated by the standard FCM algo-
rithm, EFCM algorithm, and manufacturing equipment grouping algorithm based 
on MFs. The efficiency and the comparative results are shown in Table 67.3.

67.5 � Conclusion

This chapter has presented the manufacturing equipment grouping algorithm based 
on MFV. The algorithm uses the FCM technology to device the similar processing 
units together into a class according to description of manufacturing equipment fea-
ture vector. Due to the increasing initial grouping center selecting strategy and the 
non-ergodic group optimization techniques, it may improve the efficiency of group-
ing and retrieving manufacturing equipment. FCM algorithm, EFCM algorithm and 
the algorithm of this chapter have been adopted to group the 50 manufacturing 

Fig. 67.1   Relationship of grouping number and grouping effect
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equipments of the example, and the result shows that the efficiency of grouping 
through the algorithm of this chapter is significantly higher than the other two.
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� � � � � � � � � � � � � �
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MF manufacturing feature
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Abstract  The position and posture measurement problem for a dynamic target 
is widely studied by researching the testing and calibration model of the vertical 
optical axis binocular vision, deducing the lineup structure of the cameras and the 
positional relationship between the cameras and the target, then establishing the 
noncontact vibration test system of a dynamic target. The test system uses double 
area array charge coupled devices (CCDs) to capture vibration images of the target. 
The system extracts the pixel position information to calculate the spatial coordi-
nates of the target point; then, according to the target pixel position changes in the 
whole process, it calculates the displacement variation in three dimensions. Experi-
mental results show that the measurement accuracy is about 0.1 mm, the relative 
error is less than 5 %, meeting the engineering test requirements.

Keywords  Binocular vision · Vertical optical axis · Dynamic target · Vibration test

68.1 � Introduction

As one of the most important fields in the modern photoelectric detection tech-
nology, the machine vision measurement technology has been widely used in the 
fields of industrial inspection, virtual reality, and the range test [1]. Machine vision 
measurement techniques include monocular vision technology [2], stereo vision 
measurement technology [3], and structured light vision measurement technology 
[4]. Monocular vision technology gets the motion information of the target through 
pictures from a single camera. It must be known that the information of the camera 
or objects is to restore the motion information of the target. Structured light vision 
measurement technology takes the projection point of the light source through a 
single camera. Projection angle and position of the light source are known.

Binocular stereo vision uses the disparity in the two images to restore the three-
dimensional space coordinates [5]. In accordance with the arrangement of the 
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light-sensitive cells, the charge coupled device (CCD) can be divided into linear 
CCD and area array CCD. The advantage of the area array CCD is that it can receive 
a complete two-dimensional image, measure image intuitively, be highly efficient, 
and is not affected by the scan movement and position feedback link.

68.2 � System Components and Measuring Principle

68.2.1 � System Components

The measuring system consists of collecting and measuring parts. As shown in 
Fig. 68.1, the collecting part is for recording the target images. It consists of the 
computer, CORE, and CCD. The measuring part is to achieve the goal of measuring 
the displacement vibration. It consists of the APSM25A model multi-DOF displace-
ment platform, the calibration target, and the solid circle array target.

68.2.2 � Measuring Principle

Without considering the camera distortion, the linear camera model is the pinhole 
model. According to the principle of the pinhole model, the size of the measured 
object is Y, image height is y, object distance is L, image distance is l, and focal 
distance is f.

From the lens imaging formula, we can get 1/L + 1/l = 1/f.
Optical imaging relationship is y Y=β ,
where β  is the magnification of the optical system β = l/L = f/(L-f ).
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Power 19V

D
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Adjacent pixel spacing is d. Image height occupies the number of pixels which is 
N. So y Nd= . Through simultaneous equations, we can get: Y = (L/f − 1) Nd.

The linear CCD measuring system is shown schematically in Fig. 68.2.

68.3 � Vertical Axis Binocular Stereo Vision Target Spatial 
Displacement Solver

68.3.1 � Vertical Axis Binocular Stereo Vision Model

There are four coordinate systems in the binocular stereo vision model: (1) world 
coordinate system ( , , )X Y Zw w w , as reference to describe the camera position of all 
the objects and environments; (2) camera coordinate system ( , , )X Y Zc c c , with the 
camera optical center as origin O; (3) pixel coordinate system ( , )u v ; and (4) image 
coordinate system ( , )x y .

As shown in Fig. 68.3a and b, point P is any point in space, point P′ is the pro-
jection of point P. In A image point is p1, in O X Y Za a a a−  the coordinate system is 
( , , )X Y Z1 1 1 , in o x y1 1 1−  the coordinate system is ( , )x y1 1 . In B image point is p2, in 
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O X Y Zb b b b−  the coordinate system is ( , , )X Y Z2 2 2 , and in o x y2 2 2−  the coordinate 
system is ( , )x y2 2 . So there are expressions as below:

�

(68.1)

Through simultaneous three equations, we can get the world coordinates of point P.

�

(68.2)

68.3.2 � Camera Space Lineup Structure

In order to ensure that the target movement is always in the field of two cameras’ 
common view, we should place the camera to longer distance in principle. But with 
increasing distance from the camera to the target, the accuracy will reduce. There-
fore, the lineup structure of the camera and its relationship with the target do the 
following derivation.

As shown in Fig. 68.4, we establish the xoz coordinate system. a1, a2, a3, and a4 
make up the range of p q× . The distance between camera a and the target is h. The 
distance between camera b and the target is l. Two cameras’ field angles are both 
2α.

In xoz coordinate system,
Linear equation of oa1 is y x= −tan( / )π α2 .
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Linear equation of oa4 is y x= +tan( / )π α2 .
Linear equation of o’a1 is y n x m− = −tan ( )α .
Linear equation of o’a2 is y n x m− = − −tan( )( )π α .
Simultaneous four linear equations are as follows:

�

(68.3)

The achieved conditions are as follows:

� (68.4)

On the basis of ensuring that the target movement is always in the field of two cam-
eras’ common view, we can achieve the highest possible accuracy.

68.4 � Experiments and Data Analysis

68.4.1 � Experimental Verification

In order to verify the effectiveness of the method, we do the vibration displacement 
experiments in the APSM25A multi-freedom platform. Experimental steps are as 
follows:

1.	 Prepare hardware, connect the computer, CORE, and place the camera in the 
right way. Fix the calibration target to the displacement test bench.

2.	 Turn on the computer, run the recording software CoreView. And adjust the cam-
era focal length and the axis vertical contour.

3.	 Cameras take images with 6 to  ~ 8 different poses of calibration target. Set the 
dynamic gray threshold of the original image, binarization processing, use the 
Canny operator to extract the circular outer contour [6], then use the Gaussian 
fitting to calculate the pixel coordinates of the circle center [7].

4.	 Calibrate cameras to get the internal and external parameters.
5.	 Record the reference image of the target’s initial position. Run the displacement 

test bench, then record the work image of the target’s motion state. Close the 
displacement test bench.

6.	 Do the image processing as step (3) to get the pixel coordinates of the circle 
center. Then, calculate the displacement of the target.

7.	 Change the vibration parameters. Make the next experiment. When done, exit 
the test system, finishing the equipment (Figs. 68.5 and 68.6).
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68.4.2 � Experimental Results and Analysis

The measurement results are shown in Table  68.1. Each group setting is as de-
scribed. Program solver results and relative errors are described in the table. Refer-
ence data are measured by the micrometer. Measurement results are obtained by 

Fig. 68.6   CoreView software running calibration target images

 

Fig. 68.5   Experimental 
global overview
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this algorithm. The error is between the reference data and the measurement results. 
Measured results greater than the reference data are positive, otherwise negative.

As can be seen from the data in Table 68.1 and Fig. 68.7, the maximum measure-
ment error in the X-direction is − 0.0928 mm, the maximum measurement error in 
the Y-direction is − 0.0935 mm, the maximum measurement error in the Z-direction 
is − 0.1003 mm. The average error in the X-direction is 0.0352 mm, and the variance 
is 0.0028 mm. The average error in the Y-direction is 0.0303 mm, and the variance 
is 0.0027 mm. The average error in the Z-direction is − 0.0493 mm, and the variance 
is 0.0016 mm. Measurement accuracy is about 0.1 mm.

From the test results, it can be seen that as the displacement volume increases in 
the XYZ-axis direction, the absolute error increases, but the relative error decreases. 
The maximum absolute error in the XYZ-axis direction is less than − 0.1003 mm, 
and the maximum relative error is less than 1.11 %.

68.5 � Conclusion

We use the stereo vision measurement technology with two area array CCD to es-
tablish the testing and calibration model of the vertical optical axis binocular vision. 
Deriving the lineup structure of the camera and its relationship with the target. On 
the basis of ensuring that the target movement is always in the field of two cameras’ 
common view, we can achieve the highest possible accuracy. Given the limited 
space, omit the two cameras’ calibration process. However, the minor deviation 
of the main point coordinate and focal length will cause considerable displace-
ment calculation errors. Experimental results show that the measurement accuracy 
is about 0.1 mm, the relative error is less than 5 %, meeting the engineering test 
requirements. The measurement system has the following features: compact, high 

Table 68.1   XYZ-axis vibration test results (Unit: mm)
Reference 
data

Measurement results Measurement error Maximum 
absolute 
error

Maximum 
relative 
errorX(Y, Z) 

displace-
ment

X results Y results Z results X error Y error Z error

1.0000 1.0072 1.0068 9.9976 0.0072 0.0068 − 0.0024 0.0072 0.72 %
2.0000 2.0195 2.0137 1.9857 0.0195 0.0137 0.0143 0.0195 0.98 %
3.0000 3.0305 3.0222 2.9812 0.0305 0.0222 − 0.0188 0.0305 1.02 %
4.0000 4.0304 4.0234 3.9749 0.0304 0.0234 − 0.0251 0.0304 0.76 %
5.0000 5.0467 5.0418 4.9523 0.0467 0.0418 − 0.0477 − 0.0477 0.95 %
6.0000 6.0600 6.0528 5.9387 0.0600 0.0528 − 0.0613 − 0.0613 1.02 %
7.0000 7.0775 7.0714 6.9296 0.0775 0.0714 − 0.0704 0.0775 1.11 %
8.0000 8.0812 8.0771 7.9147 0.0812 0.0771 − 0.0853 − 0.0853 1.07 %
9.0000 9.0913 9.0868 8.9045 0.0913 0.0868 − 0.0955 − 0.0955 1.06 %
10.0000 9.9072 9.9065 9.8997 − 0.0928 − 0.0935 − 0.1003 − 0.1003 1.00 %
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accuracy and applicability, and achieving the purposes of intellectualized test and 
data analysis process automation. It can be widely used to measure the objectives’ 
three-dimensional space motion parameters and space gesture in engineering test 
areas, etc. By the way, effects of lens distortion and image quality factors affect 
the small displacement measurement accuracy obviously. Therefore, improving the 
measurement accuracy and the robustness of the system is the focus in the future 
research.
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Abstract  Under the condition of foggy weather, the videos and images obtained by 
the imaging devices which capture visible light will be severely degraded due to the 
low visibility of the scene, such as contrast reduction and color attenuation. The fog 
removal algorithm based on the dark channel prior now has yielded a great effect, 
but the algorithm has the characteristics of high time complexity and space com-
plexity; thus, it does not have practicality. On the basis of the dark channel prior, we 
propose a fast method of image fog removal based on gray image guided filtering. 
Firstly, we estimate the atmospheric scattering model transmission through the dark 
channel information, and then adopt the gray image of the input mistily image to 
guide the transmission filtering to enable the optimization of rough transmission, 
namely, to maintain edges and smoothing regions; on this basis, the recovery image 
without fog can be obtained. Experiments demonstrate that the proposed algorithm 
in this chapter can effectively remove fog from a foggy image and increase the 
efficiency as a result.

Keywords  Foggy image · Dark channel · Practicality · Guided filter

69.1 � Introduction

In the computer vision application system, the exits of haze or fog greatly interferes 
with the normal work of the computer vision application system. Humans, vehicles, 
and other targets in the images are in the edge blur, color distortion and loss of con-
tour information occurs. A lot of research has been done on haze removal in com-
puter vision applications. The algorithm research of fog removal has made some 
achievements, and the technique based on the physical model can be separated into 
two classes according to whether the scene additional information is needed. One 
obtains more images under different states of weather [1–3], or varying degrees of 
polarization [4–7], to remove the fog, but these methods are unpractical. The other 
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one estimates the model parameters and restores the images by trying to set out 
from the image itself, which is practical. Fattal [8] used a local window-based op-
eration and a graphical model. However, it attempts to separate uncorrelated fields.

He [9]restored a fog-degraded image by using the dark channel prior and gained 
the sharp image; however, this method has a computational complexity and is time-
consuming. In this chapter, we propose a novel type of image restoration, namely, 
the gray image guided filter. We find that the cause of fog-degraded images is single, 
and the degenerative characters of the gray image are in common with the degenera-
tive characters of its color image; as a result, the transmission of the atmospheric 
scattering model estimates to use the dark channel prior, and optimizes the transmis-
sion by guiding a filter on the gray image to obtain a sharp image in this way. Our 
method can keep the edge of the input image to gain a sharp image. Experiments 
show that the improved method to get the same fog-free image is more efficient.

69.2 � Defogging Based on Dark Channel Prior

69.2.1 � Atmospheric Models

In computer graphics and computer vision, a very popular model to describe the 
formation of a fog-degraded image was proposed by W. E. K. Middleton [10] in 
1952 with the expression shown as follows:

� (69.1)

where I x( ) is the obtained image, J x( ) is the scene radiance, A is the atmospheric 
light, and t x( ) is the medium transmission describing the portion of the light that 
reaches the camera is not scattered. The aim of the fog removal is to separate J , A 
and t from I .

69.2.2 � Dark Channel Prior

He proposed a simple but useful prior in his paper—dark channel prior. He found 
that in the vast majority of the local area of the sky, there always exists at least one 
color channel having a very low value at some pixels, which means the minimum 
intensity in such regions should have a very low value, converging to zero. As de-
scribed in the formula, for a dark image J x( ), we define:

� (69.2)

I x J x t x A t x( ) ( ) ( ) ( ( )),= + −1

J x J ydark

color r g b y x
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Equation (69.2) is presented according to the definition of dark channel prior, and 
we call J xdark ( ) the dark channel of J . As to the fog-free image, after dark channel 
priority, most of the dark channel image pixel values are close to zero. As to the 
other way around, if there are a lot of high-value pixels in the dark channel image, 
these pixel values can represent the additional impact of the fog on the scene imag-
ing, which is the airlight of the foggy weather. What should be noted is that we only 
consider the condition that the input image is captured on foggy days.

69.2.3 � Fog Image Restoration

According to the dark channel prior, for the fog image, we can estimate the atmo-
spheric light A and the transmission t x( ). In the transmission image, the spaces 
with higher pixel values will be less affected by the fog, namely, they are closer to 
the imaging device because we use block areas in the local area when calculating 
the dark channel image; in this sense, the transmission estimated through the dark 
channel image exits the block effect. For the better description of the image edge 
information, the global optimization of initial transmission is needed. In He’s paper, 
he used soft matting to optimize the initial transmission; nevertheless, soft matting 
has a computational complexity which is time-consuming. The algorithm is as fol-
lows: First, hypothesize that atmospheric light A is given and the transitivity �t ( )x  in 
a local area is constant; then use the dark channel prior in Equation (69.1):

� (69.3)

where Ω( )x  is the region centered at x, and col  represents the three color channels.
According to the laws of the dark channel prior, the J dark  of the fog-free image 

should approach zero, then estimate the transmission �t x( ).
He’s paper used soft matting to optimize the initial transmission. Figure 69.1e is 

the result after soft matting, and as it shows, the optimized transmission can keep 
the sharp edge discontinuity and sketch the contours of the outline of the object.

The intensity of the sky in a fog image is always very similar to the atmospheric 
light, and can always been used to estimate the atmospheric light A. According to 
the atmospheric light A and the optimized transmission �t ( )x , we can obtain the fog-
free image J x( ) by Eq. (69.1):

�
(69.4)

Figure 69.1 shows the results according to the algorithm of image fog removal with 
an image size of 600 400× , and an experimental condition as follows: Intel Pentium 
CPU, 2.13 GHz, RAM 2.0 GB, OS Windows 7. The result shows that without soft 
matting, (Fig. 69.1d) cannot get a good result for fog removal. Soft matting has been 
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used to optimize the algorithm (Fig. 69.1f) in removing the fog well and to keep the 
image information at the same time, but this method is time-consuming without ef-
fectiveness; as a result, in this chapter, we do not affect the subjective visual effect 
and sharply improve the processing speed of the algorithm.

69.3 � Image Fog Removal Based on Gray Image Guided 
Filtering

As mentioned above, we can obtain a sharp image if the transmission is optimized. 
From the soft matting algorithm, the optimization mainly contains the regional 
smoothing and keeps the edge features; therefore, in this chapter, another algorithm 
to optimize the transmission is used. We use the gray image of the original image 
as the guide image and filter the transmission by structuring a variable coefficient 
filter. This filtering method is called guided filter [11].

69.3.1 � Guided Filter

Guide filter assumption: The filter model is linear at the local area of the image, and 
in each local area the filtering output is a linear transformation of the guide image. 

Fig. 69.1   Fog removal using 
dark channel prior. (a) Fog 
image, (b) dark channel, (c) 
rough transmission, (d) dark 
channel recover, (e) opti-
mized transmission, (f) the 
results of using soft matting 
for optimization
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Assuming the guide image is I x( ), the image for filtering is p x( ) , the filtered image 
is q x( ) , we thus have:

� (69.5)

� (69.6)

where ωκ  is a region centered at x  and W Ij ( ) is the variable filter core upon transla-
tion; it can be obtained by its guide image.

In order to solve the coefficients ακ  and βκ , minimize the difference between q 
and p to solve the optimal solution by the definition above, thus we have:

� (69.7)

In order to prevent ακ  from becoming too large, we set up the penalty factor ε . 
By solving the optimal solution of the secondary system above, ακ  and βκ  can be 
obtained as follows:

�

(69.8)

� (69.9)

where ω is the number of pixels in the filter window, µκ  and σ k  are the average and 
variance of I  in ωk , and pκ  is the mean of p x( )  in ωk . Putting ακ  and βκ  into Eq. 
(69.6), we can gain the filtered image q x( ).

69.3.2 � Fog Removal Based on Gray Image Guided Filter

First of all, use the dark channel method to estimate a rough transmission �t ( )x  and 
atmospheric light A, as described in Sect. 2. Then, use the guided filter to imple-
ment the regional smoothing and keep the edge features. Use I xgray ( ) of I x( ) as the 
guide image to guide the �t ( )x  filtering. ακ  and βκ  can be gained by Eq. (69.8) and 
Eq. (69.9); then, puting ακ  and βκ  into Eq. (69.6), we obtain the transmission t x( ). 
Now, by Eq. (69.4), the sharp image J x( ) is restored.

Equation (69.5) and Eq. (69.6) show that the guided filter method is good to keep 
the image edge information,(Fig. 69.2) which implements the edge features.
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69.4 � Experimental Results

The experimental results show that, compared with Fattal’s work, our algorithm has 
obvious improvement in terms of the visual effect; compared with He’s work, our 
approach has obvious advantages in processing speed. The proposed approach can 
get a sharp image and improve the efficiency at the same time (Table 69.1).

Fig. 69.2   Fog removal using dark channel prior. (a) Fog image, (b) dark channel, (c) rough trans-
mission, (d) dark channel recover, (e) optimized transmission, (f) the results of using soft matting 
for optimization
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69.5 � Conclusion

In this chapter, we use the gray image guide filter to optimize the transmission; 
the optimized transmission can realize the regional smoothing and keep the edge 
features. The experimental results show that the approach proposed in this chap-
ter can optimize the transmission rapidly; therefore, our approach in fog removal 
maintains the image information including the edge of the image and the structure 
information; besides, we obtain a good visual effect. Objectively, the processing 
time is shortened greatly. The method proposed in this chapter is general about the 
2D images. The dark channel prior assumes that the image exists in a dark area. If 
there are vast white areas in the foggy image, the dark channel prior would fail even 
though the guided filter is adopted. The following task will be to test whether it is 
suitable for 3D images and to explore ways to deal with the fog of large white areas.
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Abstract  Parallel acquisition architecture with feedback loop in the time-frequency 
domain is proposed. After obtaining the coarse estimation of the carrier frequency 
offset by exploiting the partial match filter–fast Fourier transform (PMF-FFT) algo-
rithm, this architecture uses the Quinn frequency interpolation algorithm to improve 
the estimation accuracy of the frequency offset and modifies the local carrier by 
employing the estimated result and reacquiring. Compared to the PMF-FFT algo-
rithm, the new method improves the acquisition accuracy of the carrier and reduces 
the average acquisition time under the conditions of the large frequency offset and 
low signal-to-noise ratio (SNR).

Keywords  DS_FH · Parallel acquisition · Acquisition accuracy · Mean acquisition 
time

70.1 � Introduction

It is an attempt to introduce the DS_FH hybrid spread spectrum technology to 
spacecraft TT&C [1–3], but the challenge lies in the acquisition of the DS_FH hy-
brid spread spectrum signal under large carrier frequency offset. Supposing that 
the traditional acquisition method in time or frequency domain is applied without 
external assistance, the time needed is so long that it would severely constrain the 
hopping rate and reduce the antijamming performance of the DS_FH hybrid spread 
spectrum system [4]. The traditional partial match filter–fast Fourier transform 
PMF-FFT algorithm has a good property of fast acquisition, which can search car-
rier frequency and code phase in the time-frequency domain simultaneously [5, 6]. 
However, the frequency estimation accuracy of PMF-FFT algorithm exceeds the 
range of linear approximation of the nonlinear device in the carrier tracking loop 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_70



644 H. Deng and W. Zhan

because of the FFT fence effect. This chapter proposes parallel acquisition architec-
ture with feedback loop by combining the PMF-FFT algorithm and one frequency 
estimation algorithm which has the advantage of small amount of computation and 
real-time calculation. The new architecture uses the Quinn frequency interpolation 
algorithm to further estimate the carrier frequency offset and modifies the local car-
rier by employing the estimated result and reacquires. Under the circumstance of 
low signal-to-noise ratio (SNR) and large carrier frequency offset, this method can 
increase the estimation accuracy of the carrier frequency significantly and reduce 
the mean acquisition time.

70.2 � Architecture Proposed

The analysis here will consider a double-dwell detector. Figure 70.1 shows the prin-
ciple diagram. As it is shown, the first step is to obtain the coarse estimation of 
the frequency offset and spreading code phase using the PMF-FFT algorithm; the 
module Acquisition Judgment 1 works by judging coarse acquisition result, and 
then the Quinn frequency interpolation algorithm is exploited to further analyze 
the frequency parameter. Next, the PMF-FFT algorithm and module Acquisition 
Judgment 2 are exploited to obtain the carrier frequency offset when the local car-
rier frequency NCO (Numerically Controlled Oscillator) is adjusted by the refined 
estimation result.

Fig. 70.1   Parallel acquisition architecture with feedback loop in the time-frequency domain
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The normalized output of N-point FFT is given as Eq. (70.1)

� (70.1)

In Eq. (70.1), L is the number of PMF, Ts is DS chip time, dif  is the carrier fre-
quency offset between the transmitter and the receiver, and ( )R τ∆  is the autocor-
relation function of the spreading code, where τ∆  represents the spreading code 
phase difference in the transceiver.

Mark the discrete frequency index as k0, which is the maximum value of s ( k), 
0 int[ ]di sk f LT N= ; int [x] represents the integer closest to x. If N is a big number, s 

( k0) can be approximated as follows:

� (70.2)

where δ  is defined as the difference between the real carrier frequency and the esti-
mated frequency, 0di sf LT N kδ = − . According to the Quinn frequency interpolation 
algorithm, we can define

� (70.3)

� (70.4)

where ℜ  indicates the real part; substituting (70.2) into (70.3) (70.4), we can obtain

� (70.5)

� (70.6)

When N is a large number, we can simplify formulas (70.5) and (70.6) as

� (70.7)
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�
(70.8)

Converting the formula’s form, (70.7) and (70.8) can be expressed as

� (70.9)

� (70.10)

If 
1δ  and 

2δ  are bigger than zero, then 
2δ δ= , else 

1δ δ= . The result of frequency 
estimation is derived as

� (70.11)

70.3 � Simulation Result

Compared with the PMF-FFT algorithm, the parallel acquisition architecture with 
feedback loop in the time-frequency domain improves the accuracy of carrier ac-
quisition by using the Quinn frequency interpolation algorithm. Equation (70.12) 
presents the frequency estimation variance of the Quinn interpolation algorithm [7], 
which is also the acquisition accuracy of our method.

� (70.12)

where T is the sampling time of the data length.
According to the simulation result, carrier frequency estimation deviation of our 

method is greatly reduced compared with the PMF-FFT algorithm, as Fig. 70.2 ex-
hibits.

Simulation parameters: frequency-hopping rate, 100 hop/s; the total number of 
hopping frequency, 7; hopping interval, 25 MHz; data rate, 10kbps; spreading code 
length, 1023; code rate, 10.23 Mbps; SNR, -15dB; sampling rate, 512 Mbps; sam-
pling points in one PMF, 400; the number of PMF, 128; make a 128-point FFT, 
doing Monte Carlo simulation 100 times in one frequency.

As the simulation result presents, the maximum frequency estimation deviation 
of the PMF-FFT algorithm is 5000 Hz, whereas that of the algorithm proposed in this 
chapter is only 20 Hz. The frequency estimation results of our method can enter the 
linear approximation range of the carrier tracking loop without frequency pulling.

In the circumstance of low SNR and large frequency offset, the algorithm pro-
posed in this chapter would reduce the mean acquisition time.

When there is a signal, PMF-FFT output approximately obeys the Rice distribu-
tion, the probability of detection
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� (70.13)

where , t
k

n n
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, Q is Marcum function, s is the mean energy of the signal, 

Vt
 is the decision threshold, and nσ  is MSE (Mean Squared Error) of noise.
When there is no signal, PMF-FFT output approximately obeys the Rayleigh 

distribution, the probability of false alarm

� (70.14)

Under the double-dwell detection mode, when the awaiting search method is em-
ployed for hopping synchronization, the mean acquisition time of the two algo-
rithms for the DS_FH hybrid spread spectrum signal is the same, as Eq.  (70.15) 
shows:

� (70.15)

K is the penalty factor, R is the spreading code period for the verification stage, M is 
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Fig. 70.2   Carrier frequency estimation error of the two algorithms
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tern, Th is the hopping frequency time, ( Pd1, Pfa1) and ( Pd2, Pfa2) are the probability 
of detection and probability of false alarm during the acquisition and verification 
stage, and PD = Pd1 × Pd2,PFA = Pfa1 × Pfa2.

As the awaiting search method is used by frequency-hopping synchronization, 
the average synchronization time of frequency-hopping synchronization has noth-
ing to do with the direct-sequence spreading code’s acquisition. In Eq. (70.15), the 
preceding part is the DS signal’s average acquisition time, and the consequent part 
is the FH signal’s average acquisition time.

When the dual-threshold is used by this chapter’s method, the simulation result 
is shown in Fig. 70.3. Simulation parameters: Threshold in Acquisition Judgment 
1 is 60; Acquisition Judgment 2’s threshold is 200, other simulation parameters are 
the same as in Fig. 70.2.

As Fig. 70.3 exhibits, the mean acquisition time of this chapter’s method is far 
less than the PMF-FFT algorithm. For example, under the carrier frequency offset 
of 1.08e5Hz, the mean acquisition of our method is 1e-4 s, while the mean acquisi-
tion of the PMF-FFT algorithm is 1e-2 s. That is because our method can greatly 
reduce the energy loss caused by incomplete phase compensation of FFT, thereby 
increasing the detection probability of acquisition and reducing false alarm prob-
ability. According to Eq. (70.15), a larger detection probability or a smaller prob-
ability of false alarm can get smaller average acquisition time.

70.4 � Conclusion

In this chapter, the parallel acquisition architecture in the time-frequency domain 
was proposed. In contrast to the PMF-FFT algorithm, the new method increased the 
acquisition accuracy of carrier frequency, which was estimated so well that it can 

Fig. 70.3   The mean acquisition time of the two algorithms when dual-threshold is used
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pull the frequency estimation result into the linear approximate range of the phase 
detector in the carrier tracking loop. Under the circumstance of low SNR and large 
carrier frequency offset, the new method could reduce the mean acquisition time 
significantly. It is a good method for fast synchronization of spread spectrum signal. 
However, the Quinn frequency interpolation algorithm utilizes two lines around 
the peak of the spectrum to estimate frequency; when zero is padded to the FFT 
result, the frequency estimation error will increase sharply because the line value of 
the spectrum has changed. Therefore, the new method is not suitable for the zero-
padded FFT.
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Abstract  China’s Deep Space Network (DSN) was deployed in 2013, a high-accu-
racy interferometric tracking observable was successfully used for orbit determi-
nation in the CE’3 project. This chapter presents the results of the rover’s status 
monitoring by earth-based same-beam interferometry (SBI) measurement. Phase 
delay with a biased offset is induced to identify the rover’s movement status, which 
could be up to three orders of magnitude better than conventional group delay. 
Based on the tracking data within China’s DSN, the status of the rover including 
going ahead, turning over, and changing signal can be successfully identified with 
a higher resolution. Combined with baseline length within China’s DSN, the move-
ment of the rover in the order of centimeters can be identified, which testifies the 
effectiveness of this technique and algorithm.

Keywords  CE’3 · Phase delay · Rover · SBI · VLBI

71.1 � Introduction

As a key milestone of the China lunar project, CE’3 was launched on December 2, 
2013. After cruising to the moon for about 12 days, CE’3 made a soft landing at the 
plains of Sinus Iridum on the lunar surface. The rover departed from the lander and 
moved around the lander to perform scientific experiments. Vision-based naviga-
tion is used for the rover tracking and location. Pictures taken by the navigation 
camera are used to match a database and then the location of the rover can be iden-
tified. Because the picture can only be taken when the rover is static, the process 
of the movement cannot be monitored. In order to support deep space navigation, 
China’s Deep Space Networks (China’s DSN) were originally employed in 2013. 
The Joint Space Operations Center Mission System (JMS) tracking station with an 
antenna dish of 66 m and KSH tracking station with an antenna dish of 35 m were 
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firstly applied in the CE’3 project; Delta-differential one-way range (DOR) mea-
surement was successfully taken for the orbit determination of CE’3. In this chapter, 
we focus on the rover’s movement tracking using the same-beam interferometry 
(SBI) measurement by China’s DSN.

The theory of SBI measurement is described briefly, then the algorithm is dis-
cussed. The results of tracking CE’3 rover are presented in Sect.  4; also perfor-
mance is analyzed.

71.2 � Theory of SBI Tracking

Earth-based radiometric tracking is widely used in spacecraft navigation, such as 
ranging and Doppler tracking [1, 2]. Very long baseline interferometry (VLBI) was 
firstly induced to spacecraft navigation in the 1960s, and it is used to determine the 
target angular position [3, 4]. As a working mode of VLBI, SBI can measure the 
angular separation of the two spacecraft in the plane of sky [5]. When the separa-
tion angle is smaller than the antenna beam width, the two targets can be viewed 
by the antenna simultaneously; most of the observable errors will be cancelled by 
differential processing [6, 7]. In general, SBI measurement accuracy could be in 
the order of several picoseconds in the X band [8]. Figure 71.1 shows the tracking 
geometry of SBI.

Delay observable by the correlator can be expressed as:

�
(71.1)

where subindex A, B correspond to the two targets, respectively, and τ g A_  presents 
the geometry delay caused by the triangular combined with the baseline and the 

τ τ τ τ τ

τ τ τ τ τ
A g A A clc A A

B g B B clc B B

= + + +

= + + +
_ _ _ _

_ _ _ _

med path

med path ,,

Fig. 71.1   Tracking geometry 
of SBI
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target, τ A clc_  is the station synchronization, τ A_ med  is the media transverse delay, 
and τ A_ path is the instrumental delay.

In theory, the differential delay of the two targets only depends on the geometry, 
and it can exactly reflect the relative position between the two targets in the plane 
of sky. The accuracy of SBI measurement depends on the following factors [9, 10].

The media delay depends on the pointing direction of the antenna. It usually 
includes two kinds of media effects. The error source included by the ionosphere 
can be expressed as:

� (71.2)

where ∆θ  is the separation angle between the two targets, F  is the derivative of the 
mapping function in the direction of ∆θ , for X band, and δ ≈ 0 03. m.

The delay effect induced by troposphere is:

�
(71.3)

where E  is the elevation angle.
Another error source for SBI measurement is a system random error, which can 

be expressed as:

�
(71.4)

where λ is the wavelength and SNR is the signal-to-noise ratio:

�
(71.5)

where P is the receiving power of target, N0 is the system noise within 1 Hz band-
width, and T  is the integration time.

71.3 � Processing Analysis

Processing algorithm of acquiring interferometric phase is the same as traditional 
VLBI, including bit shift compensation, fringe stopping, and fractional bit correc-
tion [11].

We discuss the postprocessing algorithm. Interferometric phase for the two tar-
gets ϕA, ϕB can be expressed as:

�
(71.6)
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� (71.7)

where τ A, τB are the delay of the two targets separately, NA, NB are the phase blur 
numbers, and fA, fB are the carrier frequencies.

71.3.1 � Phase Delay

Usually, VLBI computes group delay with bandwidth synthesis; the group delay ac-
curacy depends on both interferometric fringe accuracy and the spanned bandwidth 
[12, 13]:

�
(71.8)

If we substitute the synthesis bandwidth ∆f  with the signal frequency f , then we 
can get phase delay:

�
(71.9)

The derivative of the above formulation is:

�

(71.10)

Frequency f  is much larger than synthesis bandwidth, then accuracy of phase de-
lay can be improved up to 2–3 orders of magnitude than group delay.

71.3.2 � Phase Unwrapping

One of the key techniques is phase unwrapping to compute phase delay. Many 
methods are discussed in the literatures, such as group-delay-assisted method, com-
bining multifrequency signal method [14].

In this chapter, we focus on the relative movement of the rover to the lander, 
which means the variety of the delay is the observable we care about, not the abso-
lute delay. So a continuous interferometric phase with a constant offset can be used 
for monitoring the rover’s movement.

In order to get a continuous interferometric phase with time variable, a prior 
model ξ τ( ) used for correlation must satisfy the following formulation:
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�
(71.11)

The above formulation means the accuracy of prior delay rate model within integra-
tion time T  must be lower than reciprocal of the signal frequency.

71.4 � Experimental Results

CE’3 made a successfully soft landing at the plains of Sinus Iridum on the lunar 
surface on December 14, 2013. Then, the rover drove from the lander automatically. 
Since then, the rover has moved more than 100 m until the end of its lifetime.

China’s DSN takes responsibility of monitoring the rover’s movement. Two 
strategies are adopted: the first is vision navigation and the second one is radiomet-
ric tracking. Figure 71.2 shows the total motion trajectory of the rover.

The lander is equipped with an X-band transponder, which can transmit X-band 
DOR signal to the ground. Both DOR signal and wideband data communication 
are supported by the lander, only data communication signal is supported by the 
rover. There are totally four DOR tones coherent to the main carrier. The maximum 
spanned bandwidth of DOR signal is about 38 MHz [15, 16].

ξ τ ξ τ( ) ( ) .T f
− <0

1

Fig. 71.2  Motion trajectory of the rover
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71.4.1 � Rover’s Going Ahead

Because the navigation camera cannot take pictures during the movement, monitor-
ing only depends on radiometric tracking.

The accuracy of the observable is in the order of sub-ps, which corresponds to 
the uncertainty of centimeter in the plane of sky (Fig.71.3).

71.4.2 � Rover’s Turnover

The trajectory line of the rover is like an eclipse, the rover made a turnover when 
it changed its moving direction, and the interferometric phase exactly reflected the 
whole course, as shown in Fig 71.4.

Fig. 71.3  Monitoring rover’s go ahead
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71.4.3 � Rover’s Changing Signal

The data communication signal of the rover is transmitted by directional antenna, 
while telemetry signal is transmitted by the omnidirectional antenna. The two an-
tennas are mounted in different positions, so in theory a gap exists in the SBI delay 
observable (Fig. 71.5).

The magnitude of the gap is about 45 ps, which corresponds to about 1.6 m in the 
plane of sky, which has the same size in the order of meters of the rover.

71.5 � Conclusion

SBI uses two separated antennas to take a measurement of the two spacecrafts in the 
plane of sky. Because phase delay is induced, it can be predicted that the accuracy 
could be improved up to three orders than conventional group delay. In this chapter, 
SBI measurements for monitoring CE’3 rover movement are discussed, and the 
rover’s movement at the centimeter level can be identified.

Fig. 71.4  Monitoring rover’s turnover

 



S. Han et al.658

References

1.	 Yu ZJ. Deep space TT & C system. 1st ed. Beijing: National Defense Industry Press; 2009. 
p. 122–5.

2.	 Zhu XY, Li CL, Zhang HB. A survey of VLBI technique for deep space exploration and trend 
in China current situation and development. J Astron. 2010;31(8):1893–9. (In Chinese)

3.	 Tang GS. Radiometric measurement technique for deep space navigation. 1st ed. Beijing: Na-
tional Defense Industry Press; 2012. p. 81–99.

4.	 Wu WR, Wang GL, Jie DG. High-accuracy VLBI technique using ΔDOR signals. Sci China 
Inform. 2013;43(2):185–96. (In Chinese).

5.	 Salzberg IM. Tracking the Apollo Lunar Rover with interferometry techniques. Proceedings of 
IEEE; 1973. p. 1233–6.

Fig. 71.5  Monitoring rover’s changing signal. a Antenna displacement of the rover. b Observable 
for different signal

 



71  Monitoring CE’3 Rover Movement Using Same-Beam Interferometry … 659

  6.	 Preston R, Hildebrand C, Purcell JG. Determination of venus winds by ground-based radio 
tracking of the VEGA balloons. Science. 1986;231(4744):1414–6.

  7.	 Kono Y, Hanada H, Ping JS, et al. Precise positioning of spacecraft by multi-frequency VLBI. 
Earth Planets Space. 2003;55:581–9.

  8.	 Liu QH, Shi X, Wang WH, et  al. High accuracy determination of very long baseline in-
terferometry phase delays and its applications in China’s future missions. Physics. 
2009;38(10):712–6. (In Chinese).

  9.	 Folkner WM, Border JS. Orbiter-orbiter and orbiter-lander tracking using same-beam inter-
ferometry. TDA progress report; 1992. 42–109:74–86.

10.	 Chen SW, Dong GL, Li HT, et al. Analysis on the impact of error on performance of real-time 
ambiguity resolving of SBI. Proceedings of the Second International Conference on Instru-
mentation, Measurement, Computer, Communication and Control; IEEE; 2012. p. 1591–5.

11.	 Deller AT, Tingay SJ, Bailes M. DiFX: A software correlator for very long baseline in-
terferometry using multiprocessor computing environments. Publ Astron Soc Pac. 
2007;119(853):318–36.

12.	 Lanyi G, Bagri DS, Border JS. Angular position determination of spacecraft by radio inter-
ferometry. Proceedings of IEEE; 2007. 95:2193–201.

13.	 Chen M, Liu QH. Study on differential phase delay closure of same-beam VLBI. 2nd Interna-
tional Conference on Computer Engineering and Technology; IEEE; 2010. p. V5-88–V5-92.

14.	 Liu QH, Chen M, Xiong WM, et  al. Lunar rover location based on high accuracy multi-
frequency SBI technique. Sci China Phys, Mech & Astron. 2010;40(2):253–60.

15.	 Wei EH, Jin SG, Yang HZ, et al. Simulation and results on real-time positioning of Chang’E-3 
rover with the same-beam VLBI observations. Planet Space Sci. 2013;84:20–7.

16.	 Huang Y, Hu XG, Liu QH. Relative positon determination between lunar lander and rover 
using same beam VLBI technique. 44th lunar and planetary science conference; CLEP & 
Chinese academy of sciences; 2013. p. 1083–4.



661

Abstract  This chapter presents a novel multilevel threshold approach based on 
improved particle swarm optimization called as hybrid particle swarm optimization 
(HPSO), which can combine the advantages of the particle swarm optimization and 
the neighbor searching of artificial bee colony algorithm for color image segmenta-
tion. Experimental results show that the proposed approach adopts the multilevel 
threshold technique based on the improved HPSO algorithm to obtain a higher qual-
ity adequate segmentation; at the same time, it can also reduce the CPU processing 
time and eliminate the particles falling into local minima.

Keywords  Image segmentation · Multilevel thresholding · Particle swarm 
optimization (PSO) · Hybrid particle swarm optimization (HPSO)

72.1 � Introduction

The color image segmentation is the critical and essential step in the field of im-
age processing, pattern recognition, and artificial intelligence. It can affect the final 
quality of the image processing. Its main task is divided into different zones ac-
cording to the special meaning [1, 2, 4]. Compared to the gray images, the color 
images include luminance, hue, and saturation, so the segmentation and analysis in 
this regard are a challenge in the image processing arena [3]. The existing image 
segmentation approach generally includes the following categories: region growing 
edge detection, histogram thresholding, neural networks, clustering, and fuzzy logic 
[4]. The thresholding-based method is one of the widely used techniques. Accord-
ing to the selected threshold, the image can be divided into related sections. And 
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how to efficiently select the optimal thresholding is the key of image segmentation. 
Many methods for segmentation have been proposed in these years [5]. It intro-
duces an improved color image segmentation algorithm based on hybrid particle 
swarm optimization (HPSO) to select the threshold, so the process is regarded as 
an optimization problem through this approach. In order to improve the traditional 
PSO algorithm, a domain search strategy is used, with the results showing that the 
proposed approach can execute faster, can eliminate the particles from falling into 
local minima, and is more stable than the traditional PSO algorithm [6].

72.2 � Color Image Segmentation

72.2.1 � Conversion of Color Space

The traditional color image segmentation approach can be regarded as an extension 
of the gray images. The color images can be seen as the possible combinations of 
three primary color components: red, green, and blue. Because the R, G, and B 
components have high correlation, different color representations can be derived 
from either linear or nonlinear transformations of RGB space, such as YIQ, YUV, 
HSV, and CIE.

HSV is a generally used image processing system. H represents hue, S represents 
saturation, and V represents value [4]. The pattern of HSV can be extended to color 
images, and the impact strength of vectors of the color information can be elimi-
nated [4]. We can convert RGB image to HSV space, where H represents different 
colors, S represents the color shades, and V represents darkness or lightness. RGB 
space converted to HSV space formula is defined as follows:

�
(72.1)
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Each component of a color space can adopt the proposed approach, and then the 
final segmentation results can be combined in some way.

72.2.2 � The Multilevel Threshold

The image segmentation problem can be configured as multilevel optimization 
problem. When several distinct objects are contained in the image, the proper mul-
tiple threshold values should be selected for segmentation [1, 4].

Let there be L intensity levels [0, 1…L−1] of a given image; then,

�
(72.5)

where the specific intensity level is represented by i, hi  represents the number of 
pixels for the corresponding intensity level I, and the total number of pixels is repre-
sented by N in the given image; thus, the total mean Tµ  can be calculated as follows:

�
(72.6)

Assuming tj is the generic n-level thresholding (   j = 1…n−1), and divide n classes 
of the total number of pixels to D1…Dn, then the maximum between-class variance 
can be calculated as follows:

�
(72.7)

� (72.8)

�
(72.9)

where the specific class in such a way is represented by j, the probability of occur-
rence is represented by wj , and the mean of class j is represented by jµ .

We can convert the problem of n-level thresholding into an optimization problem 
to search the thresholds tj; it can correspond to the maximized objective functions, 
which is generally defined as follows:
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(72.10)
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The stability of the algorithm is evaluated by the standard deviation, which can be 
calculated as follows:

� (72.11)

where N is the repeated times of each algorithm, the best fitness value of the i-th 
run of the proposed algorithm is represented by iσ , and the average value of iσ  is 
represented by µ [6].

72.3 � Color Image Multithreshold Segmentation Based on 
HPSO

In this chapter, a HPSO combines the merits of particle swarm optimization (PSO) 
and the neighbor searching of artificial bee colony algorithm while the domain 
search strategy is used to find the best position of the particle so as to solve the 
problem of particles falling into local minima [1, 7].

72.3.1 � Traditional Particle Swarm Optimization

The traditional PSO model is the potential solution. The particle in the search space 
can be seen as a bird. Every particle has its own position and velocity. Empirical 
values are associated with the two elements which is not only its previous best 
position but also the best position of its neighbors. The swarm size is usually kept 
constant through iterations. Every particle’s direction of movement can be calcu-
lated as follows:

�
(72.12)

� (72.13)

In mathematical terms, vi  represents the rate of velocity for particles, 
v v v vi i i iD= …( , , )1 2 ; xi represents the i-th particle in the D-dimensional space, 
x x x xi i i iD= …( , , )1 2 ; pbest is known as the best position of the i-th particle, gbest 
is known as the best position of any particles in its neighborhood. The constriction 
coefficient is represented as ϰ, the learning rates are known as c1 and c2, two random 
vectors are known as r1 and r2, which are uniformly distributed in [0, 1], and t 
represents the time step [6, 7].
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72.3.2 � Hybrid Particle Swarm Optimization

According to formula (72.13), we should search the population particle for each 
particle and regard the searching result as the domain particles. While searching 
the entire field, if individual best of the domain particle is better than the historical 
individual best position, let the domain best be the local best of the particle.

� (72.14)

We choose indexes of k and j randomly, where k is distributed in [1, 2,…size] and j 
is distributed in [1, 2,…, D], and the values of k and i are not the same, r is chosen 
by the random number between [−1,1].

With the increase in the number of iterations, the value of ( )x xij kj−  will gradu-
ally decrease. Another explanation is that the searching space of the particle will 
gradually shrink, which will also help improve the accuracy of the algorithm.

In the multidimensional space, the position and velocity values of every particle 
not only highly depend on the information of the local best but also depend on in-
formation of the domain best and the global best [8].

72.3.3 � Color Image Multithreshold Segmentation Based on 
HPSO

The RGB image is converted into HSV space, where different colors are repre-
sented by H, the density of color is represented by S, and the luminance of color is 
represented by I. The relevance of each component of the color image is eliminated, 
and every vector of H, S, V adopts the multithreshold segmentation method based 
on HPSO [3]; thus, the result of the final image segmentation combines the three 
vectors. Figure 72.1 illustrates the flow chart of the algorithm [1, 3].

The fitness function of the particles in the HPSO is known as the between-class 
variance 2

Bσ  of the image intensity distributions which can be calculated by formula 
(72.10).

The steps of the segmentation procedure are described in Table 72.1 [1]:

new x r x xxij ij ij kj= + −( )

Fig. 72.1   Color image multithreshold segmentation based on HPSO
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72.4 � Experimental Result

In this section, the traditional PSO algorithm and the HPSO algorithm were pro-
grammed in MATLAB [1]. The population size for the two methods are set to 30, 
the maximum iterations of the two methods are set to 100, the learning rates are 
c c1 2 2 0= = . , and a total of 20 runs are performed [9]. The image of “peppers” is 
tested to segment the image for 2, 3, 4 thresholds with the PSO algorithm and the 
HPSO method. From Figs. 72.2 and 72.3, it can be seen that the adequate segmented 
result can be obtained by using the HPSO algorithm.

The standard deviation and CPU processing times are given in Table 72.2; the 
standard deviation values of the HPSO algorithm are more stable than the tradi-
tional PSO, which requires less CPU processing time for finding thresholds, espe-
cially in regard to higher threshold numbers. The results illustrate that the HPSO 
algorithm is more efficient than the traditional PSO.

Table 72.1  Main steps of the segmentation procedure
Step 1: Convert the RGB image to HSV space
Step 2: Get the corresponding segmentation image at the three vectors by using the proposed 
algorithm
a. Initialize the swarm: Initialize the particles’ positions and velocities, set the particles’ veloci-
ties to zero, set the position randomly within the boundaries of the search space, the number of 
intensity levels L decides the search space, deploys the particles between 0 and 255 if the frames 
are 8-bit images
b. Update the particles’ fitness according to formula (72.8) for each particle in the swarm
c. Evaluate the domain best by the fitness function. If the personality best position of the domain 
particle is better than the historical best of the particle, let the domain best be the local best of 
the particle
d. Update the particles’ velocity and position vectors according to formulas (72.12) and (72.13)
e. Predefine the number of iterations of the stopping criteria, and the global best is the optimal 
threshold; otherwise go to step b
f. The optimal threshold is used for three vectors of the image segmentation
Step 3. Combine the three vector results, and then get the finial segmentation image

Fig. 72.2   The 2-, 3-, 4-threshold segmented result with PSO of “peppers.” a Original. b, c, and d 
The 2-, 3-, 4-threshold segmented result
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72.5 � Conclusion

In this chapter, a novel multilevel threshold method based on HPSO is proposed, 
which can overcome the disadvantages of the traditional PSO in local optimum 
conditions, and combines the advantages of PSO and the neighbor searching of 
artificial bee colony algorithm for every component of the color image space. The 
final segmentation results can be obtained by combination in some way. The results 
indicate that the proposed algorithm is more efficient than the traditional PSO.
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Abstract  Corrosion is an important factor in the missile reliability. The service 
environment of submarine-launched missiles may directly affect their life span. 
The corrosive environment study is of great significance to improve the reliability 
of the missile. Based on the specific characteristics of the local environment, it is 
proposed to accelerate the corrosion test on key parts with the help of environmen-
tal spectrum. Equivalent conversion method is used to establish the relationship 
between the corrosion equivalent acceleration and actual corrosion. KH-7700 three-
dimensional digital video microscope is adopted to handle the corrosion surface of 
the objects.

Keywords  Environmental spectrum · Corrosion · Equivalent conversion · 
Accelerated corrosion test

73.1 � Introduction

Before the 1950s, the definition of corrosion was confined to metal corrosion. From 
the 1950s, many authoritative scholars or erosion research institutions tend to ex-
tend it to all materials, but it usually refers to the metal damage. Because the metal 
and its alloys are still the most important structural materials, the metal corrosion is 
one of the most interesting questions. The corrosion of submarine-launched missiles 
directly affects their reliability, and because of the complexity of its environment, a 
comprehensive study of the corrosion process of various factors is necessary. With 
the establishment of the spectrum under the actual environmental conditions of 
missiles and the equivalent conversion, we simulated the corrosion process of the 
specimens in laboratory. The local environment spectrum of missiles was compiled 
with reference to compilation of spectrum of aircraft-launched missiles [1]. Prior to 
the compiling of the physical environmental spectrum in which the elements of the 
study were analyzed, we selected the acquisition factor and time, which is neces-
sary for the statistical data collection, together with equivalent conversion method 
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to accelerate the establishment of relations as the gist of the corrosion research in 
the laboratory. The research has great significance for the study of metal corrosion 
and protection methods.

73.2 � Compiling of the Environmental Spectrum

The corrosive environmental factors of submarine-launched missiles can be di-
vided into climatic elements and chemical environmental factors. There are some 
relationships between fatigue load spectrum and fatigue life of individual aircraft 
[2]. We establish the environmental spectrum to study the relationship between en-
vironment and corrosion. The main factors of climatic corrosion are temperature, 
humidity, salt spray, condensation, precipitation (moisture), and solid sediments, of 
which the temperature (T), humidity (RH), salt spray, and condensation are the most 
important corrosive factors. The chemical corrosion factors are mainly SO SO2 4

2, ,−  
nitrogen oxides NOx , acid rain, salt water, salt spray, and halogen ions, in which 
the salt spray must be considered. The structural material of test object is the cast 
aluminum, which corresponds to the critical relative humidity of 65 %.

Some researchers have already compiled the marine environmental spectrum 
[3]. According to the corrosion characteristics and environmental conditions of the 
object of study, we generally divide temperature into seven sections, 0–10 ºC, 10–
15 ºC, 15–20 ºC, 20–25 ºC, 25–30 ºC, 30–35 ºC, and above 35 ºC, in the preparation 
of the spectrum environment. In terms of the division of temperature, the statistics 
of time and frequency of `precipitation, fog, and condensation correspond to dif-
ferent segments, as well as the action time when the relative humidity is more than 
65 % and the temperature exceeds 20 %.

Researchers have already measured the air pollution density [4]. We imitated this 
thought. The first thing we did is to collect the abovementioned elements’ data by 
using specific collection equipment. Then, through the preparation of environmen-
tal data processing procedures, the environmental data analysis and processing were 
carried out. Finally, the month spectrum and year spectrum were obtained.

Given the division of temperature, we accounted time, frequency, and concentra-
tion of precipitation, fog, and condensation in each month at the temperatures 5 ºC, 
10 ºC, 15 ºC, 20 ºC, 25 ºC, 30 ºC, and 35 ºC. We also reported the temperature above 
20 ºC and relative humidity more than 65 % corresponding to the duration of action 
at all levels.

On the basis of the month spectrum, we assumed that certain environmental fac-
tors for each month are a random variable, so statistical value of the mean, standard 
deviation, and reliability that reaches 90 % each month can be obtained over the 
years. Due to the special nature of the study, we selected 6 months in which the 
environment is relatively poor in a year to establish the environmental spectrum. 
These 6 months represent the actual environment of the study in this year. We ac-
counted the statistics of environmental spectrum (Table 73.1) in a year through of 
data collection.
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73.3 � Equivalent Conversion Method of Environmental 
Spectrum

Researchers have already shown the conversion principles and accelerated test  
[4–7]. Current IC represents the corrosion rate of the metal. For the same metal 
member (the surface area is S ), the electric current of corrosion from time t1 to time 

t2  can be expressed by the integral form: Q
F

I t t
t

t
= ∫

1
c

1

2 d( ) .

According to the corrosion damage equivalence principle, for the same material, 
the electric quantity of corrosion in the actual conditions is equal to the electric 
quantity when under laboratory conditions, namely: Q Q= ’.

Upon derivation, t t’= ⋅α .
t ’ is the test time in the laboratory, t is the time in the environmental spectrum 

through collection, and α  is the equivalent conversion factor.
The equivalent conversion factor can be expressed as: α =
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Ic is the electric current in any condition, Icp is the electric current in standard 
condition.
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αA is the equivalent conversion factor in standard condition and αA
’  is the new 

equivalent conversion factor when the condition changes. Table 73.2 describes the 
corrosive equivalent conversion factor of missile aluminum alloy in the actual con-
dition and in the laboratory condition. Tables  73.3 and 73.4 are the correspond-
ing conversion factors of different concentrations of NaCl, HCl and H SO2 4 with 
respect to water. Figure  73.1 is the equivalent conversion coefficient surface of 
aluminum alloy in water which is based on the calculated coefficients.

The specific conversion method:
Find out the corresponding equivalent conversion factor αi of Ti i,RH  and α p 

which corresponds to the standard condition Tp p,RH  Then
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where tp is the total hours of accelerated corrosion test in the specified tempera-
ture and humidity.

Table 73.1   Spectrum of rain, fog, condensation, and humidity
Temperature 20 °C 25 °C 30 °C 35 °C Frequency
Spectrum of rain/h 124.5 114.4 45.9 1.9 79.4
Fog and condensation/h 205.2   85.0   2.8 0.6 59.3
Spectrum of humidity/h 70 % 332.6 412.9 24.7 0

80 % 687.6 821.5 29.0 4.1
90 % 838.6 887.6 16.5 0
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Table 73.2  Corrosive equivalent conversion factor of aluminum alloy ( )α
T (°C) 20 25 30 35 40
RH = 60 % 0.10424 0.13591 0.19570 0.33044 0.66400
70 % 0.16380 0.24440 0.32500 0.62526 0.92552
80 % 0.16707 0.29053 0.42600 0.73177 1.03753
90 % 0.11045 0.20700 0.29995 0.64997 1.00000

RH relative humidity

Table 73.3   Conversion factor of different concentrations of NaCl with respect to water (β )
Concentrations of NaCl(%) 0.35 0.5 3.5 7

0.643 0.612 0.121 0.097

Fig. 73.1   Equivalent conver-
sion coefficient surface of 
aluminum alloy in water 
condition

 

Concentrations 1:10000 1:1000 1:500
0.454 0.235 0.110
0.635 0.348 0.302

Table 73.4   Conversion fac-
tor of different concentrations 
of HCl, H SO2 4 , with respect 
to water (β)
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73.4 � Environmental Spectrum of Test

The accelerated corrosion test was configured as: 3.5 % NaCl solution was added to 
a small amount of sulfuric acid to make pH = 4 ± 0.2, the temperature: T = 40 ºC, the 
humidity: RH = 90 % [8–10].

Based on Tables 73.1, 73.2, 73.3, and 73.4, we took the condition of T = 40 ºC and 
RH = 90 % as the benchmark of environmental conditions and calculated the envi-
ronmental equivalent acceleration relations including the acting time of moist air of 
659.05 h, rainfall time of 52.4 h, and reaction of salt spray and condensation of 41.45 h.

The conversion coefficient of concentration of 3.5 % NaCl solution is 0.121 with 
respect to moist air, and the acceleration coefficient is 8.26.

The concentration of sulfuric is 4 mg/L, as pH = 4. Through Table 73.4, the con-
version coefficient of sulfuric acid is 0.2148, and its acceleration factor is 4.5783 
when its concentration is 4 mg/L.

From the above, the total time of accelerated corrosion solution is
659.05/(4.5783 + 8.26) + 52.4/(4.5783 + 8.26) + 41.5/(4.5783 + 8.26) = 51.325(h).
Due to the special nature of the study, it is not necessary to consider the impact 

of rainfall, salt spray, and condensation. The total duration of action is
659.05/(4.5783 + 8.26) = 51.325(h).
We selected the calculated time as one period in accelerated corrosion test which 

can represent 1 year of the missile’s actual environment.

73.5 � Accelerated Corrosion Test

The test material is ZL115-T5 aluminum alloy at the geometric dimensions of 
105 × 90 × 10 mm.

The test process includes the test pretreatment, the immersion test, the after treat-
ment, the corrosion morphology and status determination, and the data processing. 
The accelerated corrosion test includes five cycles in total, and the configuration of 
corrosion solution is based on Chap. 4. Table 73.5 reveals the responding treatment 
of different specimens.

Number Treatment
01, 09 No
02, 10 Smear corrosion X (MIL C 81309 E TYPE II)
03, 11 Smear soft film corrosion inhibito
04, 12 Smear epidural corrosion inhibito
05, 13 In touch with brass
06, 14 Smear corrosion X and scratch
07, 15 Smear sealant and scratch
08, 16 In touch with brass coated with lubricating oil

Table 73.5   Number and 
treatment of specimens
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The specimens are vertically placed in a thermostatic glass tank and the cycle 
time is started. During the test, the test pieces for each period need the related mea-
surement, including the measurement of the specimen weight by using the electronic 
balance and the specimen surface by using a digital three-dimensional microscope.

KH-7700 digital three-dimensional microscope was used to photograph the 
depth variation [7] of the same specimen in the five periods. The depth variation of 
01 specimen in the first four periods is shown in Figs. 73.2 and 73.3. The depth of 
pit in the specimen surface is used to reflect corrosion. Figure 73.4 reveals the depth 
of pits on different specimens in five periods.

Analysis  Employ the depth of pit in the specimen surface to reflect corrosion. In 
fig. 73.4, the depth of pit of the fourth specimen is basically unchanged and constant 
at zero. The depth of pit of the first, fifth, and eighth specimen is growing rapidly. 
As to the corrosive control of ZL115-T5 aluminum alloy, the TFHS-15 subdural 
corrosion inhibitor performs best and the effect of anticorrosion soft film inhibitor 

Fig. 73.3   Three-dimensional depth variation of 01 ( left: the third period, right: the fourth period)

 

Fig. 73.2   Three-dimensional depth variation of 01 ( left: the first period, right: the second period)
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TFHS-10 is second to TFHS-15 inhibitor. The effect of corrosion inhibitor, corro-
sion X is not obvious; therefore, TFHS-15 inhibitor and TFHS-10 inhibitor can be 
used as corrosion inhibitors for aluminum alloys to slow down or even suppress the 
emergence and development of missile corrosion.

73.6 � Conclusion

For the first time, we study the corrosion process of submarine-launched missile 
by means of establishment of its environmental spectrum. On the basis of collec-
tion of the missile environmental data, the compiling spectrum is innovative. After 
the specimens were tested, we used the degree of pitting corrosion depth to reflect 
various degrees of corrosion of different processing specimens only to find that dif-
ferent inhibitors perform different roles. Besides, it is feasible to apply the corrosion 
control method; nevertheless, we have to further study the role of other corrosion 
protection measures in the mitigation of corrosion of materials, such as EXP-X, 
which combines the excellent thermal insulation and the corrosion resistance. These 
anticorrosion measures are expected to be applied to other areas.
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Abstract  Based on the shape structure and the pulse signal’s characteristic param-
eters, aerosols’ statistical models are established in this chapter. The counting dis-
tributions of aerosols’ scattering pulse signals are measured by using a counting 
device with 2048 uniform voltage channels. The experimental results show that 
the counting distributions obey the lognormal distribution with the natural number 
as the independent variable. On this basis, the relations of counting distributions 
between the aerosols’ projection area characteristic parameters and the scattering 
pulse signals’ characteristic parameters are discussed. Then, the statistical fractal 
characteristic of the pulse signals’ different parameters is deduced; besides, the 
physical meaning and the calculation method of the fractal dimension are presented.

Keywords  Fractal · Shape parameter · Pulse signal · Lognormal distribution · 
Aerosol

74.1 � Introduction

The fractal theory proposed by Mandelbrot in 1975 [1] has been widely used in the 
research of all kinds of science [2, 3], and its common mathematical representation 
is the power function distribution [1]. Many real signals have obvious fractal char-
acteristics. Namely, there is a natural connection between the fractal and the signal. 
This connection establishes the foundation of fractal theory used in the field of the 
signal processing [3].

As to aerosols’ scattering pulse signals, these formations must be received by a 
series of random factors. Considering the pulse signal amplitude distributions of 
different pulse widths, these distributions must obey the same statistical distribu-
tion laws because its random factors in the formation process are the same; that is, 
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there is a certain similarity. In this sense, there must be some connection between 
the counting method pulse signal distribution and the fractal; but now there is no 
theoretical basis for the fractal structure between the characteristic parameters of 
different counting pulse signals.

On this basis, aerosols’ statistical models of their shape and pulse signal param-
eters are established first in this chapter. Then, we use a 2048-uniform voltage chan-
nel counting device to measure the particles’ scattering pulse signals, with the result 
showing that the counting distribution of the pulse signal group matches well with 
the logarithmic normal distribution with a natural number as the independent vari-
able with high accuracy. Besides, the relation of the distributions between the pro-
jected area characteristic parameters and the scattering pulse signal characteristic 
parameters is discussed. In this sense, we can deduce that there is a statistical fractal 
characteristic among different parameters of the counting pulse signals. Finally, the 
physical meaning and the calculation method of the fractal dimension are proposed.

The rest of this chapter is organized as follows: First, the characteristic param-
eters and their statistical distributions of the aerosol and the random signal for aero-
sol are introduced; then, the characteristic parameters’ statistical distribution of the 
random signal is given; finally, the statistical fractal characteristics of these distribu-
tions and their fractal dimension are discussed.

74.2 � Characteristic Parameter and Its Statistical 
Distribution of the Aerosol

The particles that occur naturally usually have different shapes. In order to char-
acterize the particle size, there are several kinds of measurement principles related 
to the marking method of particle size [4, 5], such as sieving diameter, volume 
diameter, and diameter of the surface area. As the particles usually feature irregular 
shapes, the particles on the projected area in different directions are not the same. 
Herein, we take the maximum projected area of the particles as the basic parameters 
of the particles in this chapter.

  Mass is one of the basic characteristics for suspended particulates. Any particle 
group N can be classified according to the size of its mass, based on which the par-
ticles can be divided into “mass subset” N m( ) with different levels. The particles 
can be generated by a random process with the same quality, but the geometry can 
vary widely; therefore, the projected area of particles is very wide.

  The particles are typically a random group if we sort the particles according 
to the size of their projected areas. Let the minimum projected area of the mass 
subset be Sm, and the maximum projected area of the mass subset be SM , then any 
particles’ projected area of the mass subset satisfies m MS S S≤ ≤ .

Considering the actual measurement accuracy, we can also use a natural number 
lS  to describe the mass subset. As to the jth particle of the mass subset m, there is 
the following equation:
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� (74.1)

Obviously, based on the natural number lS, the pulse counting distribution func-
tions of mass subset can be expressed as ( ) lim Sl

S
N

n
f l

N→∞
≡ , where N represents the 

total number of particles, and nlS  denotes the number that the projected area of the 
particle is lS . Considering the knowledge of the statistics, the distribution functions 
f lS( ) will tend to be steady when the sample’s number of subsets is large enough 
in the actual measurement.

74.3 � Characteristic Parameter and Its Statistical 
Distribution of the Random Signal for Aerosol

In this chapter, we use the laser airborne particle counter, whose sampling rate is 
28.3 L/min to measure the statistical distribution of the aerosol’s scattering pulse 
signals. The whole measurement system can be seen in Fig. 74.1.

It is obvious that the output signal of photo-electricity in airborne particle coun-
ter is a time series f t( ), and a subsample of f t( ) can be seen in Fig. 74.2 [6]. When 
the sample intervals of the signals are certain, the continuous signal f t( ) can be 
written as ( · )f i t∆ , which is a natural number sequence. Taking a reference value 

0 0 min( )MaxV f V f> > , a two-parameter transformation model, whose transforma-
tion function is 0 0( , ) ( ) 0f t V f t V= − >� , can be defined to characterize the statistical 
characteristics of { }( · )f i τ∆ .

Obviously, the set { }0( , )f t V�  is composed of pulse sequences, which have dis-
continuous time sequence. On this basis, a random pulse �f t Vj ( , )0  composes a pulse 
structure whose amplitude is defined as Vj , and its width is defined as jτ , which is 
shown in Fig. 74.2.

If we use τ∆  and V∆  to represent the actual accuracy of the measurement de-
vices, then a set of natural numbers ( , )Vl lτ  can be used to describe the random pulse 
signal [6], which is expressed as follows:

�

(74.2)

According to Eq. (74.2), the probability distribution function that the measurement 
results appear in  signal amplitude channel can be expressed as:

�
(74.3)

( )j m
S

S S S
l

S

− − ∆ 
=  ∆ 

1  j j
V

V
l l

Vτ
τ
τ

   
= − =   ∆ ∆   

( ) lim Vl
V

N

n
q l

N→∞
≡
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where N  denotes the total number, and nlV  denotes the pulse numbers that the mea-
surement results appear in the l thV  signal amplitude channel. When the sample 
number is large enough, the distribution functions q lV( ) will tend to be steady. 
Similarly, the measurement results can also be described by the corresponding pa-
rameters Mτ , mτ  and the probability distribution function ( ) lim

l

N

n
p l

N
τ

τ →∞
≡ , where ln τ

 
denotes the pulse numbers that the measurement results appear in the l thτ  signal 
width channel.

Fig. 74.1   The whole measurement system of laser airborne particle counter

 

Fig. 74.2   Sketch map of the 
pulse structure
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74.4 � Characteristic Parameters’ Statistical Distribution 
of the Random Signal

The statistical distribution functions of aerosols’ pulse signals q lV( ) and ( )p lτ  are 
the projection that measure results are lV  and lτ in the same environment; therefore, 
they must have the same nature. In this sense, if the nature of the random effect is 
not changed, the type of the one-dimensional statistical distribution function related 
to this nature will be unchanged. On this basis, we can conclude that one-dimen-
sional distribution functions q lV( ) and ( )p lτ  have the similarity because they reflect 
the common characteristics of the random effect. Based on this logic, we can also 
conclude that the counting distribution of particle projected area f lS( ) has similari-
ties with the functions q lV( ) and ( )p lτ  because of the statistical randomness under 
the same environmental system.

With the above device, taking the serial width scope ~k kτ τ τ+ ∆ , the measured 
counting distribution function q lV( ) of the random pulse signal amplitude can be 
shown as discrete points in Fig. 74.3 [6].

As shown above, the function q lV( ) has an obvious center asymmetry; besides, 
the nonlinearly similar characteristic between different function sequences is seen 
quite well. Considering the signal amplitude distribution orderliness generated 
by the standard particle group and the statistical distribution law of particle size 

Fig. 74.3   Scattering signal amplitude distributions under different signal widths
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obtained by high-precision measurements, we choose a statistical function with the 
form of the lognormal distribution to fit the measured data with the fitting results, 
seen as a sequence of solid lines in Fig. 74.3. The equation corresponding to the 
solid line in Fig. 74.3 satisfies [6]:

�

(74.4)

where 2
ln lnln , (ln ln )m m mµ σ= = − ,  and Ω is the normalization coefficient [7]. 

Formally, Eq. (74.4) corresponds to the lognormal distribution function q lV( ), but 
the independent variable is the natural number and the normalized coefficient is not 

2π .
The width and amplitude distributions of the random pulse signal group for 

the particle scattering are measured by the same device, and the results appear in 
Fig. 74.4. The total channel number of amplitude distribution is almost 1500L ≈ , 
and the statistical results can be given directly in Fig. 74.4a. Then, the total channel 
number of width is almost 50K ≈ , while its distribution uses the subsection mea-
surement form. Maintaining the invariability of the total sample and successively 
increasing the lower limit of the pulse width, the counting rate in the channel of dif-
ferent widths is calculated, as shown in Fig. 74.4b [8]. As seen from Fig. 74.4, the 
distribution curves of the amplitude and width have geometric similarity.

The calculation formula of fitting curves can be expressed as follows:

�

(74.5)
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where the fitting results can be seen as the sequence of solid lines in Fig. 74.4.
According to the above analysis, we can see that the signal amplitude and the 

width counting probability distributions all obey the lognormal distribution func-
tion with the natural number as the independent variable when we use a two-pa-
rameter analyzing model to deal with the measurement results of the random signal 
generated by the aerosol.

As the counting distribution of the particle projected area f lS( ) has similarities 
with functions q lV( ) and ( )p lτ , and they have good nonlinear scaling invariance 
between functions q lV( ) and ( )p lτ , it can be concluded that they have good nonlin-
ear scaling invariance between the counting distribution of particle projected area 
f lS( ) and the signal counting distribution functions q lV( ) and ( )p lτ ; that is to say, 
the counting distribution of particle projected area f lS( ) also obeys the lognormal 
distribution function with the natural number as the independent variable.

74.5 � Statistical Fractal Characteristics of the Distribution 
Function and Its Fractal Dimension

Thinking from the logical form, the normalized coefficient of the probability distri-
bution function will tend to be constant if , 0V τ∆ ∆ →  and ,VL Lτ → ∞. According 
to Eq. (74.4), the signal counting distribution curves have nonlinear scaling invari-
ance. On this basis, if we perform the nonlinear transformation ( )Vl bl β

τ=  between 
the two curves, there must be parameters b  and β which can make the two trans-
formed curves coincide. It can be described as follows:

�

(74.7)
where ln ln/V τβ σ σ=  and ln ln/Vb e τµ β µ−= . It can also be expressed by the corre-
sponding physical parameters as follows:

�

(74.8)

Commonly, ln ln/V τβ σ σ=  is not a natural number as ln lnV τσ σ≠ . Eq. (74.8) is also 
the nonintegral dimension fractal power function form of the statistical structure for 
the random pulse signal group, where the fractal dimension corresponds to the ratio 
of the lognormal dispersion lnσ  for the characteristic parameters’ counting distribu-
tion [9].
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Furthermore, we can replace s in Eq. (74.8) with V  and τ as the projection area 
parameter S , then the power function relationship can be concluded among the 
parameters S , V , and τ. That is to say, the characteristic parameters’ counting dis-
tribution functions f lS( ), q lV( ), and ( )p lτ  highlight obvious statistical fractal char-
acteristics.

74.6 � Conclusion

In this chapter, the statistical distribution model of the aerosol based on its shape 
parameter and its pulse signal characteristic parameters is established. Then, the 
relations between the projection area parameter and the pulse signal parameter are 
also discussed. On this basis, the statistical fractal characteristics among the char-
acteristic parameters’ counting distribution functions f lS( ), q lV( ), and ( )p lτ  are de-
duced; in addition, the physical meaning and the calculation method of the fractal 
dimension are also given.
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Abstract  Poisonous mushrooms have no significant difference with the edible fun-
gus. In this paper, image retrieval technology based on color, shape and texture 
characteristic are applied to identify poisonous mushrooms With relevance feed-
back mechanism and clustering algorithm used to improve the retrieval efficiency. 
Clustering can divide similar images into a same class and greatly reduce the range 
of image retrieval. From the retrieved image, representative clustering images are 
selected to the users who can choose a satisfactory clustering from them and pro-
vide feedback to the system. Experimental results with this method show effective-
ness of identifying unknown poisonous mushrooms.

Keywords  Poisonous mushroom · Image retrieval · Relevance feedback · 
Clustering algorithm

75.1 � Introduction

Poisonous mushrooms are growing widely in China. According to incomplete sta-
tistics, more than 250 kinds of poisonous mushrooms have been found in China, 
among which, 112 kinds are found in Guangdong Province [1]. In the vast rural ar-
eas and mountain towns, cases of eating poisonous mushroom occur now and then. 
As some poisonous mushrooms have no significant difference with the edible fun-
gus, the image retrieval technology is introduced to help recognition innovatively. 
Such features as color [2], texture [3] and shape [4] are often used in traditional im-
age retrieval. Considering the characteristic of mushrooms, the combined features 
of Content Based Image Retrieval (CBIR) method is used in this paper. Combined 
features can achieve better results than single feature.

However, the features extracted automatically by computer cannot well repre-
sent its semantic content [5]. The human’s participation can make up for the disad-
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vantage; thus relevance feedback technique [6] was introduced into image retrieval. 
More images relevant to the query image can be found efficiently by the interactive 
learning and retrieval process. Based on all these technology, an assisted identifica-
tion system of poisonous mushrooms has been built to help more people distinguish 
poisonous mushrooms and help find new species of mushrooms.

75.2 � Image Feature Extraction of Mushroom

Currently, the image feature extraction is still based on low-level features [7], like 
color feature, texture feature, shape feature. The next will focus on the combined 
features extraction of poisonous mushrooms.

75.2.1 � Colour, Texture and Shape Feature Extraction

As RGB (Red, Green and Blue) space is not so efficient for search, it needs to be 
converted into the corresponding HSV (Hue, Saturation and Value) values, as in 
Eq. (75.1). For the sake of less computational cost, H, S, V color channels are sepa-
rately quantified. The color histogram features of all sub block are extracted and 
normalized [8].
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Gray level co-occurrence matrix (GLCM) is used for the texture feature extraction. 
Images are quantized from 256 levels down to 16; then calculate the corresponding 
texture feature vectors, and normalize the feature matrix. The texture feature param-
eters based on GLCM include energy, contrast, entropy, and the correlation. Their 
definitions can be found in the references as quoted.

After calculating the four textures feature parameters, average u and variance 
σ are calculated as to each feature parameters, which can suppress the direction 
vector so that the resulting texture features cannot be affected by the direction. An 
8-dimensional feature vector like Eq.  (75.2) is generated to represent the image 
texture features.



75  Image Retrieval of Poisonous Mushrooms Based on Relevance Feedback … 687

� (75.2)

The most commonly used method of describing the shape features include: mo-
ments described method [9], boundary description method and geometric parameter 
method.

Among all the methods, the moment is an important method, which describes 
the average gray level distribution of region. Hu proposed the theory of invariant 
moments in 1962. With a set of geometric moment’s linearly independent group 
consisting of a non-linear moments, export the moment with a group of rotation, 
translation and scale invariance, known as Hu invariant moments [10].

75.2.2 � Features Combination Method

As the image retrieval result based on single feature is not so ideal, color, texture, 
and shape feature combination method is used in order to get higher retrieval rate.

Combined features of similarity calculate like Eq. (75.3).

� (75.3)

i, j represents two images, Wt represents the weight of texture feature value, Wc 
represents the weight of the color feature value, Ws represents the weight of the 
shape feature value, and Wt + Wc + Ws = 1, D (i, j) represents the similar distance of 
two image texture features, E (i, j) represents the similar distance of color features, 
I (i, j) represents the similar distance of shape features.

The system uses a weighted combination of non-uniform features. Set Wt = 0.2, 
Wc = 0.7, Ws = 0.1.Experiments show that using the proportion of this factor can get 
better search results.

75.2.3 � Similarity Matching

Determining whether two images are similar is based on the image features similar-
ity matching. The extracted image features are expressed in the form of vectors; 
then calculate the distance between the feature vectors. The smaller the distance is, 
the greater similarity will be. Thus the similarity measure is the key step of image 
retrieval, which affects the search result.

There are a lot of methods of similarity measurement; but most of them just calcu-
late distance of superposition between different features. In this paper, Euclidean dis-
tance is used. As in Eq. (75.4), x, y represents the two images feature vectors, xi, yi 
represents the feature component, D(x, y) represents the distance of the images [11].

	 D x y x yi i
i
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75.3 � Use of Relevance Feedback and Clustering

Clustering is a meaningful process which divides the data into multiple classes. It’s 
an unsupervised automatic classification. Similar images will be divided into the 
same class, which may greatly reduce the range of image retrieval. The clustering 
method can also be used in the feedback process. From the retrieved image, repre-
sentative clustering images are selected to the users who can choose a satisfactory 
clustering from them and provide feedback to the system.

75.3.1 � K-means of Error Squared and Criterion Function

The steps of K-means algorithm based on error squared and criterion function are 
shown as below.

a.	 Given data sets containing n vectors point, set I = 1, select K initial cluster centers 
Zj (I), j = 1,2,…, K;

b.	 Calculated distance of each data point from the cluster center D (Xi, Zj (I)), 
i = 1,2,…, n, j = 1,2,…,K, if D (Xi, Zk (I)) = min {D (Xi, Zj (I))}, then Xi ∈ wk;.

c.	 Calculate the new K cluster centers Zj(I + 1) = 1
1n
Xi

i

n j
(j)

=
∑ , j = 1,2,…, K, error 

squared and criterion function Jc value, Jc (I + 1) =  X Zk
k

n

j

K j

(j)
j (I )− +

==
∑∑ 1

2

11

;

d.	 If | Jc (I + 1)-Jc (I) | < ξ, the algorithm ends, otherwise I = I + 1, return to (b)

With the adjustment of classification vectors point, the squared error criterion func-
tion Jc is constantly decreasing. When the value of Jc does not change or changes 
within the acceptable range, the classification will be optimal. By this algorithm, 
people can select the K clusters according to their demand.

75.3.2 � Relevance Feedback

Relevance feedback is an instructive learning technique in information retrieval. 
Its goal is to learn from the user interaction with the query system to discover and 
capture the intent of the user’s query so that the defects of query system can be 
fixed. The relevance feedback system can be modified in the query strategy so as to 
increase the image retrieval system’s adaptive function.

Relevance feedback mechanisms are used in this paper with the application of 
clustering algorithm. Firstly, the system uses wavelet feature [12] to classify all 
images by K-means clustering. The database has 100 images, which are divided 
into 5 categories, 20 of each category. When users are searching images, the feed-
back (similar or dissimilar) would classify similar images directly to a class and 
the sample image without similar images are marked as uncategorized pictures, as 
shown in Fig. 75.1.
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With the introduction of relevance feedback, it can easily cluster all images in 
the database and good search results will be obtained upon repeated searching and 
training.

75.4 � Experiment Results and Analysis

Figure 75.2 shows the basic framework of poisonous mushrooms assisted recogni-
tion system based on relevance feedback and clustering algorithms. Firstly, collect 
images, and create image database; secondly, analyze the image in the database and 
extract the feature, create the image feature database; finally, analyze the sample 
images and get their feature vector. By similarity measurement, the query results 
return to the user according to the sorted similarity.

In the platform, all images are clustered into five major categories by K-means 
clustering. If the similarity is greater than 60 %, it can be determined that it belongs 
to the class in the category range. Experiments show the retrieval rate can be in-
creased above 2 s with the K-means clustering (Fig. 75.4).

Seen from above, solely relying on the image features to do image retrieval can-
not reach very good results. Users’ experience of identifying poisonous mushrooms 
should be taken into account; therefore, it is necessary to introduce relevance feed-
back mechanism.

Upon studying and training for several times, Fig. 75.5 gets a satisfying retrieval 
result based on the combined features.

Compared with Fig. 75.3 and Fig. 75.5, we can see that the result is more desir-
able by adding relevance feedback. Upon repeated experiments, the image database 
can be used to identify the input images.

Fig. 75.1   Relevance feedback mechanisms
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Fig. 75.2   Framework of system
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Fig. 75.3   Retrieval results based on color feature
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Fig. 75.4   Retrieval results based on combined features
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75.5 � Conclusion

This paper studies on the identification of poisonous mushrooms based on image 
features, and discusses the key technology of content-based image retrieval, includ-
ing the feature extraction methods and the similarity measurement. This paper also 
carries out research on the image feature extraction by means of relevance feedback 
mechanism and clustering algorithm. Experiments show these may help improve 
the retrieval efficiency. Above all, this paper has offered beneficial attempts for the 
identification of unknown poisonous mushrooms.

Acknowledgements  This work is supported by the Innovation and Entrepreneurship Training 
Project for Undergraduate of Guangdong Province (1057313024)

Fig. 75.5   Retrieval results based on color feature and relevance feedback
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Abstract  The energy efficiency of elevators has received more and more attention. 
There are few elevator energy consumption-monitoring devices for evaluating the 
energy consumption and generating energy-saving measures. To close this gap, this 
chapter presents the development of an elevator energy consumption-monitoring 
device, which uses the current transformer and voltage divider networks to sense 
the electrical signal. The second-order Σ−Δ analog-to-digital converters (ADCs) 
and specific digital signal processor (DSP)-based electrical measurement integrated 
circuit (IC) is selected to acquire electric parameters. The magnetic-coupled isola-
tors are used to obtain fast digital communication and common mode rejection. 
Advanced RISC machines (ARM) processing architecture-based electric param-
eters acquisition, debugging console, power calibration, fast nonvolatile storage, 
and remote communication are designed. The experiment shows that the accuracy 
of the device is better than 0.2 %, which meets the design requirements; and it works 
stably and has a high-application value.

Keywords  Elevator energy consumption · Energy metering · Real-time monitoring ·  
Digital isolation · ARM

76.1 � Introduction

Elevators and escalators are the crucial elements that enable us to live, work, and 
go shopping, etc., conveniently and comfortably. For the sake of further urbaniza-
tion in developing countries, an ageing population in many Western countries with 
the rising awareness of accessibility as well as a growing demand for convenience 
will lead to the installation of additional equipment. With the increasing promi-
nence of climate warming and environmental issues, the implementation of energy-
saving strategies has been attracting more and more attention with no exception 
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to elevators, which typically account for about 3–8 % of the overall electricity 
consumption of a building [1]. Researches show that the application of new saving 
technology such as permanent magnet synchronous driving, energy feedback, and 
intelligent control can help reduce the energy consumption (EC) of elevators [2]. 
The analysis of energy efficiency potentials indicates that considerable technical 
efficiency potentials exist for the elevators (more than 60 %) and escalators (around 
30 %) in Europe [3]. Visibly, the energy-saving potential of elevators is substantial. 
The development of elevator energy consumption-monitoring device (ECMD) is 
the basis for EC monitoring, efficiency evaluation, and fault diagnosis [4, 5]; mean-
while, it is significant to adopt policy measures and corresponding retrofit scheme 
to promote the energy efficiency.

The ECMD involves the embedded processing, advanced sensor, and Internet 
of things (IOT). It samples the electrical signals of the elevator’s main circuits and 
monitors the EC of the elevator real time. It is the basis to promote energy efficiency 
[6–8] by generating policy measures; however, few researches have been devoted 
to developing this device for monitoring the stand-by and running EC of the eleva-
tors. This chapter mainly focuses on the development of the ECMD. It includes the 
elevator’s EC measuring principle, hardware design, software design, monitoring 
the stand-by and running EC of the elevator intelligently, and application.

The rest of this chapter is organized as follows: In Sect. 2, the basic principle 
of ECMD is introduced with the design of the hardware to be described in Sect. 3. 
In Sect. 4, we design the software and the EC-monitoring strategy. In Sect. 5, we 
explain the experimental setup, the calibration of the ECMD, and also the experi-
ment results. Finally, we will summarize our results and arrive at some conclusions.

76.2 � Basic Principle of ECMD

76.2.1 � Structure of ECMD

In order to monitor the elevator’s EC, the ECMD needs to measure the elevator’s 
electric parameters, identify the running state, count the stand-by EC and running 
EC, and monitor whether the electric parameters of the elevator are abnormal. Ac-
cording to these requirements, the overall structure of ECMD is designed. The 
structure diagram is shown in Fig. 76.1 , which mainly includes the sensing unit, 
electric parameters acquisition unit, processing unit, communication unit, and pow-
er supply unit. The sensing unit is mainly composed of current sensors and voltage 
dividers. The sensing signal is conditioned first, then sampled and collected by the 
measurement chip. The results are isolated and sent to the processing unit. An ARM 
processor will calculate the measurement data and monitor the elevator’s EC with 
the monitoring results sent to the monitoring center through the general packet radio 
service/wireless fidelity (GPRS/Wi-Fi) module.
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76.2.2 � Basic Principle

The energy measurement is the basic function of the elevator’s ECMD. The ba-
sic measurement principle of the electric parameters is discussed in this section. 
Generally speaking, the elevator adopts three-phase alternating current (AC) power 
supply. The EC monitoring of elevator is usually referred to the total active elec-
tric energy measurement and monitoring. Energy is the integral of instantaneous 
power p t( ) , as follows:

� (76.1)

Total active energy is the integral of the total active power, as follows:

� (76.2)

The total active power is equal to the direct current (DC) component of the instan-
taneous power signal p t( ) . In order to obtain the total active power, it is necessary 
to calculate the root mean square (RMS), which is characterized by the magnitude 
of an AC signal. As to an AC signal, the RMS value is the amount of DC required to 
produce an equivalent amount of power in the load. Mathematically, the RMS value 
of a continuous signal f t( ) can be defined as:

�
(76.3)

As to the discrete time sampling signals, RMS calculation involves squaring the 
signal, taking the average, and obtaining the square root, that is:
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�
(76.4)

Due to influences of the nonlinear load, a continuous signal f t( ) always contains 
harmonics [9], as follows:

�
(76.5)

So, Eq. (76.4) implies that the RMS calculation contains the contribution of all har-
monics not only the fundamental. The first method is to low-pass filter the square of 
the input signal and take the square root of the result; that is:

�

(76.6)

Then, after the low-pass filter (LPF), the RMS value of f t( )  is obtained by

�
(76.7)

The instantaneous power is defined as the rate of energy flow from source to load. 
As an AC system is supplied by the voltage v t( )  and the current i t( ) , each of them 
contains harmonics, then:

�
(76.8)

� (76.9)

where Vk , Ik are the RMS voltage and the current of each harmonic, respectively, ϕk 
and γ k are the phase delays of each harmonic. The instantaneous power is obtained 
by:
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�

(76.10)

So, the total active power is equal to the DC component of the instantaneous power 
signal p t( ) in Eq. (76.10), that is:

�
(76.11)

As to the calculation of total active energy, the discrete time accumulation or sum-
mation is equivalent to the integration in continuous time following the description 
in Eq. (76.12).

�
(76.12)

where n  is the discrete time sample number. T  is the sample period.

76.3 � Hardware Design

76.3.1 � Power Supply Unit

The power supply unit includes AC/DC circuit and power supply circuit. Fig-
ure 76.2 is the scheme of the power supply unit. The AC/DC circuit consists of 
a WA10-220S12 power-supply module and a SPX1117M3-3.3 regulator chip. 
WA10-220S12 is used to convert the AC85~265-V AC input to DC 12-V output. 
SPX1117M3-3.3 regulates the DC input to supply the embedded system. B1203S-
1W isolation power module converts the DC 12-V input to isolate DC 3.3-V output, 
which is the source of the electric acquisition unit. Its isolation voltage is 2.5 kV.

76.3.2 � Electric Parameters Acquisition Unit

The electric parameters acquisition unit is the key component of the elevator’s 
ECMD. It is based on multichannel Σ−Δ ADCs and specific DSP processing chip. 
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Its peripheral circuits include current sensors, voltage dividers, filter networks, and 
digital isolation circuits, etc. The connection diagram of the electric parameters 
acquisition unit is shown in Fig. 76.3.

The current transformers are used to sense the main current of the elevator and 
transform to millivolt AC signals by burden resistors. The line voltages are attenu-
ated by resistor divider networks. LPF networks are designed to attenuate the alias-
ing before they are supplied to the ADCs. The second-order Σ−Δ ADCs and specific 
DSP sample acquire the electric parameter and send it to the ARM processor upon 
isolation digitally.

Like other sampled systems, aliasing is an artifact of the electrical sampled sys-
tems regardless of the ADC architecture. It means frequency components above 
half of the sampling rate of the ADC (also known as the Nyquist frequency) are 
imaged or folded back down below half of the sampling frequency. In order to at-
tenuate the high-frequency noise and prevent the distortion of the band of interest, 
an LPF is introduced. As to this sampled system, the sampling rate of the ADCs is 
1024 kHz and the half is 512 kHz. To eliminate the effects of aliasing on the current 
sensors, 20 dB per decade attenuation of the filter is sufficient. A 1.43 kΩ resistance 
and a 22-nF capacity are selected to form a resistance-capacitance ( RC) LPF with a 
corner frequency of 5 kHz for the attenuation to be sufficiently high.
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Fig. 76.3   Connection diagram of the electric parameters acquisition unit
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76.3.3 � Design of ARM Peripheral Circuit

STM32F103 ARM processor which is produced by STMicroelectronics (ST) is 
used as the main processor of the ECMD. It is based on the Cortex-M3 core with 
32 Harvard micro structures, which can execute Thumb-2 instruction. Its frequency 
is 72 MHz, and it can achieve the processing speed of 1.2DMIPS/MHz. The ex-
ternal connection diagram of the ARM is shown in Fig. 76.4. Peripheral circuits 
include memory, data acquisition interface, and communication interface. The ex-
ternal memory includes W25Q128BV SPI Serial Flash and FM24C256 IIC ferro-
electric memory. They are used to store the monitoring data and acquisition data, 
respectively. The data acquisition interface includes AduM1250 and AduM1402 
magnetic-coupled isolators. The communication interface between the GPRS/Wi-
Fi module and the ARM is the ST3232.

76.4 � Software Design

76.4.1 � Main Program

According to the function demand of ECMD, the main task of the software includes 
system initialization, data acquisition, data processing and storage, state recogni-
tion, intelligent monitoring, debugging console, and data communication, etc. The 
software design environment is uVison V4 using C language. The software flow 
diagram is shown in Fig. 76.5. The electric parameters of the elevator main circuit 
is collected and calculated to obtain the EC of elevator. The state-recognition judg-
ment is mainly to determine whether the elevator is in stand-by or running state. 
The state of the elevator and the elevator’s EC is monitored in a real-time time; and 
the stand-by EC and running EC are accumulated. Whenever they are abnormal, it 
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will send alarm information to the monitoring center via the communication module 
intelligently.

76.4.2 � EC Monitoring Strategy

The monitoring mode of the elevator’s EC includes the self-learning mode and the 
real-time monitoring mode. In the learning mode, the monitoring strategy involves 
sampling the current of the elevator main circuit, extracting the stand-by feature sig-
nal, counting the stand-by EC and running EC, and estimating the anomaly thresh-
old; and in the real-time monitoring mode, it distinguishes the running state from 
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Fig. 76.5   Software flow diagram of the ECMD
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stand-by mode according to the self-learned feature. It monitors the EC and judges 
whether the EC is more than the self-learned threshold intelligently. Whenever the 
elevator’s EC or the current is abnormal, the alarm information will be sent to the 
monitoring center first. Second, the monitoring data can be used for remote fault 
diagnosis such as elevator low-insulation resistance, three-phase current unbalance, 
and mechanical failure of the traction system, etc.

76.5 � Device Calibration and Experiment

The device debugging is mainly to verify the effectiveness of the acquisition hard-
ware and the calibration procedure. The calibration command is sent from a PC to 
the ECMD by serial communication port. HIOKI3169 is used as a reference power 
meter. The debugging photo is shown in Fig. 76.6.

In order to further improve the accuracy of the device, it needs to calibrate the 
device referring to higher accuracy power meter. Referring to Fluke 6100 and cali-
brating by South China National Centre of Metrology, the results show that the 
measurement error of EC is + 0.16 %, the overall accuracy is better than 0.2 %. The 
active power test results of B channel is shown in Table 76.1.

The parameters of the test elevator are shown in Table 76.2. After monitoring 
the elevator’s EC for a month, the results are obtained as shown in Table 76.3. The 
movement EC is the running EC.

ECMD
HIOKI

Fig. 76.6   Debugging photo of ECMD
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76.6 � Conclusion

This chapter proposes a scheme of online monitoring device of the elevator’s EC, 
discusses the elevator’s EC measuring principle, designs the hardware and soft-
ware, and tests the device. Experiments show that, the EC measurement error is 
+ 0.16 % and the overall accuracy is better than 0.2 %. It may realize the monitoring 
of running EC and the stand-by EC intelligently; besides, it can provide technical 
support for remote EC monitoring and fault diagnosis. It meets the design require-
ments and has high application value.
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technology projects of General Administration of Quality Supervision, Inspection and Quarantine 
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Table 76.1   Active power calibration results of Channel B
Range Indication value(W) Reference value(W) Error (%)
250 V/1 A 250.723 250.907 − 0.07
250 V/2 A 500.718 500.831 − 0.02
250 V/4 A 1001.08 1001.41 − 0.03
250 V/20 A 5017.59 5020.43 − 0.06

Item Parameters
Brand Guangri
Model GVH1000–2S1.0
Rated load 1000 kg
Layer/ station 2/2
Control mode VVVF
Transmission mode Worm gear

VVVF variable voltage, variable frequency

Table 76.2   Parameters of the 
test elevator

Item Parameters
Movement EC (kWh) 40.95
Stand-by EC (kWh) 21.30
Stand-by AVG Power (kW) 0.1302

EC energy consumption, AVG average

Table 76.3   EC information 
statistics for a month
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Abstract  The synthetic aperture radar (SAR) images obtained at different times 
often have both the global rigid deformation and the local elastic deformation. As a 
result, SAR image registration only based on the global rigid transformation model 
will induce an error, and the error will produce largely spurious results of change 
detection. In order to solve this problem, a hierarchical registration method is pro-
posed in this chapter. It is a rough-to-fine registration procedure. In the rough reg-
istration stage, speeded-up robust reature (SURF) algorithm is first employed to 
extract the matching feature points from the testing image and the reference image. 
After that, a rigid registration method, based on the global affine transformation 
model, is implemented to correct the global deformation. In the fine registration 
stage, a template-match-based method is first adopted to extract a uniform spacing 
control point from the globally registered images. And then, a local elastic registra-
tion, based on thin-plate spline (TPS) transformation model, is applied to remove 
the local deformation. Experimental results show that the proposed approach 
can achieve higher registration accuracy, which lead to a better change-detection 
performance.

Keywords  SAR · Change detection · Image registration

77.1 � Introduction

Due to the all-time and all-weather capabilities of synthetic aperture radar (SAR) 
sensor, the change detection based on SAR images has wide potential applications 
in both civil and military fields [1, 2]; however, successful implementation of a 
change-detection analysis requires careful consideration of image registration meth-
ods because the misregistration will produce largely false alarms [3, 4]. The image 
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registration is the process of aligning two images of the same scene taken at differ-
ent times, i.e., test image and reference image. Traditionally, this process is usually 
implemented based on a global rigid transformation model. Unfortunately, due to 
the impact of terrain relief and imaging track error, SAR images obtained at differ-
ent times may have global rigid deformation and local elastic deformation simulta-
neously [5]. In this case, the misregistration will be inevitable as to the traditional 
method. To cope with this problem, we present a hierarchical registration method 
in this chapter. The method consists of two stages, i.e., the rough-image registration 
stage and the fine-image registration stage. In the stage of rough registration, a rigid 
registration approach based on SURF algorithm and affine transformation model is 
carried out to correct the global deformation; and in the stage of fine registration, 
a template-match-based method is first adopted to extract uniform spacing control 
points from globally registered images. After that, thin-plate spline (TPS), an effec-
tive transformation model of elastic image registration, is utilized to achieve local 
matching. The effectiveness of our method is validated by the experiment results.

The rest of this chapter is organized as follows: In Sect. 2, we state the rough 
stage of image registration. After that, the fine stage of image registration is de-
scribed in Sect. 3. Then, in Sect. 4, the experimental results are presented. Finally, 
in Sect. 5, some conclusion remarks are drawn from this study.

77.2 � Rough Stage of Image Registration

The goal of this stage is to get an initial registration result by removing the global 
deformation between the test SAR image and the reference SAR image. Its imple-
mentation process can be divided into two steps: The matching feature points ex-
traction based on SURF algorithm and the global deformation correction based on 
affine transformation model.

77.2.1 � SURF-Based Matching Feature Points Extraction

The matching feature points’ extraction is the process to find feature point corre-
spondence between the test and reference SAR images. It is a necessary part of the 
rough registration. In order to fulfill this task, we first have to detect feature points 
in the test and reference images, respectively, and construct a description for each 
of them. In the literature, a wide variety of feature point detectors and descriptors 
have been proposed. Among them, SURF algorithm is proved to be more reliable 
than other methods [6, 7]; thus it is also adopted in this chapter.

SURF algorithm is a novel scale- and rotation-invariant feature point detector 
and descriptor, presented by Bay in May 2006 [8]. The SURF detector can be con-
structed by using a scale space representation of an original image at different reso-
lutions. It tries to find characteristic blob-like structures in an image independent 
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of its actual size. After detecting the feature points, the SURF descriptor describes 
each feature point by using a 64-dimensional vector. All these vectors include the 
local gradient direction and the magnitude information in a certain square neighbor-
hood centered at the feature point. More details about SURF algorithm can be found 
in the original publications [8].

Once the feature point detection and description are fulfilled with SURF algo-
rithm in both the test image and the reference image, the next step is to match each 
detected feature point in one image to the one in another image. In this chapter, a 
modified nearest-neighbor ratio criterion is used in the matching process.

Suppose φt  and φr  are two SURF feature point sets obtained, respectively, from 
the test and reference images, ψ t and ψ r are two SURF descriptor vector sets cor-
responding to φt  and φr . Let φ∈t

i tp , φ∈r
i rp , ψ∈t

i td , ψ∈r
i rd , di

t  and di
r are two 

SURF descriptor vectors of pi
t  and pi

r . If di
t  and di

r  satisfy:

�

(77.1)

pi
t  and pi

r  can be regarded as a pair of matching feature points. Where dist d di
t

j
r, ( ) 

represents the Euclidean distance between di
t and di

r, and ( 1)α α ≤  is the threshold. 
In this chapter, the value of α  is set to 0.7.

77.2.2 � Affine-Transformation Based Global Deformation 
Correction

In general, the global deformation between test and reference images can be mod-
eled as an affine transformation. Given any point ( )x y,  in the test image It  and its 
corresponding point ( )′ ′x y,  in the reference image Ir, the affine transformation 
between It and Ir can be expressed as:
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estimated by the least-square method. After that, the global deformation between It 
and Ir is removed by applying Eq. (77.2) on It and a globally registered test image 
is obtained, which is denoted as Ig.

77.3 � Fine Stage of Image Registration

The goal of fine registration stage is to remove the local elastic deformation between 
the global registered test image Ig and the reference image Ir. The implementation 
process of fine registration can be divided into two steps: The uniform spacing 
control points extraction based on template-match method and the local elastic 
registration based on TPS transformation model.

77.3.1 � Uniform Spacing Control Points Extraction Based  
on Template-Match Method

Although a set of matching feature points have been extracted by SURF algorithm 
in rough registration stage, the number of points in it is often small and the space 
distribution of it is usually nonuniform; therefore, it cannot meet the demand of 
fine registration. In order to deal with this problem, in this stage, a template-match 
method is first employed to extract a uniform spacing control points from Ig and Ir. 
Its construction process can be described in detail as follows:

First of all, many small subblocks according to a certain size are selected from 
Ig. And the center of the subblocks is evenly distributed in Ig. After that, as to each 
subblock, we adopt the normalized cross-correlation algorithm to search its most 
fitted subblock in Ir [9].

Given Ωg and Ωr are two subblocks belonging to Ig and Ir, respectively, then 
the definition-normalized cross-correlation coefficient can be expressed as follows:

�

(77.3)

where f i jg ( , ) , f i jr ( , ) is the gray value of any point ( , )i j  in Ωg and Ωr , fg  and fr  
is the mean value of f i jg ( , ) and f i jr ( , ) within Ωg and Ωr . Based on Eq. (77.3), 
for each of the subblocks in Ig, we can search its most fitted subblock in Ir by 
maximizing the value of γ . After that, for each couple of fitted subblocks, the cen-
ters of them are computed and marked as a pair of corresponding control points. 
Consequently, we can get m n×  pairs of corresponding control points, where m n×  
is the number of subblocks in Ig. Furthermore, because the control points in Ig x y( , ) 
is evenly distributed, the distribution of control points in Ir is also close to be even.
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77.3.2 � Local Registration Based on TPS Transformation Model

In recent years, many different local elastic transformation models have been pro-
posed, among which, TPS has been shown as an effective tool to implement local 
elastic registration, especially when the control points are evenly distributed across 
the whole image.

Let u x yi i i= ( ),  and v x y i Mi i i= ′ ′ =( ),, 1, 2, �  denote the coordinates of corre-
sponding control points in Ig and Ir, respectively. The TPS transformation between 
Ig and Ir can be defined as:

�

(77.4)

where ( )x y,  is any point in Ig, and ( )′ ′x y,  is its corresponding point in Ir. 2 2( ( , ) ) log( )ε − =iu x y r r  is the bi-harmonic equation, in which r  is the distance 
between ui and ( )x y, . ax

0 , ax
1 , ax

2 , ω x
i , ay

0 , ay
1 , ay

2 , and ω y
i  are unknown parameters of 

TPS transformation model. Besides Eq. (77.4), there are three more constraints on 
ω x

i  and ω y
i :
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the local elastic deformation between Ig and Ir is removed by applying Eq. (77.4) 
on Ig , and a finally registered image is obtained.

77.4 � Experimental Results

To verify effectiveness of our proposed algorithm, a group of experiments is imple-
mented in this section. Figures  77.1a and 77.1b are the test and reference SAR 
images used in the experiments, which are taken at an area of little forest. As it 
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is shown, there are three corner reflectors placed in Fig.  77.1a and removed in 
Fig. 77.1b, which are labeled with white circles in Fig. 77.1a.

Figure 77.2 shows the results of image registration, whereas Fig. 77.2a is the 
result by traditional method, which is only based on a global rigid transformation 
model. Figure 77.2b is the image registration result by our proposed method.

As we all know, as to the change detection, the higher accuracy of registration 
can reduce the false alarms, and the lower accuracy of registration will produce 
more false alarms; therefore, in this chapter, in order to compare the registration 
accuracy of Fig. 77.2a and Fig. 77.2b, experiments on change detection are carried 

Fig. 77.2   Result of image registration. a Registration result obtained in rough stage. b Registra-
tion result obtained in fine stage

 

Fig. 77.1   Two SAR images. a Test image. b Reference image
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out on this basis. Details about the algorithm of change detection can be found in 
the relative publications [10]. The change detection results are shown in Fig. 77.3, 
where the white points in the square are detected as false alarms. Obviously, the 
number of false alarms in Fig. 77.3b is much less than that in Fig. 77.3a; so we can 
conclude that our proposed method has a better registration performance than the 
traditional method.

77.5 � Conclusion

A hierarchical SAR image registration method for change detection method is pro-
posed in this chapter. The method consists of two stages: the rough-image registra-
tion stage and the fine-image registration stage. In the rough-image registration 
stage, a rigid registration approach based on SURF algorithm and affine transforma-
tion model is carried out to correct the global deformation. In the fine-image regis-
tration stage, the uniform spacing control points are first extracted from the globally 
registered images by the template-match method. Then, a local elastic registration, 
based on TPS transformation model, is applied to remove the local deformation. 
The TPS-based image registration (TPS) is utilized to achieve local matching. The 
effectiveness of our method is validated by the experiment results.

Acknowledgments  In this chapter, the research was sponsored by the Nature Science Foundation 
of China (Project No. 61302194).

Fig. 77.3   Change detection results. a the result of change detection by comparing Fig. 77.2a and 
Fig. 77.1b. b the result of change detection based on Fig. 77.2b and Fig. 77.1b
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Abstract  As to the phased array antenna in the mobile satellite reception, a novel 
fast beamforming algorithm is presented based on simultaneous perturbation 
stochastic approximation (SPSA). Compared to previous algorithms, the proposed 
approach estimates the gradient of the received power simply relative to the phase 
difference between two adjacent phase shifters because the difference remains the 
same in a uniform array. All phase shifters are updated simultaneously according 
to the gradient. As the digital phase shifters are assigned from a discrete set, there 
is an error between the theoretical and practical values. The error is regarded as a 
random perturbation when the gradient is estimated. A large number of simulation 
experiments verify that the proposed algorithm is effective and efficient in both the 
elevation beam scan and the two-dimensional beam scan and that it provides a good 
tracking performance to obtain the optimal signal.

Keywords  Beamforming · Digital phase shifter · Phased array antenna · SPSA

78.1 � Introduction

As to the mobile phased array antennas, it has become more important to use fast 
beamforming algorithms [1]. An electronic beamforming algorithm is always uti-
lized to reach the accurate direction of the satellite after the mechanical coarse 
alignment procedure [2]. The simultaneous perturbation stochastic approximation 
(SPSA) algorithm estimates the gradient of the received power to update the phase 
shifters via an iterative process [1, 3, 4].

The gradient estimation plays a core role in SPSA. There is a method which esti-
mates the gradient simultaneously by perturbing all phase shifters at the same time; 
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however, it is likely to diverge in some cases [1]. Taking into account the locations 
of array elements, an improved method gets the gradient in the positive direction 
rather than the full isotropy. It converges quickly, but may not achieve the optimum 
because of the superposition error with the complicated N-dimensional computation 
[2].

In this chapter, a fast beamforming algorithm based on the algorithm in the sec-
ond references is presented. Digital phase shifters are chosen instead of analog ones 
which are easily impacted by the mutative environment variables [5, 6]. Thus, the 
phase difference for adjacent antenna elements can be considered reasonably the 
same regardless of the phase shifters’ different attributes in different situations. The 
new method significantly reduces the complexity of computation and converges 
quickly. In addition, it is applied to two-dimensional beam scan; consequently, the 
performance of the tracking system is further improved.

The rest of this chapter is organized as follows. In Sect. 78.2, the antenna structure 
and pattern in this chapter are introduced clearly. In Sect. 78.3, the essential analysis 
for this algorithm is shown particularly. In Sect. 78.4, the experimental results with 
different methods are presented. The conclusions are drawn in Sect. 78.5.

78.2 � Antenna Structure and Pattern

Figure 78.1 shows a planar antenna array placed in H-plane. It has a uniform distri-
bution with M*N antenna elements. As the antenna array is far enough away from 
the target satellite, it is reasonable to assume the radiated pattern of each element is 
fully isotropic and that the excitation signals are uniform [7]. The normalized func-
tion of the antenna pattern is

� (78.1)
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Fig. 78.1   Diagram of a planar phase array antenna
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where 2
0

2
(sin sin )

d
be

π θ θ
λ

= − , 1
0 0

2
(sin cos sin cos )

d
ba

π φ θ φ θ
λ

= − . The param-

eters 0θ  and 0φ  are respectively the elevation and the azimuth of the antenna normal. 
The parameter λ denotes the wavelength.

78.3 � Fast Beamforming Algorithm

Supposing the antenna normal deviated from the aim direction is set to ( , )φ θ∆ ∆ , 
the fine tuning is achieved by regulating the phase shifters to reduce it. The purpose 
of this algorithm is to receive the maximum power of the satellite signal if it is pos-
sible. The measured power without any prior knowledge is described as the equa-
tion 2

( , ) ( , )P Fφ θ φ θ= . As is known to all, the optimum methods for maximizing 
a nonlinear function can be settled though an iterative process which uses gradient 
for fast approximation [3].

78.3.1 � Elevation Scan in H-Plane

The planar antenna array is equivalent to a column linear array in this case. The 
phase difference e∆  is the only factor to be obtained. The processing steps of the 
new algorithm are as follows:

1.	 Let the variable 1 0e∆ = , which denotes the phase difference at the first iteration. 
All the phase shifters are initialized to be zero.

2.	 The subscript k represents the iteration number. At the kth iteration, the value of 
e∆  is

� (78.2)
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k
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a
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+

 is the step size. When the step size increases, the convergence 

speed raises, but the steady state behaves differently. It is necessary to find a proper 
value for the parameter a to perform effectively [1, 3, 4]. The parameter ( )k kg e∆  
denotes the gradient of the received power relative to e∆  at the kth iteration, which 
is estimated by
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stochastic perturbation factor to reduce the affection caused by the quantization of 
the digital phase shifters.

3.	 The iterative process stops until the received power reaches a threshold in prac-
tice; otherwise, it returns to step 2 to continue. The threshold is determined by 
the user requirements. For example, when it comes to the mobile satellite TV 
reception, the threshold can be the proper value which satisfies the data rate to 
obtain good performance for watching.

78.3.2 � Two-Dimensional Beam Scan in Space

Compared to the mechanical scan, an electronic scan has two obvious advantages: 
fast beamforming and inertialess scanning. Therefore, it tracks the target satellite 
more quickly and accurately in question. The process of the simultaneous elevation 
and azimuth scan is shown as below:

As mentioned above, there are also three steps to follow; however, a little change 
is made here. The scalar e∆  is replaced by the vector [ , ]Ts a e∆ = ∆ ∆ , where a∆  is 
the phase difference between two adjacent antenna elements in a row. The phase 
difference between the unit in the location (i, k) and the origin is * *i e k a∆ + ∆ . The 
approach computes s∆  for the iterative process. In Eq. 78.3, gk  is the gradient of the 
received power relative to a∆  and e∆ , estimated respectively as follows: Keeping e∆  
constant, use Eq. 78.3 to compute the gradient relative to a∆ ; do the same with a∆ .

78.4 � Experimental Results and Analysis

In this section, the previous algorithm in the second references and the proposed 
algorithm in this chapter are applied to the elevation scan to compare the rate of 
convergence; besides, the elevation and the azimuth scan are achieved simultane-
ously by the new algorithm as well.

In the simulation, an 8*8 planar array antenna receiving signal at the frequency 
of 12 GHz around Ku-band is chosen. The distance d1 and d2 are set to be λ/2. Sup-
pose the antenna normal deviated from the satellite position is 4.5°. Regarding the 
initial antenna normal as the coordinate datum, the elevation 0φ  and the azimuth 0θ  
of the target position are both 4.5°.

78.4.1 � Elevation Scan in H-Plane

To conduct the experiment, the distribution of the satellite signal in H-plane is simu-
lated firstly. Assuming the angle is positive above the coordinate datum and nega-
tive on the contrary, the signal model is
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�

(78.4)

where 2
0

2
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d
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=  is the spatial phase difference. rm denotes the random 

variable from a Bernoulli distribution with uniform probability of each value which 
is 1 or − 1.

Set the internal algorithm parameters to be the proper values: a = 0.025, b = 0.02, 
c = 0.01, A = 0.1, 0.062β = , 0.101γ = , 0.00002θ∆ = . The values are determined 
by a mass of simulation experiments which have been performed in the second 
references. Assuming the normalized power reaching 0.95 seems to meet the con-
vergence condition, the convergence diagrams of different algorithms are respec-
tively shown in Fig. 78.2 and Fig. 78.3. As to each scenario, 100 runs are performed 
independently.

The previous method takes 25 iterations on average to converge, while the new 
one only takes nine iterations. It indicates that the new algorithm tracks the target 
much faster. Supposing there is a mistake when the number of the iterations sur-
passes 500, the error rate of the new method is 0.
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Fig. 78.2   Convergence of the previous algorithm
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78.4.2 � Two-Dimensional Beam Scan

Similar to the procedure of the elevation scan, a signal model is built firstly about 
the phase difference ( , )a e∆ ∆ . The function is

�
(78.5)
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tively the spatial phase difference in E-plane and H-plane. The random variables 
rm1 and rm2 have the same attributes as rm. The diagram of the signal model in 
space is shown in Fig. 78.4.

Figure 78.5 shows the convergence of the two-dimensional beam scan, which 
uses the proposed method with the same internal parameters.
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With 100 runs performed independently, there are 35 iterations on average to 
converge. Compared to the elevation beam scan, it needs more iterations because of 
more impact factors; besides, there are two more times updating the phase shifters 
during each gradient estimation. The convergence speed and accuracy get much 
better by reasonably assigning the parameter a. For example, the experimental re-
sults show it needs only 11 times to converge when a = 0.05. The two-dimensional 
beam scan takes full advantage of the electronic scan, making the tracking much 
more effective and efficient.

78.5 � Conclusion

This chapter presents a fast beamforming algorithm with constraints to obtain the 
optimal signal. Using digital phase shifters with a stable performance, a reasonable 
perturbation is made to estimate the gradient relative to the phase difference, which 
reduces the computation dimensions from N to 1. The proposed algorithm improves 
the convergence speed and accuracy. Furthermore, it is innovatively applied to two-
dimensional beam scan. In contrast with a hybrid tracking scheme which achieves 
the azimuth scan mechanically, it obviously performs much better; however, as the 
algorithm neglects the positional errors of the antenna elements and the drift errors 
of the digital phase shifters, the received power may not be able to achieve the op-
timum in practice. The algorithm will be further improved to reduce actual errors 
in the future work.
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Chapter 79
A Reference Architecture of Data Acquisition 
and Signal Processing of a Distributed  
Fiber-Optic Sensor System
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Abstract  Distributed fiber-optic sensors require fast data acquisition. Large 
amount of sensors on the network require enormous area and bandwidth of memory 
on the devices. Besides, the data transmission scheme of distributed fiber-optic sen-
sors introduces more complexity in signal processing. The chapter contributes an 
embedded solution to the problems confronted by the digital system of distributed 
fiber-optic sensor systems. A reference architecture is introduced in this chapter, 
which provides a template to resolve the problems with a field-programmable gate 
array (FPGA) chip. A datapath with a finite-state machine is implemented to control 
the analog-to-digital (A/D) converter and achieve specified algorithms; a soft-core 
processor is implemented to achieve functions of computation and human–machine 
interface. This architecture shrinks the size of memory and circuit board. The chap-
ter also provides a detailed design to demonstrate customized instantiation of the 
architecture.

Keywords  Distributed fiber-optic sensor · Data acquisition · Signal processing

79.1 � Instruction

Distributed fiber-optic sensors are capable of monitoring large amounts of physical 
indices with a single fiber. These sensors have advantages of lightweight, immunity 
to electromagnetic interference, strong corrosion resistance, and capability of con-
tinuous real-time remote sensing [1]. Recent research shows that Raman distributed 
temperature sensors are able to measure the temperature with the accuracy of ±1 °C 
with the range of 80–300 °C [2].

The large throughput of distributed fiber-optic sensor systems is challenging cir-
cuit designers. Thousands of sensors lead to enormous memory demands for data 
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storage. The data transmission scheme of distributed fiber-optic sensors makes the 
online signal processing more complex. The chapter contributes a low-cost field-
programmable gate array (FPGA) solution that data acquisition, signal processing, 
and program of human–machine interface (HMI) are implemented on a single chip. 
The cost is largely reduced.

Section 2 describes challenges confronted by the digital design of distributed 
fiber-optic sensors; Sect. 3 presents a reference architecture for the application. Sec-
tion 4 proposes a case study which demonstrates a customized instantiation of the 
architecture. Section 5 contains a discussion of the above design.

79.2 � Challenges of the Digital Design

The data acquisition and signal processing of distributed fiber-optic sensors inherits 
general characteristics of other digital systems. However, characteristics of the fiber 
system bring more explicit challenges:

1.	 Data transmission scheme of distributed fiber-optic sensors complicates the sig-
nal processing. When an optic pulse is triggered, signal beams are scattered or 
reflected from sensing points which are allocated with space intervals between 
each other. Therefore, the data from each point arrive at analog-to-digital con-
verter (ADC) following a time sequence. The sample sets can be noted as

� (79.1)

where m represents a series of sensing points, and n represents a sample array trig-
gered by nthoptic pulse. If the previous sample fetched from ADC is  [ ]mS n , then 
the sample on the next rising edge will be 1 [ ]mS n+ , rather than  [ 1]mS n+ . Therefore, 
the traditional schemes which hold the previous sample with registers do not work 
in this case; and most of electronic design automation (EDA) build-in blocks, like 
digital filters and Fourier transforms, cannot be used in this application.

2.	 High space resolution and signal processing require high throughput and large 
memory. The space resolution of distributed fiber-optic sensors is proportional 
to its sampling frequency [3], which implies the throughput of signal process-
ing should be high enough to support the corresponding sampling frequency. 
Besides, the processing data of thousands of sensors require huge memory space.

A common laboratory solution is that a data acquisition device fetches all the data, 
then transmit the data to a terminal PC and process with software [4–6]. This method 
is easy to apply and helps users focusing on other research issues, but it is too cum-
bersome for field applications. DITEST STAR-R series designed by Omnisens pro-
vide a compact and intelligent solution. The device has advanced user interfaces and 
automatic configuration for different sensors. DITEST STAR-R series have superior 
computation capability and a 160-GB hard disk for data storage [7]. They are used in 

{ }1 2[ ], [ ] [ ]mS n S n S n… …
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applications like strain and cracking monitoring [8]. But these devices are very expen-
sive. A low-cost system can enlarge the application of distributed fiber-optic sensors.

79.3 � Reference Architecture

To improve compactness and economy of distributed fiber-optic sensor systems, a 
reference architecture based on low-price FPGA is introduced in this section. The 
designer can use this architecture as a template and modify it to achieve customized 
requirements.

The reference architecture of the overall system consists of a pack of digital 
circuit, which controls dataflow and implements algorithms, as well as a soft-core 
processor to implement HMI, transmit data, and carry out part of the algorithm. 
Figure 79.1 shows the overall reference architecture. The digital circuit is composed 
of blocks of memory, a datapath, counters, and a finite state machine (FSM). The 
soft-core processor is, at least, composed of a CPU, memory controller, as well as 
flash memory, and related interface. Other peripherals are application dependent.

79.3.1 � Datapath and Finite State Machine

The datapath consists of registers, random-access memory (RAM) blocks, and 
arithmetic logic units (ALU). In this architecture, RAM blocks are used to cache 
the previous value for specific algorithms. The outputs of RAM are fed back to the 
inputs of ALUs. Thus, the previous data  [ ]mS n i−  and the current data  [ ] mS n  can be 
used as operands for the ALUs.

The FSM controls the operation of ADC, RAM address, and the operation of 
ALU. In this case, writing and reading address are controlled independently. Note 
that the on-chip RAM, the quickest memory available, still has one clock cycle 
delay to response the change of reading address. Thus, an important feature of FSM 
is fetching the data in advance to guarantee the correct operand is fed into the ALU 
when a new sample arrives.

The corresponding instruction set is also flexible to implement different pro-
cessing algorithms. With the purpose of simplifying the digital design, a generic 

Fig. 79.1   Overall system architecture
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instruction is given in Fig. 79.2, and an example of the interpretation of the instruc-
tions is listed in Table 79.1. Based on this template, the designer can justify their 
instructions according to explicit requirements.

79.3.2 � Soft-Core Processor

A soft-core processor is a processor core described in hardware description lan-
guages (HDL) and could be targeted to FPGA or application-specific integrated 
circuit (ASIC) chips. The processors provided by vendors are configurable, mean-
ing that a user can add or remove features on a system-by-system basis to meet the 
performance or price goals [9]. Compared to traditional hard processor, the soft-
core processor has advantages in flexibility and configurability.

In this architecture, the processor interfaces the datapath with a RAM block. The 
write operation is controlled by the FSM and read operation is controlled by the 
processor. When processed data are stored in the RAM, an interrupt signal is sent. 
Then the processor will fetch the data from the interface memory, process them, 
display, or update them.

79.4 � A Case Study: Distributed Temperature  
Fiber-Optic Sensors

A customized design is introduced below to demonstrate an instantiation of the ref-
erence architecture. An embedded device is required to fetch data from distributed 
temperature fiber-optic sensors and calculate average value over at least 60,000 

Table 79.1   Instruction set example
Blocks Interpretation of instruction
ADC ctrl “1-”: ADC enable; “-1”: ADC Standby
ALU ctrl “000”: NOT; “001”: AND; “010”: XOR; “011”: OR;

“100”: Add; “110”: Subtract; “111”: Bypass
RAM enable ctrl “1-”: RAM read enable; “-1”: RAM write enable
Counter ctrl “1–”: counter enable; “ –1”: clear the count;

“110”: count increment; “100”: count decrement
ADC analog to digital converter, ALU arithmetic logic units, RAM random-access memory (The 
symbol “-” means “don’t care.”)

Fig. 79.2   Instruction set
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times. The resolution of ADC is 10 bits and the sampling frequency is 50 MHz. The 
data of 5000 sampling points need to be acquired and averaged.

In this measurement scheme, a measuring period is triggered by an optic pulse. 
During a measuring period, scattered light beams which carry the temperature in-
formation are transmitted to a photodetector. Then the light beams are converted to 
electrical signals and received by ADC. It implies that the average value is calcu-
lated based on the sample sets which are triggered by more than 60,000 optic pulses.

The interval between each optic pulse is 100 µs. For the efficiency, the average 
values are calculated over 65,536 times, by which the division operation could be 
replaced by shift operation. Thus, the average value of m sensing points is repre-
sented as

� (79.2)

79.4.1 � Design of Datapath and FSM

The digital system is implemented on an FPGA chip of Altera Cyclone IV E. The 
schematic of datapath with FSM is shown in Fig. 79.3. The datapath is composed 
of an adder block, shift logic, RAM blocks, and registers. The adder block has the 
adding function as well as directly passing the input values.

The register after the ADC synchronizes samples as well as expand data width 
from 10 to 26 bits before feeding into the adder block. This function is to avoid 
data overflow during the sum calculation. When is feeding to the adder, the FSM 

will fetch the sum 
1

0
 [ ]
n

mS n
−

∑  in advance, so as to make sure both of them will be 

fed to the adder at the same clock event. Then, the new sum 
1

0
[ ]

n

mS n
−

∑ is stored in 

the RAM1; when the sum reaches 65,536 times, the accumulated data will be trans-
mitted to shift logic. Then, the shift logic right-shift the data 16 bits to achieve the 
division of 65,536. The data width expanded to 16 bits at the output of RAM2 to fit 
the data width of the processor.

65535

0

1
[ ]

65536m mn
y S n== ∑

Fig. 79.3   The datapath with finite state machine and counters

 



728 Q. Wang et al.

The FSM controls the operation of ADC and data flow in the datapath. A mealy 
machine is adopted in this case. The Fig. 79.4 shows the state-transition graph. The 
state “Idle” is the default state in which no operation is made. When the first trigger 
comes, the state will transfer to “ADC Initializing,” in which the ADC is enabled. 
The sample set triggered by first pulse are outputted after the ADC time delay and 
stored in the RAM1. Then, the second trigger comes. But due to the delay of ADC, 
the first few samples are still triggered by the first pulse. These data should be 
stored where the previous sample set is stored. Thus, in state “ADC delay compen-
sation” same clock cycles of delay is compensated for the address operation. Then, 
the sample set  [2]mS  are arrived, added with  [1]mS , and then stored in RAM1. This 
process iterates until the  65536th trigger, the state back to preparing for the new first 
trigger. At the same time, the sum values are right-shifted before fed into RAM 2 
and an interrupt is send to the processor.

79.4.2 � Design of Instruction Set

The design of instruction set refers to the template given in Sect. 3. One modifica-
tion is that an average counter is implemented to count the times of triggers. In this 
case, the instruction set has a width of 20. Table 79.2 shows a description of the in-
struction set. Note that the read address of RAM2 is controlled by the soft processor.

79.4.3 � The Nios II Soft-Core Processor

The Nios II core provided by Altera Corporation is adopted. In this case, Nios II/f, 
which is the fastest core in Nios II family, is implemented. The data cache is set as 

Fig. 79.4   State transition graph of the FSM
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8 Kb and the data cache line size is 4 byte. On-chip RAM of processor has a width 
of 16 and depth of 204,800 byte. The software start fetches the data from RAM2 
when an interrupt is received; then average data is interpreted into temperature in-
formation and displayed on the liquid-crystal display (LCD) screen.

79.4.4 � Simulation Result and Resource Occupation

The function of the digital circuit is simulated in SignalTab and the results are plot-
ted in MATLAB. The simulation used ideal sinusoidal waves of 20 KHz after each 
trigger. The Fig.  79.5 shows the input and address signals. As stated above, the 
read addresses are fetched in advance comparing to the write addresses. Figure 79.6 

Table 79.2   The instruction set and related description
Bits Name Description
0–1 ADC control Enable and standby the ADC
2 Input enable Enable the input of the datapath
3 Adder control Switch between “sum” or “bypass”
4–5 RAM1 enable Enable read/write port of RAM1
6–7 RAM2 enable Enable read/write port of RAM2
8–10 RAM1 read address ctrl Counts read address of RAM1
11–13 RAM1 write address ctrl Counts write address of RAM1
14–16 RAM2 write address ctrl Counts write address of RAM2
17–19 Average counter ctrl Counts the time of trigger signal

ADC analog to digital converter, RAM random-access memory

Fig. 79.6   SignalTab simulation plotted in MATLAB

 

Fig. 79.5   Input and addresses in SignalTab simulation
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shows the output average value. The wave of average values retains the shape of 
input signal. After compiling, overall the system only occupies less than 4000 logic 
elements and 2,000,000 memory bits. The maximum clock frequency of digital cir-
cuit is up to 141 MHz. The low resource consumption implies that the system can 
be implemented on a low-cost FPGA chip.

79.5 � Conclusion

A reference architecture of data acquisition and signal processing of distributed 
optic-fiber sensor is introduced in this chapter. The tasks of data acquisition, signal 
processing, and HMI are implemented on a single FPGA chip. The reference archi-
tecture provides a template of the digital design and a case study demonstrates a 
customized instantiation. Therefore, the development cost could be largely reduced.
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Abstract  To improve the measurement accuracy of coal ash content, this chapter 
proposes an intelligent soft-sensing method based on dual-energy γ-rays by using the 
functional link neural network. This method takes 241Am and 137Cs as the resources 
of low-energy and medium-energy γ-rays, respectively, and uses the γ count of the 
detector as auxiliary variable. The coal ash content is measured and verified after 
accomplishing the model of soft-sensing with the functional link neural network 
that is optimized by chaos algorithm. The result shows that the method of functional 
link neural network forecasting based on chaos optimization algorithm has higher 
accuracy and excellent extensive capability than conventional nuclear technology. 
The intelligent soft-sensing based on functional link neural network with optimized 
chaos algorithm forecasting model is of measurement accuracy, and the most error 
and mean error between the soft-sensing values and real values are 0.9  and 0.7 %.

Keywords  Coal ash content · Soft-sensing · Dual-energy γ-rays · Chaos 
optimization algorithm · Functional link neural network

80.1 � Introduction

Ash is the main economic indicator of the coal industry analysis, whose content 
is defined as the amount of residue after burning under prescribed conditions [1]. 
The ash value is obtained by means of sampling technologies associated with the 
conventional chemical analysis. Although traditional methods have been used to 
determine coal properties, they are laborious and time-consuming procedures which 
are not suitable for a real-time methodology [2].

To achieve a better and faster measurement value of coal ash content, nuclear 
technologies have been adopted widely now. Nuclear technologies (collectively 
known as inelastic-scattering technology of low-energy γ-ray, low-energy γ-ray pen-
etration, dual-energy γ-ray penetration, etc.) have been divided into the backscat-
tering and penetration technologies [3–5]. These conventional nuclear technologies 
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are based on linear empirical formula of detected γ-ray intensity and ash to measure 
the coal ash content by parameter calibration. In order to get a better coal ash mea-
surement with little sample, this chapter proposes a novel intelligent soft-sensing 
based on functional link neural network (FLNN) with chaos optimization algorithm 
forecasting model.

Because of the nonlinear signal processing and learning capability, artificial neu-
ral networks have become a powerful tool for many complex applications includ-
ing functional approximation, nonlinear system identification and control, pattern 
recognition and classification, and optimization [6–8]. The FLNN is basically a 
flat net and the need of the hidden layer is removed, and the backpropagation (BP) 
learning algorithm [9] used in this network becomes very simple. The functional 
expansion effectively increases the dimensionality of the input vector and the hy-
perplanes generated by the FLNN provides greater discrimination capability in the 
input pattern space [10–12]. Chaos variable’s traversal property ensures that it can 
get approximate solution with extremely good precision even if the optimization 
calculation time is limited [13, 14]. We believe the method proposed in this chapter 
will promote the development of coal industry because of the higher precision and 
advantages than the conventional methods. In Sect.  2, the basic theory of dual-
energy γ-rays is introduced in brief. The choice of auxiliary variables in coal ash 
soft sensor and the model for FLNN and the chaos optimization algorithm in FLNN 
are present in Sects. 3 and 4. Simulation results are provided in Sect. 5. The conclu-
sions are drawn in Sect. 6.

80.2 � Basic Theory of Dual-Energy Γ-Rays

80.2.1 � Basic Theory of Measurement

Coal is combined with combustible organic and noncombustible minerals. The di-
rect measurement of the coal content is very difficult to realize, so the ash can be 
measured to reflect the noncombustible mineral content and as an indicator of the 
quality assessment of coal.

Coal is regarded as a mixture of two kinds of atomic number elements generally. 
One is a representative with C, relatively low atomic number elements, referred to 
as low-Z elements. The others are representative with Si and Al, referred to as high-
Z elements, and account for about 51 % of ash quality. Therefore, as long as the 
determination of high-Z elements’ quality of coal sample, and multiplied by two, is 
the value of coal ash approximately, A = 2Cz.

The measurement framework of coal ash system by using dual-energy γ-ray is 
shown in Fig. 80.1.
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80.2.2 � The Measurement Model of Ash

In dual-energy γ-rays, one is a low-energy γ-ray radiation and the other is a middle-
energy γ-ray radiation. Both of γ-ray beam collimated passes through the coal, it 
will attenuates exponentially by γ-ray of narrow beam transmission. And the attenu-
ation law of low-energy γ-ray is

� (80.1)

Here, I0 is the number of low-energy γ when interval detector test of nothing to a 
certain time and I is the count after coal absorption. μL is the coal mass attenuation 
coefficient of the γ-ray. ρd is the mass thickness of transmitted coal. ρ is bulk den-
sity and d is thickness of coal. Therefore,

� (80.2)

and so that

� (80.3)

� (80.4)

1 0 .Lu dI I e ρ−=

1 0ln( ) LI I u dρ= −

( )1 0 ( ) ( ) ( )ln( ) +C L z Z L C LI I C dµ µ µ ρ = − − 

( )1 0 ( ) ( ) ( )ln( ) +C H Z H Z HJ J A dµ µ µ ρ = − − 

Fig. 80.1  Measurement structure of coal ash content based on dual-energy γ-rays
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In the formula, J0 is the number of low-energy γ when interval detector test of noth-
ing to a certain time and J is the count after coal absorption. μZ(L) and μZ(H) are the 
mass attenuation coefficients of the reaction of high-Z elements with low-energy 
γ ray and with middle-energy γ ray, cm2/g. μC(L) and μC(H) are the mass attenuation 
coefficients of the reaction of low-Z elements with low-energy γ ray and middle-
energy γ ray, cm2/g. Because of the same coal seam, the ρd is the same. As to mid-
dle-energy ray, μC(H ) and μZ(H ) can be considered as the same. μC(L), μZ(L), μZ(H ) can 
be determined by experiment, CZ can be obtained easily by the following formula:

�
(80.5)

Because of this, ash can be considered approximately as two times as the quality 
elements of high-Z element; the ash of coal is measured by dual-energy γ-rays, 
A ≈ 2CZ.

80.3 � Model for Coal Ash Soft Sensor

80.3.1 � The Choice of Auxiliary Variables in Coal Ash  
Soft Sensor

Choose the 241Am as low-energy γ source, and 137Cs as the middle-energy γ source 
to measure the ash content by dual-energy γ-rays generally. Through the NaI detec-
tor, the γ intensity can be counted by signal processing and transmission spectrosco-
py analysis. Then the ash content can be calculated and predicted by the intelligent 
ash content model of soft-sensing based on chaos optimization algorithm in FLNN 
structure.

80.3.2 � Model for FLNN

FLNN has some features of functional approximation, nonlinear system identifica-
tion and control, pattern recognition and classification, and optimization. Through 
the nonlinear transformation of function extension, converting each input compo-
nent Xk corresponding linearly independent function fl( xk), f2( xk),…fn( xk). Therefore, 
new information presentation space is extended to enable a single network which 
can be distinguished from complex objects.

For the prediction of m-dimensional phase space to nonlinear time series consist-
ing of X = ( x1, x2,…xm), suppose the number of conventional forecasting methods 
are K( K > 2). These are f1( xi),…, fj( xi),…, fK( xi)( i = 1, 2,…, m, j = 1, 2, …, K), and as 
the inputs u1 = f1( xi),…, ui = fi( xi),…, uK = fK( xi). After a series of extensions available 
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to obtain the function input values and form the actual inputs of FLNN. Considering 
the mean square value, it can perform function expansion through cross trigonomet-
ric functions as brief as the other orthogonal basis approached functions.

For a predefined function expansion order of S, the actual input v of the neurons 
is {uk, {cos ( sπuk), sin ( sπuk)}}( k = 1, 2, …, K; s = 1, 2, …, S). It will get extra aux-
iliary inputs as many as N = 2 × S × K. The activation function of single neuron is 
Sigmoid, and the output Y of FLANN can be established as follows:

� (80.6)

Here, z = θ0 + y,θ0 is the threshold of neuron. And

�
(80.7)

In the formula, vm is obtained by the input un original function expansion. The 
FLNN prediction model formed is shown in Fig. 80.2.
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Fig. 80.2   Forecasting model of functional link neural network
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80.4 � Chaos Optimization Algorithm in FLNN

80.4.1 � Necessary and Sufficient Conditions for Fitting

Suppose there are K original inputs ui( i = 1, …, K) and become N + K components: 
v1i, v2i, …, v( N + K)i after function expansion and N + K + 1 weight components: w0, 
w1,…, w( N + K). In order to Yi = xi, so zi = ln[xi/(1−xi)]. xi and zi correspond with each 
other. Because of Σwi·vi−θ = zi, if w0 = −θ, we get the formula w0 + Σwi·vii = zi.

As to complex process of nonlinear time series X = ( x1, x2, …, xm), so

�

(80.8)

If the weight W = [w0, w1, …, w( N + K)] is obtained, the question of fitting nonlinear 
time series can be solved easily.

80.4.2 � Chaos Optimization Algorithm with the Weight 
Parameters

As to FLNN, the ultimate goal is to optimize the minimum error function, the gen-
eral error function is

�
(80.9)

where N is the total number of samples, Ŷi is the prediction output of neural net-
work, and Yi is the real output of samples. FLNN is a practical solution of nonlinear 
problems, such as:

�
(80.10)

Here, W is the weight matrix of neural networks, b is threshold matrix.
Chaos optimization algorithm must select the appropriate chaotic model firstly, 

and propose the Eq. 80.11 as the map model.
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0 1
11

1 2

1

1 ( )1

1 ( )m
N K m

w z
v v N K

w z

v v N K m
w z+

   
+     

     =     
 +     

   

�
� � � �

� �
�

2

1

1 ˆ( ) ,
2

N

i i
i

Error Y Y
=

= −∑

( )min ,
.

, [ 1,1]

Error W b

W b


 ∈ −

( ) ( )1 sin 2/ , 1,1n n nx x x+ = ∈ −



73780  Soft-Sensing of Coal Ash Content Based on Dual-Energy Γ-Rays

Chaos optimization algorithm is to solve the nonlinear programming problem such 
as Eq. 80.10, and it has combined with crude searching and fine searching in the 
actual calculation process.

80.5 � The Simulation and Experiment

In order to predict the intelligent ash soft measurement model based on the chaos 
optimization algorithm in FLNN, the experiment uses 20 sample data of one mine 
as the basis for the training data, to train through ash intelligent soft measurement 
model. Coal samples are taken from multiple coal sources with diversity and rep-
resentation.

An NaI scintillation detector which detects the γ intensity or counting by dual-
energy γ-rays of 241Am and 137Cs and uses chemical methods to measure the ash true 
value of coal particles.

It has been shown that the soft sensor ash predictive value is consistent with the 
true value and the error is smaller after training through in Fig. 80.3 and in Fig. 80.4. 
The most error and mean error between the soft-sensing values and real values is 
0.9 % and 0.7 %. And the root mean square error (RMSE) of soft-sensing values is 
0.59 %.

Fig. 80.3   Comparison of soft-sensing values with real ash content values
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80.6 � Conclusion

In the analysis of neural network function chain fitting on the basis of necessary and 
sufficient conditions, it is proposed that the FLNN prediction model based on chaos 
optimization algorithm is to be combined with the weight of FLNN.

The FLNN forecasting method based on chaos optimization algorithm has been 
used in coal ash measurement and established a coal ash intelligent soft-sensing 
based on dual-energy γ-rays. The samples are predicted by soft-sensing and test 
through training and validation sample data.

A brief overview of higher forecasting accuracy and extensive capability is 
presented in this study, as well as the most significant applications using both simu-
lation and experimental verifications. All of that prove the method has good mea-
surement accuracy and advantages compared with the conventional measurements.
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Abstract  In order to make a more direct and profound comparison of the magnetic 
fields generated in the central region of the circular Helmholtz coils and the square 
Helmholtz coils, simulation was conducted regarding the magnetic fields generated 
in these two situations respectively. The basic theory of magnetic fields generated 
by square and circular coils along their longitudinal axes is given in Sect. 1 of this 
chapter. Subsequently, the results of simulation adopting the finite element method 
(FEM) are compared with the theoretical value, which shows that the simulated 
result is well consistent with the theoretical data. A mean error of as low as 0.78 % 
in the range of |y| < 20 mm along the longitudinal axis of the circular Helmholtz coil 
is obtained while the corresponding result of square Helmholtz coil is merely under 
1.03 %. Finally, it is concluded that the square Helmholtz coils can generate a larger 
uniform magnetic field.

Keywords  Circular coil · Finite element analysis · Helmholtz coil · Magnetic field 
homogeneity · Square coil

81.1 � Introduction

A uniform magnetic field is required in many instruments and systems. With its 
simple mechanical structure and capability of generating a large uniform magnetic 
field, the Helmholtz coil is widely used in many laboratory applications [1].

Numerical methods and analytical methods are two major approaches for the 
calculation of the electromagnetic field. However, since electromagnetic field can 
hardly be expressed by simple functions on many occasions, adding to the difficulty 
to obtain exact analytical solution, numerical methods have become the commonly 
used methods for calculating the distribution of electromagnetic field.
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The finite element method (FEM) is a widely used numerical method, which was 
initially proposed by Courant in 1943. The FEM works by firstly dividing the solu-
tion region into many small subregions which are usually referred to as “unit” or 
“finite element,” then using governing equations to calculate in each unit, next as-
sembling all the results in each unit and obtaining the overall solution to the whole 
solution region eventually. With its high accuracy of calculation and being capable 
of applying to problems involving irregularly shaped boundaries, it has become an 
effective tool for engineering analysis [2–4].

Considering the difficulty of expressing the sophisticated magnetic flux density 
in the Helmholtz coils with elementary functions, in this chapter, to attain a better 
understanding of the magnetic fields generated by these two kinds of coils at the 
central zone, ANSYS Maxwell was utilized to analyze the magnetic fields gener-
ated respectively in same-sized circular and square Helmholtz coils. Simulation 
results were compared with the theoretical value, and uniform magnetic fields gen-
erated at the center by two kinds of coils during the simulation were also compared 
with each other.

81.2 � Configurations of Coils

It is assumed that the radius and the breakover current of one single circular coil are 
R and I, respectively (Fig. 81.1).

In Fig. 81.1, y is the distance between one point on the central axis and the center 
O of the coil.

According to Bio–Savart law [5], the expression of the magnetic field at any 
point on the coil’s central axis is given by:

�
(81.1)( )

( )
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B y

y R
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Fig. 81.1   The model of one 
single circular coil
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Considering the circular coil, a pair of two identical, paralleled, coaxial coils whose 
have the separation distance of h are shown in Fig. 81.2.

The expression of the magnetic field at any point on their central axis is [6]:

�

(81.2)

The expression Eq. 81.2 can be expressed by a Taylor series near the center:

�
(81.3)
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When the separation distance h is equal to the radius R, which is the feature of 
circular Helmholtz coil, the second derivative of the Taylor series is equal to zero, 
therefore a widest uniform magnetic field can be obtained [7].

Considering the square coil whose side length is 2 l and separation distance is a 
(Fig. 81.3).
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Fig. 81.2   The model of a 
pair of circular coils
 

Fig. 81.3   The model of a 
pair of square coils
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Then the expression of the magnetic fields at any point of its symmetry axis is 
given by:

�

(81.4)

We can also expand the expression in a Taylor series around y = 0, and when the 
separation distance a of the two square coils is 0.5445 l, the second derivative of 
the Taylor series is equal to zero, then the condition of the square Helmholtz coils 
is fulfilled [8].

In order to identify the different homogeneity of the magnetic field, the expres-
sion as follows is used:

�
(81.5)

where B is the magnetic field intensity at any point in the coils and B(0) is the mag-
netic field intensity at the center of the coils.

Normally it is expressed as a percent difference (%), from which the homogene-
ity of magnetic field can be measured.

81.3 � Simulation

ANSYS Maxwell, based on Maxwell differential equations, is a widely used 
commercial software, which can convert the calculation of electromagnetic fields 
in engineering problems to the solution of matrixes of low-frequency electro-
magnetic fields, through the finite element analysis method and the automatic 
adaptive meshing techniques. To perform the analysis of the magnetic fields of 
these two coil pairs, their geometric sizes are set up at the same value, the radius 
of circular coil pair is 50 mm and the side length of square coil pair is 100 mm 
(Fig. 81.4).

81.3.1 � Comparison Between the Simulated and Calculated Data

The magnetic field distribution on the Y-axis (|y| Equ < Equ 25 mm) of circular and 
square coils according to the simulated data is shown in Fig. 81.5, from which sig-
nificant area of uniform magnetic field in both the two coils can be obtained.
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Fig. 81.4   a The calculation model of square coils pair. b The calculation model of circular coils 
pair
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Fig. 81.5   The magnetic field distribution on the Y-axis of square and circular coils. a Square coils. 
b Circular coils
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With Eqs.81.2 and 81.4, we can get the calculated magnetic field distribution on 
the Y-axis easily. And the result of the comparison of the simulated data and calcu-
lated data is listed in Table 81.1.

From Table 81.1, we can find that the error is proportional to the distance re-
ferred to the center of separation ( y). Noteworthy is that the maximum error in the 
simulated data of square coils is only 1.03 % ( y = 20). Comparatively, the error of 
the normalized data is under 0.04 %. Therefore, these results can reflect and demon-
strate the magnetic fields distribution well.

81.3.2 � Comparison of the Uniform Magnetic Fields in Circular 
and Square Coils

Both of the two coils can generate uniform magnetic fields in theirs centers; how-
ever, the differences in the geometry of the two coils may contribute to the different 
areas of the uniform magnetic field (Fig. 81.6).

Figure 81.6 illustrates the magnetic field distribution on XOY plane, from which 
it can be noticed that more intensive outlines of magnetic field levels in the circular 
coils are obtained.

Aiming to compare the uniform magnetic fields generated in two kinds of coils, 
evaluation lines are drawn respectively on X-axis and Y-axis, as well as the diagonal 
line, in the simulation. The distribution of magnetic fields on these evaluation lines 
is shown in Fig. 81.7.

Table 81.2 depicts the homogeneity of the magnetic field of the square and cir-
cular coils. From the simulation, it can be found that better homogeneity of mag-
netic field can be achieved in the square Helmholtz coils particularly on Y-axis and 
diagonal line.

81  Analysis of the Magnetic Field Homogeneity of Two Different Geometric …

Table 81.1   Comparison between the simulated and calculated data
Circular Helmholtz coils Square Helmholtz coils
|y|/mm Calculated 

data/uT
Simulated 
data/uT

Error/% Calculated 
data/uT

Simulated 
data/uT

Error/%

0 35.97 35.70 0.751 32.57 32.25 0.993
5 35.96 35.69 0.753 32.57 32.25 0.995
10 35.90 35.63 0.763 32.53 32.21 1.002
15 35.66 35.39 0.777 32.38 32.05 1.013
20 35.08 34.80 0.790 31.99 31.67 1.031
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Fig. 81.6   The magnetic field distribution on XOY plane of square and circular coils. a Square 
coils. b Circular coils
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Fig. 81.7   The distribution of magnetic fields (normalized) on the evaluation lines. a Y-axis. b 
X-axis. c Diagonal line (on XOY plane)
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Table 81.2   The homogeneity of the magnetic field of the square and circular coils
Range of uniform magnetic field of 
circular coils

Range of uniform magnetic field of 
square coils

Homogeneity/% Y-axis/mm X-axis/mm Diagonal 
line/mm

Y-axis/mm X-axis/mm Diagonal 
line/mm

0.1 16.99 21.90 21.41 19.02 22.68 24.43
0.5 25.90 32.13 31.70 28.95 33.33 35.29
1 31.18 37.88 37.43 34.06 38.47 41.46
1.5 34.79 41.59 41.45 37.97 42.30 45.53

81.4 � Conclusion

FEM is a feasible and effective way to explore some sophisticated magnetic flux 
density and magnetic distribution. According to the simulation performed in this 
chapter, it can be concluded that the square Helmholtz coils produce better homo-
geneity of magnetic field compared with the circular Helmholtz coils with the same 
geometry size. Furthermore, both the differences between square and circular coils 
and the relationship between the homogeneity of magnetic fields and the physical 
parameters of the coils should be taken into consideration in practical applications.
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A Multichannel High-Precision Pulse Counting 
System Based on FPGA

Yuan Li, Yunfei Zhou and Yitao Li

Y. Li () · Y. Zhou
School of Mechanical Science and Engineering, Huazhong University of Science and 
Technology, 430074 Wuhan, China
e-mail: ly1991@hust.edu.cn

Y. Li
Hangzhou Dahe Thermo-magnetics Co. Ltd., 310053 Hangzhou, China

Abstract  This chapter presents a multichannel and high-precision pulse counting 
system based on the time interval measurement on the Xilinx ZYNQ-7000 series 
device. The theoretical resolution of time interval measurement can reach 10-ps 
using the internal fast carry chain on the field-programmable gate array (FPGA) 
and the wave union method. As a result, as limited by the hardware condition and 
the carry chain’s structure, the practical resolution of 40-ps is realized, which means 
that 2048 times subdivision for pulse signal running at 12M is available. It fully 
meets the requirement of pulse counting in the measurement system of the precise 
laser interferometer position.

Keywords  Pulse counting · Time interval · FPGA · Fast carry chain · Wave union

82.1 � Introduction

In the field of ultraprecision position measurement, the laser heterodyne interfer-
ometry method is widely used due to many advantages such as fast response, large 
measuring range, high signal-to-noise ratio, and insensitivity to the change of light 
intensity. Electro-optic, acousto-optic, machinery, and other technical realization of 
optical frequency modulation constitute a variety of different laser interference mea-
surement systems. The laser heterodyne interferometry system based on the Zeeman 
effect uses the Zeeman double-frequency laser device to issue two beams of linear 
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polarized light with different frequencies (f1, f2) and polarization directions. On the 
one hand, they form the reference light signal with the frequency of f1−f2 resulting 
from the spectroscope inside laser device; on the other hand, the linear polarized 
light with the frequency of f1 is obtained by reflecting from the fixed reference 
plane mirror, and the linear polarized light with the frequency of f2  ±  Δf is obtained 
by reflecting from the measuring plane mirror installed on the measured object (Δf 
refers to the additional frequency when the measurement mirror is moving because 
of the Doppler effect, and plus or minus means the direction of the movement). 
Both form the measured light signal with the frequency of f1−f2  ±  Δf, therefore, 
the displacement of the measured object is transformed to the frequency difference 
between reference light signal and measured light signal as shown in formula 1:

� (82.1)

� (82.2)

where v is the velocity of measured mirror, c is the velocity of laser, λ is the laser 
wavelength, S is the displacement of measured objects, ΔNm is the increment of the 
cycle count of the measured signal, ΔNf is the increment of the cycle count of the 
reference signal, and t is the sample interval.

The reference light signal and measured light signal are received by the laser 
receiver and then transformed into the square wave signals by the photoelectric 
conversion and corresponding modulation. To calculate Δf, as shown in formula 2, 
it needs to sample the ΔNm and the ΔNf at a certain time interval t.

The resolution of cycle number is critical to the requirements of high precision. 
That is to say, high-magnification subdivision technology is the key technology of 
the laser heterodyne interferometry system. To realize the position measurement 
precision of nanometer level, 2048 times subdivision is needed. Taking interfer-
ence light signal at 12M, for example, it needs to counter at up to 24 GHz, which 
is impossible on hardware at present; in this sense, it is necessary to research the 
effective subdivision method.

Several decades ago, the main methods used to implement the time interval 
measurement with the picosecond resolution were based either on the analog time 
stretching principle or on the time-to-amplitude conversion. For example, E. Rai-
sanen-Ruotsalainen presented a time interval measurement method with an inte-
grated complementary metal–oxide–semiconductor (CMOS) circuit, which com-
bined a time-to-voltage converter (TVC) and a dual-slope analog-to-digital (A/D) 
converter and obtained the resolution of 200 ps or better [1]. P. Chen proposed a 
low-cost and low-power CMOS time-to-digital converter (TDC) with 50-ps resolu-
tion by both methods combined with each other [2]; however, these methods always 
obtain high resolution at the expense of long conversion time, significant circuit 
complexity, and limited stability. At present, rapid progress in terms of integrated 
circuit has promoted the development of fully integrated TDC based on the digital 
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delay lines. In 2000, the resolution of 100-ps was obtained because of the new de-
sign of the field-programmable gate array (FPGA) delay lines by Szplet et al. [3]. In 
2009, the resolution of 55-ps on intervals less than 20-μs was obtained by Aloisio 
et al. [4]. In 2010, a TDC with 24-ps resolution was implemented on Virtex-II Pro 
FPGA by Daigneault et al. [5].

In conclusion, TDCs’ implementation on FPGA has proven to be efficient and 
successful to achieve high resolution in the time interval measurement system, 
which could significantly improve the performance of electronics subdivisions; 
therefore, this method is adopted in this chapter.

82.2 � Implementation Method

The cycle counting of the reference signal and measured signal is made up of two 
parts: the coarse counting and the fine counting. Taking the measured signal, for 
example, the coarse counting aims at the integer part of ΔNm, while the fine count-
ing aims at the decimal part.

82.2.1 � Coarse Counting

In the coarse counting part, an ordinary binary counter is selected to cooperate with 
the related buffer so as to complete the coarse counting because it has a simple 
structure and is less resource-intensive. The rising edge of the measured signal 
(Meas) is taken as trigger condition of the counter, and the rising edge of the sample 
signal (Samp) is taken as that of the buffer. But the carry delay from low bit to high 
bit leads different bits to flip asynchronously so that the counter will be unreliable in 
a short time interval upon the rising edge of the measured signal, and the unreliable 
state is called metastable state. If the sample signal hits the metastable interval, the 
buffer will store an uncertain value, the so-called carry error.

In this chapter, it begins to check the status of the measured signal on the rising 
edge of the sample signal. As shown in Fig. 82.1, once the status is 1, the result of 
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Fig. 82.1   Two kinds of cases in the coarse counting part and a measurement method of the time 
interval T
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coarse counting will be stored after a certain time, which is longer than the meta-
stable interval. As shown in Fig. 82.1a, if the rise edge of the sample signal hits the 
measured signal’s low level interval, the actual result of the coarse counting N refers 
to the result of buffer ( Q) minus 1, while the actual result of the fine counting is 
T1/T. If not, the actual result of the coarse counting N is Q, while the actual result 
of the fine counting is T1/T minus 1, as shown in Fig. 82.1b. Above all, it can be 
concluded that the count N of measured signal N = Q−1 + T1/T.

82.2.2 � Fine Counting

In the fine counting part, it adopts the high frequency clock (Clk_ref) running at 
500 MHz as the standard to implement the measurement of the time interval T and 
T1. Taking the time interval T, for example, as shown in Fig. 82.1, it consists of a 
synchronous part Tc and asynchronous parts Ta and Tb. For the same reason, the 
ordinary binary counter is selected for the cycle number of the reference clock and 
the delay from internal carry chain on FPGA is used for the precise measurement 
of Ta and Tb, which forms a wide-range and high-resolution time interval measure-
ment. The high-speed counter is responsible for the cycle counting of the reference 
clock, and the result in cycle buffer 2 is transferred to cycle buffer 1. The current 
counting result is stored in cycle buffer 2 on the rising edge of the measured sig-
nal. So the reference clock cycle number n can be calculated by above two values, 
Tc = nTp. Meanwhile, the reference clock signal was fed into the fast carry chain 
and the result in carry buffer 2 is transferred to carry buffer 1, and carry status is 
stored in carry buffer 2 on the rise of the measured signal, which respectively are 
the thermometer code about Ta and Tb. Above all, it is concluded that T= Tc + Ta + 
Tb. In the same way, the time interval T1 is available.

For the measurement of Tc, this chapter uses two high-speed counter (Count_p 
and Count_n) and two buffers (Cnt_p and Cnt_n) to avoid the carry error. The ris-
ing edge of the reference clock triggers the Count_p counter, while the falling edge 
triggers the Count_n counter. And the result of Count_p is stored in Cnt_p on the 
rising edge of the reference clock, while the result of Count_n is stored in Cnt_n on 
the falling edge. As shown in Fig. 82.2, Cnt_n is always reliable in the high-level 
interval of the reference clock signal, and Cnt_p is always reliable in the low-level 
interval of the reference clock signal. According to the instantaneous status of the 
reference clock signal on the rising edge, reliable counting result is selected as the 
Qs; however, it is effective only depending on the correct instantaneous status of 
the reference clock signal. When the rising edge of the measured signal hits close 
to the edge of the reference clock signal, the instantaneous status of the reference 
clock signal may be wrong.

In order to solve this problem, as shown in Fig. 82.2a, the first output bit (Carry_1) 
of the tapped delay line is designed to delay t relative to the reference clock signal, 
which is longer than the setup and hold time of the trigger to ensure that Carry_1 
can be latched correctly when incorrect instantaneous status happens. It assumes 
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that both the edges of the measured time interval are Lock_1 and Lock_2. When 
Lock_1 hits the position where the status of Clk_ref and Carry_1 are 1 and 0, the 
calculation result of Ta + Tb will be smaller than the expected result of one refer-
ence clock cycle, while when Lock_2 hits the position, it will lead to the calculation 
result of Ta + Tb, which is larger than the expected result of the reference clock 
cycle. But it can only offset the count error of Qs under the condition as shown in 
Fig.  82.2(1). Therefore, the counter reset is essential to ensure that the Count_n 
counter starts to work before Count_p.

For the measurement of Ta and Tb, it is realized by the tapped delay line con-
sisting of the dedicated fast carry chain on the Xilinx ZYNQ-7000 series XC7Z-
020CLG484 device. In every configurable logic block (CLB), there are two inde-
pendent carry chains having a height of four bits and is running upward and aiming 
at performing fast arithmetic addition and subtraction with the carry delay as low as 
10 ps. In this chapter, it cascades 28 carry chains in adjacent CLBs, but the cascad-
ing of any two CLBs will bring extra delay up to 35 ps, called the ultrawide. Wu 
et al. put forward and implemented the wave union methods to improve the resolu-
tion by tapped delay line [6–7], a ring oscillator is released on the rise edge of the 
sample signal, and on the next 16 clock rising edge. The output of the carry chain 
will be latched and analyzed to realize measurement resolution of 10 ps. As shown 
in Fig. 82.3, Carry4 is the independent carry chain on the XC7Z020CLG484. The 
CI input and COUT output refer to the lowest carry bit and the highest carry bit of 
carry chain unit, respectively, which are used to cascade the adjacent carry chain. 
The DI input is one operand of addition or subtraction. The S inputs are the XOR 
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of both operands. The CO outputs are carry outputs of the carry chain. To propagate 
the reference signal, the first two operands are 1 and the reference signal value and 
others are 1 and 0, respectively. Figure 82.4 shows that the waveforms of CO out-
puts would be generated. By finding 1–0 logic transition on the rising edge of the 
measured signal in combination with the carry delay value, Td will be figured out. 
Ta = Tp−Td. Tb will be figured out for the same reason.

82.3 � Results

From what was mentioned above, the precision of the pulse counting system in 
this chapter is determined by the time interval measurement method; therefore, 
both the results of the time interval measurement and the pulse count are present-
ed. In the experimental part, the laser counting board by independent research and 
development is chosen as the hardware platform. The high-precision clock chip 
(CDCM61001) is chosen to produce the reference clock. The internal integrated 
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high-precision phase locked loop (PLL) on FPGA is used to produce a clock signal 
running at 12.5M and another clock signal running at 8M as the measured signal 
(Meas) and the sample signal (Samp), respectively. The Xilinx integrated with 
logic analysis tool ChipScope Pro is adopted to meet the requirement of multi-
node logic analysis. Upon experimenting for many times, a part of the results of 
the time interval T (80000-ps) and general count increment 2048*ΔN (1.5625) 
are presented in Fig. 82.5. Figure 82.5a shows 16 groups of experimental results 
about T, and Fig. 82.5b shows the correspondent results of 2048*ΔN. From the 
two figures, it can be concluded that the biggest random measurement error of the 
time interval is only 35-ps and 14-ps (RMS), which may result in the pulse count 
error of 1/2048.

The factors which affect the measurement precision and its correspondent solu-
tions are presented below:

1.	 Stability and jitter of the reference clock cycle

The jitter of the reference clock directly affects the measurement precision for the 
part of Ta and Tb. In this chapter, the higher precision clock chip (CDCM61001) is 
chosen, whose general jitter meets 1-ps(RMS), 27-ps(p-p).

2.	 Delay from internal routing

In the fine measurement part, the small route delay exists for different CLBs, al-
though the sample signal enters the global clock network. It may greatly reduce the 
route delay. Thus, the tapped delay line is designed as short as possible. Meanwhile, 
as to the measurement of Tc, the Count_p and Count_n are placed strictly symmetri-
cal to reduce the route distance as soon as possible.

3.	 Stability of carry delay

The carry delay is related to the temperature and the operation voltage. Using the 
stable power supply or the effective filter will be greatly helpful. In this way, heat 
dissipation needs attention..
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82.4 � Conclusion

In this chapter, a high-accuracy multichannel pulse counting system is designed and 
realized based on the time interval measurement with the theoretical precision of 
40-ps using the internal carry chain on XC7Z020CLG484. In fact, the experimental 
resolution of the time interval measurement can satisfy the high-resolution require-
ments of pulse counting in the laser interference precise position measurement sys-
tem. Meanwhile, it is necessary to implement interpolation of the ultrawide to fur-
ther improve the interval resolution. According to Wu et al., it needs a very accurate 
internal oscillation, and it consumes more logical resources. In order to overcome 
these shortcomings, two or more external reference clock signals with small fixed 
phase differences can be designed to feed into the carry chain; therefore, how to 
produce the reference clock signals with low jitter and small fixed phase differences 
becomes the main content in the further research.
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Abstract  With the extensive utilization of ultrasonic flow meters in industry 
and commerce, the demand of improving accuracy of measurement has become 
increasingly urgent. This chapter presents a new measuring tubing that is 
a combination of circular tube and square tube. According to the results of 
computational fluid dynamics (CFD) simulation and experiment, this proposed 
measuring tubing can produce a more even velocity distribution of liquid than 
the traditional circular tubing. Accompanied by the tubing, a novel high-precision 
ultrasonic flow-measuring circuit based on the time-digital converter (TDC) of 
GP22 is designed. This measuring circuit, which depends on the principle of time 
difference method, can not only obtain accurate measuring data of instantaneous 
flow after calibration but also reduce power consumption.

Keywords  Ultrasonic · Flow · Measurement · Tubing · Circuit · TDC-GP22

83.1 � Introduction

In the past, the mechanical flow meter and the electromagnetic flow meter occupied 
the majority of the domestic market; however, both of them had significant 
drawbacks, such as short life span, requirement of high-quality liquid, and so 
on [1], which thus enabled further improvement in the level of ultrasonic flow 
measurement.

In recent years, the ultrasonic flow meter has played a more and more important 
role in the field of flow-measuring instruments. Compared with other flow meters, 
its characteristics can meet market demands, such as stability, long life span, etc. 
Most importantly, it is easier to achieve high-precision results.

© Springer International Publishing Switzerland 2015
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In this chapter, a new measuring tubing is proposed to achieve better accuracy 
and a high-precision chip of TDC-GP22 is adopted in the design. The design details 
are organized as below.

83.2 � Basic Principles

Several methods can be applied in the ultrasonic flow meter, such as the noise meth-
od and the Doppler method while the method of time difference is mostly used.

Figure 83.1 illustrates the typical measuring principle of time difference method, 
the arrow v represents the fluid flow velocity and direction. The transducers TRA 
and TRB, positioned upstream and downstream, respectively can both emit and 
receive ultrasonic signals; and L represents the distance between them. In addition, 
the angle between the propagation path and velocity axial direction is represented 
by θ, and D stands for the diameter of pipe.

Therefore, the fluid velocity v can be calculated by the equation below [2]:

� (83.1)

where Δt represents the transit time difference and c stands for ultrasonic velocity in 
fluid. Then, the instantaneous volume flow q can be expressed as below [3]:

� (83.2)

Platinum resistance temperature sensor is used to measure the temperature of liquid. 
As a result, upon the measurement of the platinum resistance value Rt, the relevant 
temperature T can be obtained by the following equation:

� (83.3)

where R0 is the nominal resistance value when the temperature is 0 °C, and 
A = 3.9083 × 10– 3 °C− 1, B = − 5.775 × 10– 7 °C− 2.
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83.3 � Design and Simulation of Measuring Tubing

83.3.1 � Structure Design

Regarding the ultrasonic flow measurement, the quality of tubing design has a great 
effect on precision and stability of measurement. The traditional circular tubing 
always needs at least one reflector for ultrasonic reflection. This structure may 
easily cause backflow and turbulence, thus causing low precision and unsteadiness.

To solve this problem, the new V-reflection tubing, which combines the circular 
tube and square tube, is proposed. As shown in Fig. 83.2, the inlet and outlet are 
both designed into circular tubes, and the section of the middle tube is designed into 
a square with circular arcs. Furthermore, the mounting holes of upstream and down-
stream ultrasonic transducers are designed in the middle tube. The angle between 
each axis of mounting holes and tubing axis is 30 °C, and the two mounting holes 
are designed in a symmetrical manner.

For any kind of the measuring tubing, the existence of a reflector will affect the 
fluency of liquid flow more or less. The greatest advantage of this new tubing is 
that the inside wall of square tube can be used for ultrasonic reflection instead of 
additional reflector. As nothing can block the flow of fluid in this tubing, the pos-
sibility of the backflow can be decreased to a minimum. Another advantage is that 
the residual quantity of impurities in this tubing can be minimized; besides, the 
phenomenon of turbulence can also be reduced as greatly benefited by the structure 
without reflector.

83.3.2 � Fluid Simulation

The CFD numerical simulation software, Fluent 14.0, is used to simulate the veloc-
ity distribution of liquid flow in tubing. In addition to the new V-reflection tubing, 
the simulation also includes two kinds of traditional circular tubings for the purpose 
of comparison. The two circular tubings are the V-reflection circular tubing with 
one reflector and the U-reflection circular tubing with two reflectors.

The velocity profile of three tubings is shown in Fig. 83.3 with the inner liquid 
set as water, the entrance velocity of 2 m/s and the velocity direction from left to 
right [4].

Seen from the simulation result, only in the left profile, there is no backflow and 
turbulence in the propagation path of ultrasonic. Hence, the new V-reflection tubing 

Fig. 83.2   Structure of the 
new tubing
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without reflector can obtain a more even and stable velocity distribution than other 
two circular tubings.

83.4 � Measuring Circuit Design

83.4.1 � Hardware Design

As the core component of the ultrasonic flow meter, all other components need the 
support of a high-quality measuring circuit to realize their functions. The measuring 
circuit proposed by this chapter mainly consists of five parts: TDC-GP22, micro 
control unit (MCU), liquid crystal display (LCD), ultrasonic transducers, and plati-
num resistance temperature sensor. TDC-GP22 is the new generation of TDC made 
by ACAM. Its new function of first-wave detection makes it adapt the system to 
long-term signal attenuation and detect bubbles. This chapter adopts MC9S08LL-
64CLK, an 8-bit microcontroller made by Freescale, as the MCU of its measuring 
circuit.

The power of the whole measuring circuit can be supplied purely with a 3-V 
battery. The working current of MCU under low-power mode is about 7.3  μA 
and the current consumption of LCD is about 100 μA; besides, the typical current 
consumption of the complete flow and temperature measuring unit in TDC-GP22, 
including the ultrasonic transducers and the temperature sensor, is about 2.3 μA [5]. 
Upon measurement, the power consumption of the whole measuring circuit is no 
more than 0.57 mW. To sum up, this measuring circuit really features low power.

As shown in Figs. 83.4 and 83.5, powerful internal integrated measuring and 
calculating components both simplify the peripheral circuits of MCU and TDC-
GP22 [6]. MCU sends instructions regularly to TDC-GP22 with four-wire serial 
peripheral interface (SPI), and then TDC-GP22 generates signal pulses of 1 MHz 
frequency to the upstream ultrasonic transducer. As soon as the downstream 
ultrasonic transducer receives the signal pulses after propagation, the capability of 
first-wave detection gives MCU an indication of the strength of the received signals 

Fig. 83.3   Velocity profile of three tubings
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by measuring the relative pulse width of the first wave. Then, TDC-GP22 can work 
out the time of flight (TOF) of upstream. Next, the same procedures will be executed 
again from the downstream ultrasonic transducer in order to measure the TOF of 
downstream. At the same time, TDC-GP22 also measures the real-time value of 
temperature through the platinum resistance temperature sensor; the temperature 
will be used as the basis for selecting the ultrasonic speed when calculating. With all 
the data being sent back to MCU, the result will be calculated and finally displayed 
on LCD.

As shown in Fig. 83.6, TOF measurement instruction will be sent twice per sec-
ond and the temperature of fluid will be measured every 30  s. Importantly, the 
capability of first-wave detection gives MCU the possibility to judge whether bub-
bles exist in the propagation path. If any, the alarm lamp will be lighted. Until the 
strength of the received signals turns good, MCU starts calculations. In order to 
obtain better precision, the final instantaneous flow is acquired by averaging every 
five measurements.

Fig. 83.4   Peripheral circuit of MCU. MCU micro control unit
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83.5 � Experimental Data and Calibration

In view of the difficulty of obtaining the high precision of instantaneous flow, a 
mass of identification experiments of instantaneous flow have been carried out af-
ter the design of measuring circuit. As a result, the error of experimental data does 
not reach the national standard of secondary meter. For the purpose of improving 
precision, the measuring data need to be calibrated before it is displayed on LCD. 
The algorithm of least square method is used to calibrate the measuring data [7]. 
On comparison between the experimental error before and after calibration as in 
Table 83.1, it can be found that the error after calibration has been decreased greatly 
and has met the national standard of secondary meter (less than 2 %).

Fig. 83.5   Peripheral circuit of TDC-GP22 4.2 Software Design
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To demonstrate the superiority of this new V-reflection tubing, the experiments 
of traditional U-reflection circular tubing matched with the same measuring circuit 
have also been carried out and the experimental data are listed in Table 83.2. Com-
paring Tables 83.1 and 83.2, it can be easily found that the new V-reflection tubing 
can achieve better accuracy than the traditional circular U-reflection tubing.

Table 83.1   Experimental data of new V-reflection tubing before and after calibration
Standard value 
(m3/h)

Original average 
value (m3/h)

Original average 
error (%)

Calibrated value 
(m3/h)

Calibrated error (%)

0.05 0.0434 13.20 0.050516257 1.033
0.1 0.0872 12.80 0.100184228 0.184
0.5 0.4182 16.36 0.503000283 0.600
1 0.8130 18.70 0.992543930 0.746
1.5 1.2238 18.41 1.505187993 0.346
2 1.6658 16.71 2.024980552 1.249
2.5 2.0348 18.61 2.483242429 0.670
3 2.446 18.47 2.996147304 0.128
3.5 2.8836 17.61 3.509912821 0.283
4 3.2798 18.01 3.997528279 0.062

Fig. 83.6   Flow chart of main program
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83.6 � Conclusion

In conclusion, according to the method of time difference, a new measuring circuit 
based on GP22 and a new V-reflection measuring tubing are proposed for ultra-
sonic flow meter. The simulation result and the experimental data show that both of 
them have improved the precision of instantaneous flow measurement. As for future 
work, the parts of measurement method of temperature and temperature compensa-
tion can be further investigated on the basis of this proposed measuring circuit so as 
to develop a new type of ultrasonic heat meter.
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Abstract  In order to solve the longtime problem of fault location and low efficiency 
of fault clearing for a certain ordnance launch circuit, a fault diagnosis expert sys-
tem based on hybrid case-based reasoning (CBR) and rule-based reasoning (RBR) 
is designed. According to the structure of systematic fault tree and historical fault 
cases, fault repository is established. The inference mechanism based on hybrid 
CBR and RBR is adopted to the fault diagnosis. Practical application shows that the 
expert system can improve the efficiency of ordnance launch circuit fault diagnosis 
and reduce the fault-clearing strength of maintenance crew.

Keywords  Fault diagnosis · Expert system · CBR · RBR

84.1 � Introduction

Ordnance launch circuit is used to manage and control various weapons and ord-
nance carried by aircraft, which links air-to-air firepower control system, air-to-
ground firepower control system, radar warning system, etc. with complicated sig-
nal relationship.

Rule-based reasoning (RBR) is the method through which domain experts and 
knowledge engineers communicate with each other to establish rule base [1–3]. It 
has advantages of expressing knowledge effectively and operating easily, but it is 
difficult to avoid the conflict and contradiction between the rules, which may be 
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caused by the problem of combinatorial explosion and mutual conflict in the pro-
cess of inference. Therefore, case-based reasoning (CBR) is introduced to establish 
case base [4, 5]. CBR can improve case base through self-learning gradually in the 
reasoning process, which can overcome the shortcomings of RBR. But CBR cannot 
express the knowledge which can be understood accurately by human, and CBR has 
limited successful case in the case base.

Based on the above analysis, this chapter designs a fault diagnosis expert system 
based on hybrid CBR and RBR for a certain ordnance launch circuit, which not only 
can make up for the disadvantages of rule extraction difficult and few case quantity 
but also can keep the advantages of high efficiency in the case of reasoning and easy 
to operate. The proposed method improves the efficiency and accuracy of the fault 
diagnosis for ordnance launch circuit.

84.2 � The Structure of Fault Diagnosis Expert System

For a certain ordnance launch circuit, the system uses hybrid CBR and RBR to 
design fault diagnosis expert system as shown in Fig. 84.1, which includes case 
base module, rule base module, dynamic database module, reasoning module, 
knowledge base management module, explanation module, knowledge acquisition 
module, and man–machine interface.
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Fig. 84.1   Hybrid fault 
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84.3 � Case Base Module

In fault diagnosis of ordnance launch circuit, one case is a complete solution of one 
failure phenomenon. This solution can be used for the same or similar fault diag-
nosis. According to characteristics of this system, using case description method 
of basic properties for ordnance launch circuit fault [6], namely case representa-
tion, is composed of six parts: case number, case name, case creation time, case 
symptoms, failure reason, and troubleshooting. According to the six parts, make 
corresponding data table to store case information. Take ordnance launch circuit 
bus signal conversion board fault as an example, to establish case, as shown in 
Table 84.1.

84.3.1 � Rule Base Module

By analyzing structure and principle of ordnance launch circuit, the fault tree is 
built. The rule knowledge is represented by production-based model and is stored in 
database in the form of table. Its general form is:

If  < premise >, then  < conclusion >  < credibility >.
The conversion principle for fault tree converting into rule knowledge base is:

1.	 In fault tree, the logical “AND gate” is equivalent to rule 1.
2.	 In fault tree, the logical “OR gate” is equivalent to multiple rules. Take bus signal 

conversion board damage, for example.

Table 84.1   Bus signal conversion board fault case
Case no 00010
Case name Bus signal conversion board damage causes no output of 

power module
Create time D2012-01-20T10:24
Case symptoms Side 1: measuring voltage of aircraft to missile power signal 

no output
Weight: 0.9

Side 2: measuring voltage of aircraft to missile power signal 
too high

Weight: 0.6

Side 3: measuring voltage of aircraft to missile power signal 
too small

Weight: 0.7

Side 4: measuring voltage of aircraft to missile power signal 
over 30 s

Weight: 0.9

Side 5: three-phase AC output is normal Weight: 0.9
Fault reason Bus signal conversion board damage
Repair method Measure bus signal conversion board output; to check the fault 

unit; replace bus signal conversion board
AC alternating current
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To convert the fault tree of bus signal conversion board damage into rule knowledge 
base, Xi (i = 1,2,3,...) is assumed to represent basic event. The structure is shown in 
Table 84.2.

84.3.2 � Dynamic Database Module

Dynamic database mainly stores some data record during system operation and 
original data character in the field of diagnosis, in the form table storage. It mainly 
includes nominal value table, measured value table, fault phenomenon table, and 
diagnosis result table. Nominal value table mainly stores various parameters value 
under launch circuit normal status, measured value table stores actual value of mea-
sured parameters, fault phenomenon table stores project with fault in launch circuit, 
and diagnosis result table stores diagnosis result and corresponding repair advice. In 
which, measured table is provided by test program or manual work, then compared 
with nominal value in the initial stage of expert system operation, and then the 
fault phenomenon table is obtained. The fault phenomenon table proceeds hybrid 
reasoning through case base and rule base, gets diagnosis result to put in diagnostic 
result table.

84.3.3 � Reasoning Module

1.	 Hybrid Reasoning Mechanism
The system adopts the reasoning mechanism of hybrid CBR and RBR. For a new 
problem, start CBR first, if the similar problem solving cannot be found previously, 
and then turn to RBR. Inference control process is shown in Fig. 84.2.

2.	 CBR Mechanism
CBR is generally divided into the following four steps:
1.	 Input requirements, parameters, and other relevant information of the problem to 

be solved.
2.	 According to the requirements and initial conditions, retrieve similar cases from 

the case base.

Table 84.2   Structure representation of rule knowledge base
Item Premise Conclusion Credibility
1 X1, X2, X3 Bus signal conversion board fault 0.90
2 X1, X2, X4 Bus signal conversion board fault 0.85
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3.	 To find the most similar case from the similar case, or by a number of case mix, 
to form the target problem solution, to meet current requirements through object 
scheme modification.

4.	 When problem is solved, current solution can be stored into case base as a new 
case; reasoning process is shown in Fig. 84.3.

The most important for CBR mechanism is the establishment of retrieval mecha-
nism, and finding out the most similar case with current task case. Common re-
trieval algorithms are nearest strategy method, inductive indexing method, and 
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knowledge guidance method [7]. As ordnance launch circuit test has strict timing 
relationship, this chapter adopts the nearest strategy approach, and algorithm is as 
follows.

Assume F (F1, F2, F3, ... , Fm) is the results of ordnance launch circuit measure pa-
rameters currently input by user, m is the total number of ordnance launch circuit 
measure parameters. If the i th parameter is qualified, then Fi = 0, otherwise, Fi = 1,  
and i = 1, 2, ..., m.

Assume P (P1, P2, P3, ... , Pm) is a case in case base. Method to get Pi is same as 
Fi . W (W1, W2, W3, ... , Wm) is the weight vector of parameter. According to ordnance 
launch circuit test parameter setting, use bigger weight value for parameter which 
plays an important role in fault location; the weight value can be adjusted accor
ding to the actual using situation. Therefore, after determining weight coefficient 
Wi  value of each parameter, you can determine current input problem and matching 
degree value S (F, P) of the case in case base.

� (1)

In the formula, S (Fi ,  Pi) uses “AND” operation of Fi and Pi, N PP i
i

m

=
=
∑

1

 and 

1

m

f i
i

N F
=

= ∑  represent the number of parameter group and fault parameter of case 

database, respectively.

3.	 RBR Mechanism
According to the sign of running state of unit under test, RBR mechanism uses 
knowledge of diagnosis database to get reasoning strategy by comparison, reason-
ing, and diagnosis for historical database.

Reasoning strategy is divided into forward reasoning, backward reasoning, and 
hybrid reasoning. As ordnance launch circuit fault parameters are given, namely 
start from given facts, using the knowledge in knowledge base, it is to find all fault 
reasons which can be deduced; therefore, it uses forward inference.

Forward reasoning based on rules uses fact-driven mode for reasoning under 
the premise of rule knowledge existence. The system matches fault symptom infor-
mation to be diagnosed and prerequisite rules of rule base, and if the matching is 
successful, then use the conclusion of knowledge block as intermediate results, and 
use the intermediate results to continue to match rules in knowledge base, until you 
get ordnance launch circuit fault judgment results.

In the process of RBR, if only one rule matching is successful, it is the most 
ideal situation, but if there are two or more rules that match successfully, they 
become campaign rules. At this time, reasoning mechanism resolves conflict 
through using depth-first searching algorithm. The algorithm is that from the 
starting node along a route to the left down until finding a termination node or 
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target. If it gets to termination node, and the node is not a goal, then it returns to 
the node of last layer, goes down along the node of next layer’s left until the target 
or termination is approached. If all the nodes of the node’s next layer are already 
searched, then it returns to the last layer. Duplicate this process until you find 
the target or retrieve the last node in the searching space. Depth-first searching 
strategy is shown in Fig. 84.4. If traversal of nodes is in F, traverse this picture by 
order ABDBEBACF.

Ordnance launch circuit fault diagnosis expert system uses forward reasoning 
and depth-first reasoning algorithm to conflict resolution to obtain answer [8]. 
First, input fault phenomenon and then conduct rule matching; if two or more rules 
match, then take depth priority reasoning algorithm to select one to perform accord-
ing to the high credibility principle. Inference flowchart based on rules is shown in 
Fig. 84.5.
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84.3.4 � Other Module

1.	 Knowledge base management module: creation, delete, query, and update of 
knowledge base.

2.	 Explanation module: answers questions raised by the user using preset text 
method, and gives reasonable explanation for solving process and the results of 
the expert system, and forms diagnostic report, gives the final diagnosis result 
and repair advice.

3.	 Man–machine interface: interacts between user and expert system, which 
includes two parts: input and output. One part identifies and understands infor-
mationand then inputs to system; the other part transfers the results produced by 
expert system into form which human can accept.

84.4 � Achievement

This chapter takes Visual.net as the development platform, Access 2003 as the data-
base structure, and ActiveX Data Objects (ADO) as the database access technology 
to develop a hybrid fault diagnosis expert system for a certain ordnance launch 
circuit.

1.	 Login module: it is divided into two login modes of user and expert, and pro-
vides to users and experts to use.

2.	 Expert module: expert maintains rule base based on fault tree model.
3.	 User module: user get preliminary diagnosis results through inputting fault phe-

nomenon, and at the same time combining with other fault phenomenon and 
the results detection equipment to conduct deep fault diagnosis. The diagnostic 
results can be saved, searched, and printed.

84.5 � Conclusion

This chapter designs a fault diagnosis expert system for a certain ordnance launch 
circuit based on hybrid CBR and RBR. The proposed method overcomes diffi-
culties such as difficult ruled knowledge acquisition and low reasoning efficiency 
in single RBR inference. This design improves diagnosis efficiency and diagnosis 
result reliability of system, and reduces the fault-clearing strength of maintenance 
crew.
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Abstract  The arc available during opening and closing of alternating current (AC) 
contactors’ contacts is the main factor influencing a contactor’s life. In this chap-
ter, the modular asynchronous contactors which can control each contact individu-
ally are proposed. When one of the three-phase AC currents reaches zero point, 
the contactor breaks the contacts. This can achieve the contactor break off without 
arc. It is a new idea in the field of structural design and control of contactors. This 
chapter analyzes the method that contactor achieves breaking without the arc; and 
according to the characteristics of the three-phase AC circuits, when the first phase 
of the three-phase AC contacts off, the detailed discussion and analysis are made 
to probe into the relationship of currents change between the other two phases 
of the three-phase AC circuits, deduce the formula about the time from the first 
phase of the three-phase AC contacts off to the other phases of the three-phase 
AC contacts off. And the accuracy of this formula is verified in matrix laboratory 
(MATLAB).

Keywords  Contactor · Arcless interruption · Asynchronous modular · Simulink 
modeling

85.1 � Introduction

The arc available during the opening and the closing of alternating current (AC) 
contactors’ contacts is the main factor which may influence a contactor’s life. This 
chapter presents the asynchronous modular contactors for studying new ways 
so that the contactor can open without arc. The asynchronous modular means a 
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combination of three-pole contactor contained in the three independent contacts 
system. Combined with previous asynchronous, the difference point is the structure 
of the contact. Previous asynchronous modular contactor is that three contactors 
control three-phase power source, respectively. The new structure is that three sepa-
rate contacts are applied to a contactor. Because the contactor adopts a new split-
phase structure, it can decrease the spring force and control contact easier so that the 
volume will be smaller. Zhihong Xu [1] improved the structure of the AC contactor. 
It changed the structure of contact system. The three-phase contacts have a different 
distance. The first phase opening range is much longer than the others’. By con-
trolling the breaking time of the first phase, the contactor can achieve three-phase 
contacts system with the control of zero current interruption [1]. Capp proposed the 
theory of arc electric potential model. This theory pointed out that if the opening 
range of contacts can be kept by 0.1 mm, two electrodes would receive equal energy 
from the arc. Thus, the erosion of contacts is the minimum [2]. Kiely designed an 
electromagnetic system with a power electronic circuit. Contactor received a small 
excitation current in the first half wave of power supply. Let the speed of moving 
parts reach a nearly constant 10 mm/s. The contact distance can reach 0.1 mm at 
the end of the first half wave. After the first half wave, the contactor received a 
large excitation current and the contact broke faster. At present, the application of 
this technology is limited to small capacity of AC contactor [3]. Now there are few 
researches in terms of the split-phase and the arcless interruption.

85.2 � Working Principle of the Asynchronous Modular 
Contactor

The electric power production, transmission, and power supply way in the power 
system mostly use the three-phase system at present. The three-phase power supply, 
three-phase system load, and three-phase transmission lines constitute the three-
phase circuit [4]. Asynchronous modular AC contactor proposed in this chapter 
controls the contactor breaking process through the split phase. When the contactor 
needs to open the contact, the first step is to open first phase contact in the next pass-
ing zero point, and then open the other two phase contact after the predefined time; 
thus, the three contacts may achieve the goal of arcless interruption. However, due 
to different working environments of the contactor, the predefined time is uncertain. 
The time is calculated by examining certain conditions.

This is the analysis of the three-phase symmetrical load circuit with Y–Y con-
nection. The three-phase symmetrical circuit points to the three-phase power 
supply that is symmetrical, the three back line impedance that is equal, and the 
symmetrical three-phase load that is equal. As to the Y-shaped three-phase power 
supply, the phase voltage are •

AU , •
BU , •

CU . The corresponding line voltage, respec-
tively, are •

ABU , •
BCU , •

CAU , and the phase current are 
•

 AI ,
•

 BI ,
•

 CI . The phase current is 
equal to the line current.
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� (1)

Then, according to the Kirchhoff’s voltage law (KVL), the line voltage is:

� (2)

Assuming the symmetrical three-phase load is Z z φ= ∠ , the phase current is as 
follows:

� (3)

If the A-phase looks as the first opening phase, after the A-phase contact break at 
the zero point, the A-phase line current is ( )•

sin 0A A AI I tω φ= − = , that is, 0 Atω φ= , 
and the loads of B-phase and C-phase are series. At this time, set the line current as:

�  (4)

Similarly, 
•
CI  and 

•
 BI  are the opposite. Thus, we come to a conclusion: In case of 

outage of the A-phase power, the amplitude of the other phase contacts’ line cur-
rent is equal, the original amplitude of 3/2  times. The phase contrast between the 
B-phase and the C-phase is 180°. At the moment when tω φ= , A-phase breaking as 
the starting moment, there are B and C line current expression of the two phases 
shown as follows:

�
(5)

Based on the abovesaid analysis, the result is as to the symmetrical three-phase 
circuit with Y–Y connection, and in case of outage of the A-phase power, the ampli-
tude of the other phase contacts’ line current is equal. The phase contrast between 
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the B-phase and the C-phase is 180°. And upon the outage of A-phase power, the 
current of B-phase and C-phase become zero for the first time after a quarter of the 
period. The three-phase power supply frequency is 50 Hz, so period of 20 ms, and 
thus a quarter of a period is 5 ms.

According to the actual work situation of AC contactor, the contacts need to 
preset at 5 ms off. Upon breaking for several times, according to the arc current 
sampling signal provided by the sensor, the time is adjusted. It can make the mo-
ment of the contact breaking to return to the zero point of current and realize the 
adaptive control. As the best breaking area is small, the step changed every time is 
0.2 ms. The way is the two-way movement. If there is the arc at the same direction 
upon changes for three times, restore the initial value and move to another direction. 
As circulation, it can guarantee the contactor breaking in zero point of current [5]. 
This way can make the contacts to break off quickly and accurately, and reduce the 
arc of breaking contactor, which can be realized with arcless interruption.

85.3 � Verification of Simulation

As to the three-phase circuit with Y–Y connection, in case of outage of the A-phase 
power, the amplitude of the other phase contacts’ line current is equal. The phase 
contrast between the B-phase and the C-phase is 180°. In other words, upon the out-
age of the A-phase power, the current of B-phase and C-phase become zero at the first 
time in the t ms. The symmetrical three-phase circuit model is established by Simu-
link as shown in Fig. 85.1. The three-phase voltage source is, respectively, A-phase 

Fig. 85.1   Simulink model of the symmetrical three-phase circuit

 



78385  Arcless Interruption Method of an Alternating Current Contactor

is 220sin( )tω , B-phase is 220sin( 120 )tω °− , and C-phase is 220sin( 120 )tω °+ . The 
power frequency is 50 Hz. In order to facilitate the calculation, the three-phase load 
set is that the three-phase symmetrical load in this chapter. The breaker module can 
be equal to the breaker. When the input of control port is the “0” signal, the breaker 
breaks at the zero point of current.

When the input of control port is the “1” signal, the breaker closes the circuit. 
Its external input is step signal. When the time is 0.4 s, the signal is shut off. This 
can make the A-phase circuit open in the current zero of nearby 0.4 s. When the 
three-phase electric power is supplied, the simulation results are obtained as follows 
(Fig. 85.2):

Through the formula of the last section, it can be obtained: Upon the outage of 
the A-phase power outage, the current of B-phase and C-phase become zero at the 
first time at 5 ms. From the simulation results, the time is from 0.405 to 0.41 s, this 
time is 0.005 s, which is consistent with the result of the formula deduced.

85.4 � Conclusion

This chapter presents an interruption method of asynchronous modular contactors. 
As this new contactor structure is different from the conventional contactor, the 
breaking methods are also different from the conventional contactor. Due to the 
uncertain working conditions, the contactor breaking conditions are also different. 
By means of the formula derivation and conditions analysis, obtain the contactor’s 
breaking methods and breaking time, and the simulation can prove that it is correct. 
As this chapter is only for simulation instead of verification by the test, it should be 
optimized in the future work.

Fig. 85.2   Result of Simulink software simulation
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Abstract  The controllable high resistance of the 750-kV transformer substation 
bus in D is the first controlled high resistance of the 750-kV voltage level, which is 
due to the lack of actual operating experience. The controllable high resistance in 
airdrop and capacity adjustment will produce harmonic voltage or current at differ-
ent levels and of different frequencies, which may threaten the stability and safety 
of system operation and equipment seriously. In this chapter, the controllable high 
resistance during airdrop and run adjustment are studied by recording the electrical 
quantities and analyzing the harmonic. The effect of the second harmonic to the 
high-voltage direct current (HVDC) system and the hazards of the direct current 
(DC) component to the reactor are adjusted to obtain the harmonic characteristics 
of the controllable high resistance of the 750-kV transformer substation bus in D. 
Based on the above analysis, some recommendations are made to maintain the con-
trollable high resistance of the 750-kV transformer substation bus in D so as to 
alleviate the frequent switch of reactive power compensation equipment as a result 
of high voltage and stochastic volatility.

Keywords  Controllable high resistance · Airdrop · Inrush current · Second 
harmonic · DC component

86.1 � Introduction

The bus controlled high voltage reactor of 750kV Dunhuang substation is Chinese 
first controlled high voltage reactor of 750kV level, which is on behalf of the in-
ternational leading level in this field. This equipment was developed combining 
with the domestic and foreign practice of controlled high voltage reactor and the 
situation of 750kV power grid. It is set beside the 750-kV bus of D substation with 
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the capacity of 300 and is divided into four controllable levels of 100, 75, 50, and 
25 %. The operation of this system will be conducive to resolve the conflict between 
the Hexi 750-kV grid reactive adjustment and the overvoltage limit, and alleviate 
the problems such as long-distance transmission of the Xibei grid, intermittence of 
wind energy resources, and voltage stability problems resulting from the volatility; 
besides, it may reduce the transmission loss, improve the transmission capacity and 
grid stable safety, and provide advantageous conditions for Hexi wind power outgo-
ing. A 750-kV controllable high-resistant secondary structure is shown in Fig. 86.1.

86.2 � Inrush Current Analysis of Controllable  
High Resistance

With the rapid development of grid technology, long distance, and huge capacity, 
the alternating current (AC)/direct current (DC) hybrid power operation is bound 
to be a trend. At present, the Xibei grid DC transmission line is booming greatly. 
The AC and DC control and protection coordination has an important influence 
on the safety and stability of grid. The DC frequency stabilization and the sec-
ondary harmonic protection are the basic protection functions of the AC and DC 
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Fig. 86.1   A 750-kV controllable high-resistant secondary structure
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hybrid system. Actually, these two kinds of protection can be generally called the 
DC harmonic protection or the fundamental frequency protection. When dropping, 
the large power transformer will produce different sizes of excitation inrush current, 
in which the second harmonic occupies a large proportion.

In the actual operation, when the main transformer of 750 kV is subject to air-
drop, it will cause an accident when the second harmonic causing the DC converter 
station bipolar is blocked. In the case of load loss, a serious threat will also be posed 
to the safety of power grid. The D-controllable high-resistant Y/delta junction meth-
od has almost the basically consistent electromagnetic structure and transformer. 
There must be a certain inrush current in the case of airdrop. As the DC power 
transmission project in the northwest grid grows rapidly, when the inrush current 
is caused by the controllable high resistance of 750 kV, it will not only affect their 
own protection but also be more likely to pose a threat to the normal operation of 
the DC transmission lines.

Factors affecting transformer inrush current shall include the following content:
The power voltage. Upon the closing of the transformer, the amplitude of the iron 

core forcing flux Фm = Um/Wm; therefore, the higher the voltage, the bigger the Фm, 
and the greater inrush current will be.
The closing angle α. When the closing angle α = 0, Фmcos α reaches its minimum 

inrush current, and when α = 90, the inrush current reaches its minimum.
The remanence Bs. Before closing, the greater the remanence in the transformer 

core is, the greater the inrush current [1] will be.
Upon testing the large transformer winding DC resistance, it can generate a large 

remanent in the core and cause a dramatic increase of inrush current of transformer 
when airdropping [1–4] with a huge impact on the grid; at the same time, the even 
harmonics which give priority to the harmonic will be a direct threat to the safe and 
stable operation of the AC/DC system [5–9].

The study of the second harmonic influence on the controllable high resistance 
when airdropping is of great significance to ensure the safe and stable operation 
of the northwest power grid DC transmission line, and improve the reliability and 
stability of the system.

Figures 86.2 and 86.3 show, respectively, the wave recording of three-phase volt-
age and three-phase current beside high voltage when the controllable high resis-
tance of 750 kV is charged for the first time. From the wave record, it can be found 
that the inrush current stands most in the three-phase current; thus, it has affected 
the three-phase voltage waveform. Among them, it is the DC distribution leading 
the voltage, and the current waveform leans to one side of the time axis, and it is 
mainly the second harmonic distribution that causes the waveform distortion. Com-
paring the controllable high resistance and voltage and current harmonic analysis of 
the main transformer of 750 kV in the case of airdrop, the second harmonic chang-
ing trend can be found, which is shown in Fig. 86.4.

In Fig. 86.4, when the controllable high resistance of 750-kV main transformer 
is airdropped, the amplitude of second harmonic change or changing trends is very 
similar; therefore, it is suggested that the controllable high-resistant winding should 
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take appropriate measures after the DC resistance test in order to reduce the inrush 
current and the second harmonic component.

Besides, in the analysis of the controllable high resistance of 750 kV and three 
main transformers in the case of airdrop, it has been found that the second harmonic 
inrush current component decays relatively quickly; usually, it reduces to a relative-
ly lower level in a frequency attenuation (ms) of 50 or so. Therefore, the harmonic 
(100 Hz) protection of the DC transmission system is set with full consideration 
taken meanwhile so as to avoid the large transformer and reactor decay time of 
second harmonic of nearby nodes.

Fig. 86.3   Side high-voltage three-phase voltage waveform when controllable high resistance of 
750 kV is first charged

 

Fig. 86.2   High-voltage three-phase voltage waveform when the controllable high resistance of 
750 kV is first charged
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86.3 � Harmonic Analysis of Controllable High-Resistant 
Adjustment

Bypass circuit breakers are paralleled with the classification of adjusting thyristor 
valves at the secondary side of a 750-kV controllable high-voltage reactor, thus 
ensuring the controllable high-voltage reactor still works when there is some failure 
in the valve control system. At the same time, through the following means, such 
as the cooperation of thyristor valves and switches, cascading reactors in switch 
branches, the electrical condition is improved [10–11].

As the 750-kV substation in D in the Jiuquan wind power base is located at 
the central position, and the outgoing of wind load changes frequently; therefore, 
the regulation of 750-kV controllable high resistance will be more frequent. In 
the adjustment of controllable high resistance, the thyristor valve is seated or in 
full conduction state; therefore, there is no harmonic when the regulating process 
is completed. But in the process of adjustment, there are still relatively obvious 
harmonic components. Tables 86.1 and 86.2 list the maximum components of the 
harmonic and DC distribution during the adjustment.

According to the statistical analysis of Tables 86.1 and 86.2, the following rules 
can be found.

The side harmonic of controllable high resistance and low voltage is greater; 
relatively, it can be neglected for the high-side harmonic voltage. When the control-
lable high-resistant capacity is adjusted from 75 to 75 %, or from 100 to 75 %, the 
harmonic current on both sides stands most.

In addition, from the analysis on the current of the high-voltage side and low-
voltage side, it is found that harmonic current attenuates very quickly two times, 

Fig. 86.4   Secondary harmonic changing trend when the controllable high resistance and main 
transformer airdrops
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three times, or higher, which can attenuate to a relatively low level in the time of one 
frequency or so. But the DC current component attenuates slower, usually, it takes 
the time of more than ten cycles, or even longer to attenuate lower levels.

When the direct current flows into the (controllable high resistance) transformer 
windings, there will be serious magnetic saturation to the transformer (controllable 
high resistance), which will result in a huge increase in inrush current and harmonic 
current, and may endanger the safe running of the equipment itself.

Therefore, it is recommended that the controllable high resistance should run 
in coordination with the main transformer of 750 kV at low-voltage-side capacity 
and reactance by making it more likely to run in the middle positon of 50 or 75 % 

Table 86.2   Statistics of maximum harmonic content in the adjustment of controllable high 
resistance

25←50% 50←75% 75←100%
High-side voltage DC component maximum   0.30   0.24   0.32

Secondary harmonic maximum   0.43   0.25   0.49
Third harmonic maximum   0.36   0.34   0.41

Low-side voltage DC component maximum 10.17 18.98 30.93
Secondary harmonic maximum 17.50 29.53 56.03
Third harmonic maximum   8.71 16.82 23.97

High-voltage-side 
current

DC component maximum 35.25 18.65 17.72
Secondary harmonic maximum 21.80 13.96 10.37
Third harmonic maximum   9.83   8.69   6.37

Low-voltage-side 
current

DC component maximum 27.85 22.97 14.59
Secondary harmonic maximum 21.63 13.86 10.39
Third harmonic maximum 14.08   8.53   6.29

DC direct current

Table 86.1   Controllable high resistance in lifting capacity adjustment in the process of harmonic 
maximum content in statistics

25→50 % 50→75 % 75→100 %
High-side voltage DC component maximum   0.28   0.28   0.13

Secondary harmonic maximum   0.26   0.25   0.29
Third harmonic maximum   0.42   0.13   0.33

Low-side voltage DC component maximum 15.37 15.71 33.00
Secondary harmonic maximum 10.10 32.62 55.21
Third harmonic maximum   6.52 17.28 39.03

DC-side voltage DC component maximum 69.13 24.64 17.88
Secondary harmonic maximum 28.06 14.03 10.12
Third harmonic maximum 16.54   8.94   5.71

Low current side DC component maximum 62.41 20.13 20.88
Secondary harmonic maximum 28.23 14.14   9.84
Third harmonic maximum 16.85   8.90   5.77

DC direct current
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capacity. In this way, certain adjustment capacity margin can be remained for con-
trollable high resistance, meanwhile, the disadvantageous of large harmonic current 
of controllable high resistance can also be avoided.

86.4 � Conclusion

The operation of D-controllable high resistance of 750 kV may alleviate the fre-
quent switch of the reactive power compensation equipment to some extent which 
is caused by the high voltage and stochastic volatility. At present, there are few 
application examples of the controllable high-voltage shunt reactor. In the future 
operation and maintenance, with the accumulation of the experience in this regard, 
it will give full play to its fast reactive power compensation and voltage control 
ability of controllable high resistance.
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Abstract  The snubber circuit is used to suppress the internal overvoltage and over-
current of the electronic devices and reduce the switching losses of the device. This 
chapter studies the commutation process of the high-power five-level bridge con-
verter, especially the influence of the snubber circuit on the commutation process. 
Each parameter of the snubber circuit has been verified to have an influence on the 
changes of the integrated gate-commutated thyristors’ (IGCT) turn-on and turnoff 
voltage by simulation. This can provide an important theoretical basis and guid-
ance for the design and control of the practical high-power multilevel system. And 
the parameters of the snubber circuit designed by this way have been successfully 
applied to the inverter system of 20 MW.

Keywords  Snubber circuit · Five level · Commutation process · Converter with 
IGCTs

87.1 � Introduction

The snubber circuit is used to suppress the overvoltage and overcurrent of power 
devices and absorb the energy of switching process. Usually, the parameter of the 
snubber circuit is extrapolated by experience in engineering and simulation [1–2]. 
This chapter studies the high-power five-level neutral-point-clamped (NPC)/H-
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bridge inverter and analyzes the influence of commutation process on the snubber 
circuit so as to provide an important theoretical basis and guidance for the design 
and control of the practical high-power multilevel system.

87.2 � Structure of Five-Level Inverter

Currently, there are two kinds of multilevel inverter topologies: the multilevel ca-
pacitive suspension inverter and the NPC/H-bridge inverter [3]. This chapter stud-
ies the five-level NPC/H bridge inverter with its single-phase topology, which is 
shown in Fig. 87.1.

87.3 � Analysis of the Snubber Circuit in Commutation 
Process

The snubber circuit is used to suppress the internal overvoltage and overcurrent of 
the electronic devices. In this part, the running way of the snubber circuit in com-
mutation process is analyzed clearly [4–6].

Each phase of five-level NPC/H-bridge inverter is composed of two NPC legs 
in H-bridge form. In order to analyze the commutation process, the discrete output 
status of NPC leg is represented in Table 87.1.

Fig. 87.1   Single-phase topology of five-level NPC/H-bridge inverter
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87.4 � Simulation and Experiment

Considering the miscellaneous inductor parameters, the test circuit of a single IGCT 
can be set up as shown in Fig. 87.2. The awkward recovery character of the fast re-
cover diode is simply simulated by the RC circuit parallel to diodes Ds1 and Vf. The 
di/dt snubber circuit consists of inductor ( Ls1), resistor ( Rs1), diode ( Ds1), and ca-
pacitor ( Cs1). Lss1 is the miscellaneous inductor in the DC side capacitor branches. 
Lss2 is the miscellaneous inductor in the capacitor branch of the snubber circuit. 
Lss3 is the miscellaneous inductor in the resistor branch of the snubber circuit. Lss4 
is the miscellaneous inductor in the diode branch of the snubber circuit. Lss5 is the 
miscellaneous inductor in the branch of IGCT.

Regardless of the miscellaneous inductor, the parameter of the snubber circuit is 
shown below [7, 8]:

�

(87.1)

where di/dt is the turnoff capacity of the free-wheel diode parallel to IGCT, VDRM  
is the peak voltage IGCT can stand, VDCMAX  is the maximum voltage of DC side 
capacitor, and Is1  is the maximum current passing Ls1.

Suppose the turnoff capacity of the free-wheel diode parallel to IGCT 
is 1000  A/μs, VDCMAX 28 V= 00 , VDRM 45 V= 00 , Is1 00= 26 A, D is 
about 0.8, K is about 0.9, and the result from formula (1) is 1 4.3  HsL µ≥ .  
Now assign 1 5  ERROR TRANSLATION HsL µ= , it can be figured out that 

1 3.5 ERROR TRANSLATION FsC µ≥ , Rs1 0 75≤ . Ω; the typical value as 
1 5   FsC µ= , Rs1 0= .5Ω; and assign the value of miscellaneous inductor as the 

typical value, thus Lss1 = Lss2 = Lss3 = Lss4 = 0.1 μH, Lss5 = 0.3 μH. As to the effect 
of all the elements in the snubber circuit on IGCT turnoff character, if the effect of 
some element is obtained, then all the others should be the typical value. The effect 
of elements in the snubber circuit on IGCT turnoff character is shown in Figs. 87.3, 
87.4, and 87.5.

Based on the result of simulation shown in Figs. 87.3, 87.4, and 87.5:
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Table 87.1   Status of the single arm of the NPC/H-bridge inverter
Number Switch status S1 S2 S3 S4 The output voltage
P 1100 Open Open Stop Stop Ud/2
O 0110 Stop Open Open Stop 0
N 0011 Stop Stop Open Open −Ud/2
NPC neutral point clamped
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Fig. 87.3   Effect of electric capacity

 

Fig. 87.2   Simulation of one IGCT test circuit. IGCT integrated gate-commutated thyristor

 

1.	 The value of capacitor has an effect on the peak value of IGCT turnoff voltage wave 
shape. When the value of capacitor increases, the peak value of IGCT decreases.

2.	 The value of capacitor has a little effect on the absorb time.
3.	 The value of capacitor has an effect on the transition time between the two peaks. 

When the value of capacitor increases, the transition time between the two peaks 
decreases.
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Fig. 87.4   Effect of resistance

 

Fig. 87.5   Effect of inductance
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4.	 The value of resistor has an effect on the second voltage peak. When the value of 
resistor increases, the peak value of IGCT decreases.

5.	 The value of resistor has an effect on the transition time to steady state. When the 
value of resistor increases, the transition time to steady state decreases.

6.	 The value of inductance has an effect on the second voltage peak. When the 
value of inductance increases, the peak value of IGCT increases.

7.	 The value of inductance has an effect on the transition time to steady state. When 
the value of inductance increases, the transition time to steady state increases.

In practical applications, we usually use formula (1) to calculate the parameter of the 
snubber circuit. Firstly, the value of inductance should be lower to reduce the volume 
of the electric circuit and the second voltage peak, and the transition time to steady 
state at meanwhile; secondly, the value of capacitor should be lower and the value of 
resistor should be higher. This can ensure the IGCT shutoff withstand voltage does not 
exceed a safe range. Finally, we can use the low-sense bus bar and reasonable structure 
layout to reduce the connection inductance; besides, we can also use no inductance 
components in the capacitance DC side and snubber circuit to reduce the stray induc-
tance of element itself. It can effectively reduce the stray inductance of the circuit so 
as to ensure the IGCT shutoff withstand voltage does not exceed a safe range (87.6).

Fig. 87.6   Shutdown voltage waveform of the IGCT five-level inverter (the DC voltage is 5000 V 
and the peak load current is 2500 A)
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87.5 � Conclusion

This chapter studies the commutation process of the high-power five-level NPC/H-
bridge converter, especially the influence of the snubber circuit on the commutation 
process. Each parameter of the snubber circuit has been verified to have the influ-
ence on the changes of the IGCT turn-on and turnoff voltage by simulation. This 
can provide an important theoretical basis and guidance for the design and control 
of the practical high-power multilevel system. The results of this chapter have been 
used to guide the establishment of a five-level NPC/H-bridge inverter with IGCTs 
of 20 MW. It can run in good condition and the turnoff voltage spikes of IGCTs are 
in the safe range. This can prove the correctness of the results of this chapter.
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Abstract  STM32 is a microcontroller based on CortexTM-M3 core; it plays an 
important role in the embedded control field. This chapter introduces a low-power 
humidity and temperature collector with SHT10 humidity and temperature sen-
sors. This chapter introduces and implements the communication time sequence 
of SHT10. A calibration text proves that the system can measure temperature and 
humidity correctly. It is demonstrated by experiments that this low-power collector 
can collect data for 30 days and satisfy the design index; besides, the principle of 
low power can be used in other embedded control field.

Keywords  Temperature and humidity collector · Low-power mode · STM32F103

88.1 � Introduction

STM32 is widely used in many control applications. It is a microcontroller based 
on CortexTM-M3 core, which sets new standards in capability and cost as well 
as low-powered operation and real-time control. The series mainly includes three 
subseries: “A” means high applications, “R” means real-time applications series, 
and “M” means cost-sensitive and microcontroller applications. STM32 belongs 
to the “M” series, which is designed for the coalescence of high capability and low 
power [1].

Most of the humidity and temperature collectors on the market do not have the 
ability of recording and low power at the same time; in addition, they are expen-
sive. This chapter designs a humidity and temperature collector based on STM-
32F103RET6. Its system can work for about 30 days with the ability of recording 
and a stop mode has been adopted for the purpose of power saving. The sensor is 
SHT10 humidity and temperature sensor. The collection period takes 5 min, and 
18,650 lithium battery works as the power supply. The data can be recorded in the 
secure digital (SD) card. The collector can support high-speed universal serial bus 
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(USB) communication and serial ports communication. The structure is from the 
practical design and the rest of this chapter is organized as follows.

88.2 � Design of Collector

88.2.1 � Hardware Design

The collector in this chapter is shown in Fig. 88.1 with the proposed structure dia-
gram shown in Fig. 88.2. It mainly includes the power supply module, the high-
speed USB communication module, STM32 IC, SD card recording module, the 
humidity and temperature sensor module, the serial ports communication module, 
and joint test action group (JTAG) debug online module.

STM32 gets power from ADP339-A3.3 voltage regulator. It is woken up every 5 
min by real-time clock (RTC) to collect data received from SHT10 sensor by user-
defined communication protocol. The data on humidity and temperature data are 
written into SD card in the form of hexadecimal [2].

88.2.2 � Configuration of Communication

The communication sequence of SHT10 is shown in Fig. 88.3.
At the first step, the sensor is powered up and the slew rate in the course cannot 

be below 1 V/ms. The sensor needs 11 ms to get to the sleep state after power-up. 
No command must be sent before that time. To initiate a transmission, we should 
issue a transmission start sequence which consists of a lowering of the data line 
while serial clock (SCK) is high, followed by a low pulse on SCK, and raising 
data again while SCK is still high. The subsequent command consists of three 
address bits and five command bits. The sensor indicates proper reception of a 
command by pulling the data pin low after the falling edge of the eighth SCK. 

Fig. 88.1   Photograph  
of system prototype
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The data line is released after the falling edge of ninth SCK. The list of SHT10 
commands is shown in Table 88.1.

After issuing a measurement command (“00000101” for relative humidity, 
“00000011” for temperature), the controller has to wait for the measurement to 
complete. This takes a maximum of 20/80/320 ms for an 8/12/14-bit measurement. 

Fig. 88.2   Structure diagram of collector

 

Fig. 88.3   Communication sequence of SHT10 sensor
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To sign the completion of measurement, SHT10 pulls data line low and enters the 
idle mode. The controller must wait for this data ready signal before restarting SCK 
to readout the data. Then the measurement data are stored after readout. The device 
automatically returns to the sleep mode upon completion of measurement and com-
munication.

The sensor connects to the microcontroller through PIN6 and PIN7 of general 
purpose input/output port B (GPIOB) in STM32. PIN6 is the clock communication 
port and PIN7 is the data communication port. The output mode of PIN6 pushes the 
pull output mode and the speed of transmission is 50 MHz. PIN7 pushes the pull 
output/input with the speed of 50 MHz [3].

The Transmission Start sequence is implemented by writing SCK and data 
line in SHT10. After the configuration of PIN7, a series of codes should be op-
erated. Pulling SCK is low; pulling SCK is high; pulling data is low; pulling 
SCK is low; pulling SCK is high; pulling data is high; pulling SCK is low. There 
should be time delay between each operation. After transmission start sequence 
is completed, the sensor will collect and write temperature or humidity data by 
0 × 03 or 0 × 05.

88.2.3 � Error Correction

In order to improve the measurement precision, once STM32 is woken up, it will 
collect temperature and humidity data ten times. Then the average value of these 
data will be considered as the reasonable environment parameter. It is the average 
value that will be written in SD card.

A test has already been carried out to calibrate the error of sensor. A standardized 
temperature and humidity collector and a proof box are essential, in which the 
proof box supplies the fixed parameter of environment. The standardized collec-
tor supplies accurate temperature and humidity data. Accurate data can calibrate 
the collector in this chapter. The error of collector is shown in Fig.  88.4. It is 
reasonable to get the conclusion that the measurement precision can satisfy the 
requirement.

Table 88.1   List of commands
Command Code
Reserved 0000×
Measure temperature 00011
Measure relative humidity 00101
Read status register 00111
Write status register 00110
Reserved 0101×–1110×
Soft reset 11110
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88.3 � Clock System and Power Test

88.3.1 � Clock System of STM32

The clock system is the precondition to make STM32 and its peripherals running 
properly. What is more, the frequency of system clock and its peripherals has 
great influence on power. STM32 has internal RC (Resistance and capacitance) 
oscillator, the oscillator can supply internal phase-locked loop (PLL) clock. This 
PLL clock can achieve the highest frequency requirement of microcontroller, that 
is, 72 MHz; but the internal oscillator is inaccurate and unsteady compared with 
the external clock. In this sense, the collector chooses the external clock as al-
leged high-speed external oscillator (HSE). This collector system chooses an os-
cillator whose oscillating frequency is 8 MHz [4].

The external oscillator will generate 8-MHz clock signal. This signal will be 
72 MHz after PLL, which will be nine octaves. The system will run with this 
frequency. The clock frequency of peripherals on APB1 is half of the system clock 
and the clock frequency of peripherals on APB2 is the system clock. APB1 sup-
ports peripherals whose clock frequency is not very high. Its maximum frequency is 
36 MHz. APB2 supports peripherals whose clock frequency is higher than 36 MHz. 
Its maximum frequency is 72 MHz. Almost all peripherals choose APB1 and APB2 
for their clock.

STM32 has two power domains. One is the domain of main system and external 
devices. The other is the backup domain, which includes ten 16-bit registers, RTC, 
and independent watchdog. RTC and watchdog can keep running to wake up the 
main system or reset in the low-power mode. This collector uses external low-speed 
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clock as RTC and wakes up main power domain by alarm interrupt. The stored 
value in alarm register is 32,767 [5]. With the consideration of volume, it does 
not design the backup battery in this collector. RTC gets power from the output of 
ADP3339-A3.3 module directly.

The clock configuration of the collector in this chapter is shown in Fig. 89.5.

88.3.2 � Power Test

The power supply diagram of STM32 chip is shown in Fig. 88.6. The collector’s 
power comes from a 4.2-V lithium battery with the capacity of about 2600 mAh. 
ADP3339-A3.3 regulator can fix the output voltage in 3.3 V to supply power for chip 
and peripherals [6]. The power supply module of collector is shown in Fig. 88.7. 
The transfer efficiency of ADP3339-A3.3 is about 90 %. Considering the efficiency, 
current, and voltage, the available battery capacity is about 3000 mAh. When the 
system clock is 72 MHz, the current of the system is about 100 mA measured by 
the multimeter. A test has been carried out in which the period takes 5 min and the 
battery is full. STM32 writes data in the SD card through secure digital input output 
(SDIO) interface protocol every 5 min. The test continues for about 26 h before the 
battery is empty. We can conclude that the system without low-power mode will 
cost much power. The collector without low-power mode could not meet the needs 
of long work time in closed environment.

Fig. 88.5   Clock configuration of collector
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Fig. 88.6   Power supply diagram of STM32 chip

 

Fig. 88.7   Power supply 
module of collector
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88.4 � Implementation of Low-Power Mode

88.4.1 � Software Implementation of Low Power

STM32 has three kinds of low-power modes: the sleep mode, the stop mode, and 
the standby mode, in which, the stop mode is adopted in this collector. It is the key 
point of low-power mode. The stop mode achieves the lowest power consumption 
while retaining the content of static random-access memory (SRAM) and regis-
ter. All clocks in the 1.8-V domain are stopped; the PLL, the high speed interal 
RC oscillator (HSI RC), and the HSE crystal oscillators are disabled. The voltage 
regulator can also be put either in normal or in low-power mode. In this mode, any 
external interrupt will wake up the central processing unit (CPU) [7, 8].

We must be sure to enable the power control clock and the RTC back up register, 
then enable the external 32.768-KHz low-speed oscillator and RTC after the socilla-
tor is steady and configured. Any operation must wait for the last operation. RTOFF 
state bit can judge whether RTC register is updated. The writing is permissible when 
the RTOFF state bit is “1.” The configuration of RTC register is shown in Fig. 88.8.

88.4.2 � Contrast Test and Analysis

The collector without low-power mode collects data in the open air. The power 
comes from a 2600-mAh lithium battery and the battery is full. The output current 
from battery is 103 mA. The collection period takes 5 min. The collector works for 
26 h and 20 min with 316 data points collected, with the collected data shown in 
Fig. 88.9.

At the opposite position are the same collector and the same test condition, but 
this collector has low-power mode. The output current from battery is 4 mA when 
it is in low-power mode and is 54 mA when it is woken up. Ten days after the 
beginning of the test, the voltage of the lithium battery is 3.96 V and the collector 
is still working under this condition. The number of collected data is 2936, which 
means the collector has been already working for 10 days and 4 h and 40 min. The 
collected data are shown in Fig. 88.10.

The battery voltage drops to 0.3 V in 10 days. In the case of calculation accord-
ing to this speed, it should be 30 days until the voltage drops to 3.35 V, which will 
meet the needs for long work time in a closed environment.
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Fig. 88.8   Configuration  
of RTC register
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88.5 � Conclusion

In this chapter, a type of temperature and humidity collector with recording func-
tion and low-power consumption is designed to meet the need of long time work in 
closed environment. Upon test, the work time is found to be 26 h. Under the contrast 
test, the collector with low-power mode can work about 30 days. The communica-
tion sequence of SHT10 sensor has already been explained and the configuration of 
the transmission start sequence has already been implemented. These methods can 
be used in other STM32F103x systems.
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Abstract  This chapter presents an implementation method for Class-J power 
amplifiers. The requirement for the load impedances of Class-J power amplifiers 
is analyzed first. Then an output matching structure is proposed for low-optimum-
load impedance condition. It uses a short-terminated transmission line to supply the 
collector voltage of the power amplifier and meet the requirement for the second 
harmonic impedance. To verify this method, a one-stage common emitter power 
amplifier using 2-µm gallium arsenide heterojunction bipolar transistor (GaAs 
HBT) process has been designed and a Class-J power amplifier is implemented with 
the component on printed circuit board (PCB). The implemented Class-J power 
amplifier exhibits a 55 % collector efficiency with the saturated output power of 
34.2 dBm at the frequency of 2.14 GHz and 3.5 V supply voltage.

Keywords  Power amplifier (PA) · Class J · Efficiency

89.1 � Introduction

The power amplifier is usually the largest energy consumption component in the 
wireless communication systems. There are two main methods in respect of the de-
sign of high-efficiency power amplifiers with one based on the switching mode and 
the other based on harmonic tuning (HT) strategies. The power amplifier working 
in switching mode provides high efficiency but poor linearity [1]. One of the har-
monic tuning techniques named Class-G design strategy was proposed and imple-
mented by using the second harmonic manipulation of the output voltage [2]. An-
other second harmonic manipulation technique called Class-J design was proposed 
by Steve C. Cripps [3]. The difference between these two designs was analyzed 
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by Elisa Cipriani [4]. Class-G power amplifiers provide higher output power and 
efficiency than Class-J power amplifiers at the expense of bandwidth. Class-G 
power amplifiers need a strict design of the input second harmonic voltage to get 
a proper phase of the collectors’ second harmonic current. It is easy to realize the 
design procedure of Class-J power amplifiers; and the nonlinear output capacitor of 
transistors would enhance the output power and efficiency of Class-J power ampli-
fiers [5]. This chapter designs a Class-J power amplifier by using a short-terminated 
transmission line to provide a low value of second harmonic load impedance.

In Sect. 89.2, the mathematical statements of Class J are reviewed. The Class-J 
power amplifier is designed by using a short-terminated transmission line to reach a 
proper second harmonic impedance in Sect. 89.3. Finally, the simulation and mea-
surement results are presented in Sect. 89.4.

89.2 � Theory of Class-J Power Amplifier

The device, operated in Class-J mode and considered as a voltage-controlled cur-
rent source, is always biased at Class-B or deep Class-AB condition; therefore, the 
collector current is a half-rectified sinusoidal waveform. The output voltage wave-
form depends on the fundamental and harmonic load impedance. The Class-J power 
amplifier makes use of the second harmonic voltage to peak the voltage waveform 
in the high-voltage region and flatten the voltage waveform in the low-voltage re-
gion, which would increase the maximum fundamental voltage component. Class-J 
power amplifier usually includes a capacitor as the second harmonic load, and the 
fundamental load is not a pure resistor, but with a reactive component.

For the sake of simplicity in illustration, the knee voltage is assumed to be zero, 
and the device is biased at Class-B condition. The collector current can be expressed 
as:

�
(89.1)

where Imax represents the maximum collector current. This equation could be ex-
panded as Fourier series. When the third harmonic and above are neglected, the 
collector current is simplified as:

�
(89.2)

The collector voltage of Class-J mode can be expressed as [6]:

�
(89.3)
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The fundamental and second harmonic load impedances can be calculated as:

� (89.4)

� (89.5)

where Ropt = VDC/( Imax/2), which is the optimum load in Class-B condition.
According to Eq. (89.4), the real part of the fundamental load impedance is equal 

to Class-B power amplifier, so the maximum output power is equal to Class-B con-
dition. The prior analysis is based on the linear output capacitor, which would not 
change when the output power is increased; however, in real condition, the output 
capacitor is usually nonlinear, which could bring negative resistance in the second 
harmonic load impedance [5]. This negative second harmonic load resistor would 
shift the voltage phase and enable the real part of fundamental load impedance to 
become larger than that at Class-B condition, which would result in the increase of 
the maximum output power and efficiency.

89.3 � Class-J Power Amplifier Design

A simple one-stage common emitter power amplifier is designed by using a 2-µm 
gallium arsenide heterojunction bipolar transistor (GaAs HBT) process. The power 
cell is biased by an active bias circuit. The chip does not include input and output 
matching circuits, which will be implemented on the printed circuit board (PCB). 

A 2.14-GHz Class-J power amplifier is designed with this power amplifier chip. 
The supply voltage is 3.5 V, and the optimum load could be calculated as 1.5 Ω. 
According to Eq. (89.5), the reactive value of the second harmonic impedance is 
also very low. The low reactive value could be implemented by a high-value lumped 
capacitor; however, the available capacitors of high value are not as many as the 
lumped capacitors of low value. In this design, the collector voltage is supplied by 
a short-terminated transmission line, which is a little shorter than the quarter-wave; 
and this transmission line could also provide a low second harmonic capacitive re-
actance. The impedance of this short-terminated transmission line is:

�
(89.6)

where Z0 represents the characteristic impedance of the transmission line, λ  is the 
wavelength, and l represents the length of the transmission line.

The simulated impedance of transmission line is shown in Fig. 89.1. In the fig-
ure, the length of transmission line is normalized to 

4
λ . In the fundamental fre-

quency, the load is a high inductive reactance; and in second harmonic frequency, 
the load is a low capacitive reactance. This transmission line would help reach the 
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required second harmonic load impedance without affecting the fundamental load 
matching circuit.

As affected by the transistors’ nonlinear output capacitor and bonding wire, the 
load impedances are required to de-embed these influences. The input matching 
is used to obtain good input reflection feature. The designed circuit is shown in 
Fig. 89.2, where the output matching network is used to transfer the load to the 
optimum impedance in fundamental frequency, and the short-terminated trans-

Input

Output

Vc

Output
Matching

Input
Matching

Active
Bias

Transmission
Line

Power
cell

Fig. 89.2   Designed Class-J 
power amplifier
 

Fig. 89.1   Input impedance of short-terminated transmission line
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mission line is used to get the optimum second harmonic load impedance for the 
amplifier.

89.4 � Measurement Results

The implemented PCB board is shown in Fig. 89.3. The output matching circuit has 
been designed by using a distributed network and lumped capacitors. The supply 
voltage is 3.5 V. The transmission line bias structure limits the bandwidth of the am-
plifier. The simulated and measured results of small signal scattering parameters are 
shown in Fig. 89.4. Figure 89.5 shows the simulated and measured results of power 
gain and output power at the frequency of 2.14 GHz. The saturated output power 
could reach 34.2 dBm. The simulated and measured results of the power efficiency 
versus output power are plotted in Fig. 89.6. A peak efficiency of 55 % is reached at 
the frequency of 2.14 GHz with the output power of 34.2 dBm.

Table 89.1 lists the comparison of recent studies reported in the literatures and 
this work. Except this work, all the other studies use gallium nitride (GaN) high-
electron-mobility transistor (HEMT) to design Class-J power amplifier; and all the 
supply voltages are higher than this work, so the output matching is easier to imple-
ment. This work is the first design of high output power Class-J amplifier under the 
supply of low voltage.

Fig. 89.3   Test PCB board. 
PCB printed circuit board
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Fig. 89.5   Gain and output power as functions of input power

 

Fig. 89.4   Scattering parameters
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89.5 � Conclusion

In this chapter, a Class-J power amplifier is implemented. It is biased by a short-
terminated transmission line. This structure could tune the second harmonic load 
impedance without the influence on fundamental load impedance, and it makes 
it easy for the Class-J matching requirements to fulfill the low optimum load 
impedance condition; however, the bandwidth of this amplifier is also limited. The 
power amplifier demonstrates 55 % of the collector’s efficiency with the saturated 
output power of 34.2 dBm at the frequency of 2.14 GHz and 3.5 V supply voltage.

Table 89.1   Comparison of Class-J PA reported in the literatures and this work
Ref Year Frequency 

(GHz)
Efficiency 
(%)

Pout (dBm) Bias voltage 
(V)

Device 
process

[7] 2011 2.08–2.2 60 39 28 GaN HEMT
[8] 2011 2.3–2.7 60 40 45 GaN HEMT
[4] 2012 2.6–3.3 46 36.8 25 GaN HEMT
[9] 2012 1.7–2.24 62 40 28 GaN HEMT
[10] 2013 2.14 50–58 24–27 15 GaN HEMT
This work 2.14 55 34.2 3.5 GaAs HBT

GaAs gallium arsenide, GaN gallium nitride, HBT heterojunction bipolar transistor, HEMT high-
electron-mobility transistor, PA power amplifier

Fig. 89.6   Collector efficiency versus output power
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Chapter 90
Analysis of Circulating Currents in a Modular 
Multilevel Converter-Static Synchronous 
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Abstract  A new modulation method named CPPS is proposed in this chapter; 
besides, in order to identify the basic components and analytical expressions of 
arm current in a modular multilevel converter-based static synchronous compensa-
tor (MMC-STATCOM), an analysis is made with a mathematical method based on 
instantaneous power conservation under the modulation mode of CPPS. It proves 
the existence of the second circulating current and gives its analytical expressions as 
well as the relevant submodule (SM) capacitor voltage ripple. The analysis implies 
that the second circulation current cannot be eliminated by controllers. A three-
phase MMC-STATCOM model with nine voltage levels applied to a 10-kV system 
is realized to verify the effectiveness of the proposed modulation method and cir-
culating current model under the capacitor voltage-balancing control method. In 
addition, the result also shows that the amplitude of the second circulating current 
is primarily associated with the arm inductance, and the circulating current will 
decrease as the arm inductance is increasing.

Keywords  MMC-STATCOM · The 2nd circulating current · CPPS (Carrier Pulse 
Phase Shift)

90.1 � Introduction

Nowadays, the static synchronous compensator (STATCOM) has been widely used 
in the medium-voltage distribution systems for reactive power compensation be-
cause of its superior characteristics and competitive costs [1]. At present, the struc-
ture based on the modular multilevel converter (MMC) has gradually become a 
research focus of STATCOM, but there are still many technical difficulties focusing 
on the establishment of the mathematical model of MMC-STATCOM, the voltage 
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regulation of the dc-bus, the dc-link capacitor voltage control, and the suppression 
of internal circulating current [2–5]; however, the problem of MMC internal circu-
lating current is particularly prominent. The circulating current will increase RMS 
(Root Mean Square) of the arm current as well as the equipment loss and will even 
cause transient imbalance and disturbance [6, 7]; in this sense, it is quite essential to 
calculate the circulating current and suppress it as much as possible.

This chapter proposes a new CPPS modulation strategy and analyzes the internal 
circulating current of MMC-STATCOM under CPPS; besides, the existence of the 
second circulating current is proved. Also, the analytical expressions of the second 
circulating current and the relevant submodule (SM) capacitor voltage ripple are 
also given in this chapter. Finally, a simulation model is presented to prove the cor-
rectness of the derivation.

90.2 � MMC-STATCOM Equivalent Circuit

Figure 90.1 shows the equivalent circuit of MMC-STATCOM, where L0 is the in-
ductance for the bridge arm; Rs and Ls are the ac-side resistance and inductance, 
respectively; upj and unj are the equivalent voltages of the series SMs in upper and 
lower bridge arms, respectively; ij is the output AC current; id and Udc are the DC 
current and voltage of MMC-STATCOM, respectively.

90.3 � Modulation Strategy

This chapter puts forward a new kind of pulse control mode according to the work-
ing principle of MMC, namely the CPPS modulation method. There are two bridge 
arms in each phase of MMC-STATCOM and the number of the SM in each arm is 

Fig. 90.1   Three-phase MMC-STATCOM equivalent circuit
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N. The a-phase is discussed in this chapter because of its three-phase symmetry. The 
SMs in each bridge arm are numbered from top to bottom, and i represents the ith 
SM in the upper arm, as well as j represents the jth SM in the lower arm. The phase 
of triangular carriers, corresponding to N SMs in the upper bridge arm, is followed 
by a difference of 2 / Nπ  and they compare with the same sine wave. As a result, 
the modulation mode in the upper arm is the traditional CPS-SPWM (Carrier Pulse 
Shift-Sine Pulse Windth Modulation), but the pulses of each SM in the lower arm 
are achieved by the complementary relationship with the SM in the upper arm. If N 
is even and i and j have the relationship of (90.1), the pulses of i and j are comple-
mentary:

� (90.1)

If N is odd and i and j have the relationship of (2), the pulses of i and j are comple-
mentary:

� (90.2)

The capacitor voltage control method for the MMC-STATCOM under CPPS is 
shown in Fig. 91.2.

Figure 90.2a is a current decouple control, and Fig. 90.2b includes the voltage-
balancing control expressed as VBji and the average voltage control expressed as VAji 
The output variable Vji_p will compare with triangular carriers. A great advantage of 
this control method under the modulation method of CPPS lies in the fact that only 
the SM in the upper arm should be controlled and the pulse in the lower arm can 
be obtained by (90.1) and (90.2); therefore, it will save partial cost in the control 
system.
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90.4 � Circulating Current Analysis in MMC-STATCOM

There are some assumptions at first:

1.	 Output current of MMC-STATCOM is sine wave.

� (90.3)

� (90.4)

Where UM and IM are the maximum output AC voltage and current, respectively; 
ω  is the fundamental frequency of the AC grid; and ϕ  is the power factor angle.

2.	 The DC voltage of MMC-STATCOM is constant.
3.	 The capacitance voltage of SMs in the same bridge arm is equal to each other.

Therefore, the energy distributes averagely in each arm under the above assump-
tions. The arm’s current and voltage are given by the following:

� (90.5)

Where id is the dc-side current of MMC-STATCOM; ipj and inj are the bridge arm 
currents of the j-phase; upj and unj are the bridge arm voltages of the j-phase; j = a, 
b, c.

The a-phase is analyzed, for example, because of the three-phase symmetry. Ac-
cording to (90.3) and (90.4), the output instantaneous power of the a-phase is given 
by the following:

� (90.6)
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The instantaneous energy stored in bridge arms is represented as (90.7):

� (90.7)

Where ucp and ucn are the capacitor voltage of SM in the upper and lower bridge 
arms, respectively, and C is the capacitor of SM. If the number of conduction SMs 
in the upper bridge arm is m, the conduction SMs in the lower bridge arm will be 
N−m; therefore, ucp and ucn can be given by the following:

� (90.8)

Therefore, the total instantaneous energy stored in the a-phase can be obtained 
based on (90.5), (90.7), and (90.8). Consequently, the total power in the a-phase can 
be calculated by the derivation of the instantaneous energy, and it is represented as 
(90.9):

� (90.9)
It is obvious that the double-frequency component of (9) and (6) is unequal, which 
shows there is a double-frequency component in the SM voltage, so is the current. 
As there is no fluctuation in the dc-bus voltage of MMC-STATCOM, the fluctuation 
in SMs will be negative with the fluctuation in arm inductances [8]; therefore, the 
double-frequency fluctuations of SM voltage can be represented as (90.10):

� (90.10)
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� (90.11)

w (t) = CNu
cp

w (t) = CNu
cn

pa

na

1

2

2

1

2

2

( )

( )

t

t










u
u

m

u
u

N m

cp
pa

cn
na

=

=
−










2
a dc M2 2 2 2

P (t) = + U sin 2 t+ U U sin t
2m 2( ) 2m 2( )

M
NC NC NC NC

N M N M
ω ω ω ω

   
− −    −   − 

·+4 LjI 0h hU θ ω∠ =

( ) sin( )
4 L

h
h

U
I t tω θ

ω
= − +



W. An et al.826

Then, the expression of the arm voltage and arm current can be amended as (90.12):

� (90.12)

So the instantaneous power of the a-phase can be represented as (90.13):

� (90.13)

The double-frequency component in Pa(t) can be represented as (90.14):

� (90.14)
Then, the capacitor voltage expression is amended as (90.15):

� (90.15)

So the total energy stored in the capacitor is represented as (90.16):

� (90.16)

Where Wcp( t) and Wcn( t) are represented as (90.17):

� (90.17)

M

M

d M

d M

( ) U  cos t+ cos(2 )
2

( ) + U  cos t+ cos(2 )
2

1 1
( ) i I  cos ( t+ ) sin(2 )

3 2 4
1 1

( ) i + I  cos ( t+ ) sin(2 )
3 2 4

dc
p h

dc
n h

h
p

h
n

U m
u t U t

N
U N m

u t U t
N

U
i t t

L
U

i t t
L

ω ω θ

ω ω θ

ω ϕ ω θ
ω

ω ϕ ω θ
ω

 = − +


− = +

 = − − +


 = − +


P t u t i t u t i ta p p n n( ) ( ) ( ) ( ) ( )= +

2
1 1

( ) cos(2 t+ ) cos(2 t+ ) cos(2 t+ )
3 2 4

h
a d h m M dc

U
P t i U U I u

L
ω θ ω θ ω θ

ω
= + −

1
( ) sin( t+ ) cos(2 t+ )

2
1

( ) sin( t+ ) cos(2 t+ )
2

dc h
cp M

dc h
cn M

U U
U t I

N c N
U U

U t I
N c N

ω ϕ ω θ
ω

ω ϕ ω θ
ω

 = − +

 = − +

W t mW t N m W tca cp cn( ) ( ) ( ) ( )= + −

W t CU t

W t CU t

cp cn

cn cn

( ) ( )

( ) ( )

=

=










1

2
1

2

2

2



90  Analysis of Circulating Currents in a Modular … 827

Therefore, the total power in arm capacitors can be obtained by the derivation of 
Wca(t) and the double-frequency component in it can be represented as (90.18):

� (90.18)

In the same way, the total power in arm inductances can be obtained according to 
(90.12) and represented as (19):

� (90.19)

So the double-frequency component in PL(t) can be represented as (90.20):

� (90.20)

Therefore, the total power in the a-phase can be obtained by adding (90.18) and 
(90.20), and it can be represented as (90.21):

� (90.21)

Because of the equality of (90.14) and (90.21), (90.22), (90.23), and (90.24) can be 
obtained:

� (90.22)
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� (90.23)

According to (90.11) and (90.23), ih can be obtained and represented as (90.24):

� (90.24)

It is obvious that based on (90.24), ih is the inherent current of MMC-STATCOM 
and cannot be eliminated by the control method, which means ih is the minimum of 
the arm circulating current.

90.5 � Simulation Results

In order to verify the correctness of (90.22), (90.23), and (90.24), MMC-STAT-
COM model applied to a 10-kV system is built, and the number of SMs in each 
phase is 16. The system parameters are as follows: RS = 0.6 Ω , LS = 4 mH, C = 6 
mF, Q = 2 MVar.

Figures 90.3, 90.4, and 90.5 are the results of Lo=32 mH. Figure 90.3 shows 
that the phase voltages US and Upcc are in phase. Besides, Fig. 90.4 shows that 
the arm current is close to sine wave because ih is quite small. Figure 90.5 is the 
second circulating current which is near to the calculated results; therefore, the 
simulation results can prove the correctness of the above derivation. Figure  90.6 
displays that the second circulating current will decrease when the arm inductance 
is increasing.
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Fig. 90.5   The second circulating current ih

 

Fig. 90.4   The arm current

 

Fig. 90.3   Output voltage Us and PCC (Point of Common Coupling) voltage Upcc
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Fig. 90.6   ih under different inductances

 

90.6 � Conclusion

In this chapter, a new MMC-STATCOM modulation method, CPPS, is proposed, 
and the relevant control method is introduced. It can guarantee that the conduction 
number of SM is N at any time, while it can also simplify the control system at the 
same time;besides, the existence of the second circulating current is proved, and the 
analytical expressions of the second circulating current as well as the relevant SM 
capacitor voltage ripple are derived. The simulation results have proved the correct-
ness of the derivation and its impact on the circulating current of arm inductance.
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Chapter 91
A Line Structured Light Visual Sensor for Road 
Obstacle Detection
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Abstract  A new line structured light visual sensor is proposed. The line structured 
light for remote measurement is generated by high power semiconductor laser point 
source with miniature piezo fast steering mirror. The mathematical model of the 
line structured light sensor and calibration method is described. By analyzing the 
line profiles of structured light under different obstacles of road, the mathematical 
model of line structured light is obtained. Finally, the possibility of using the line 
structured light visual sensor to detect road obstacle is proposed.

Keywords  Line structured light visual sensor · Piezo steering mirror · Line profile 
of structured light · Obstacle detection

91.1 � Introduction

Research on structured light vision measuring method originated in the 70’s of the 
last century. It’s developed from optical triangulation method, and is now widely 
used in the field of industry [1]. Line structured light visual sensor consists of one 
laser projector and one camera. The laser produces some kind of structured light by 
optical lens, and projects to the measured objects. And the light stripe is modulated 
by the depth of the measured objects. The camera captures the image of the mea-
sured object with the deformed structured light stripe. Then the 3D characteristic 
information of the measured object surface can be acquired by optical triangula-
tion method from the 2D deformed light stripe image. Road obstacle detection by 
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structured light is still on the stage of theoretical study and experimental design, 
and is not mature in application at home [2–3], which is primarily because of unpre-
dictable obstacle variety, features recognize difficult and remote security detection 
means lack.

In this paper, a line structured light vision sensor used for remote detection is 
established. The mathematics model of structured light strip is analyzed.

91.2 � Mathematical Model of Line Structured Light 
Vision Sensor

The line structured light is projected from the laser point source by piezo steering 
mirror. Laser feature the advantages of high brightness and good direction etc. than 
ordinary light. The laser point light source can greatly reduce the power than the 
line source with more security. The schematic of line structured light vision sensor 
based on laser point light is shown in Fig. 91.1.

Regard the camera coordinate ( )c c ccO X Y Z  as the vision sensor coordinate. 
Assume the transformation coordinate is ( )r r rrO X Y Z . Then the relationship of 
transformation coordinate and camera’s can be described by rotation matrix R and 
translation matrix T (Equation 91.1). Matrix R and T can be calculated by the sen-
sor calibration.

�

(91.1)
c r

c r

rc

X X

Y R Y T

ZZ

   
   = +   

     

Fig. 91.1   Schematic of line structured light vision sensor
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where 
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The mathematic model of structured light vision sensor is derived from the imag-
ing model of two-dimensional camera [4].

�

(91.2)

where: c is the effective focus of camera; ( , )x y  is the imaging-point coordinate of 
measured point in the camera; 0 0( , )x y is the image plane center; ( , )x y∆ ∆  is the 
integrated imaging distortion.

If we select one point in light plane as the reference coordination origin rO , 
make coordinate ( )rrX Y  and light plane coincidence, and assume rZ  axis meet 
the right-handed coordinate system. Then the equation of light plane in reference 
coordination is

� (91.3)

According to Equation (91.1), the mathematical model of the line structured light 
sensor is substituted in Equation (91.2):
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(91.4)
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91.3 � Image Processing

91.3.1 � Models for Line Structured Light Profiles

The profile of straight line in 2D image appears line in 1D. The ideal light strip 
general has certain width, and is assumed to have a symmetry strip profile in the 
normal direction [5]; however, the sampling effects of the lines often don’t have this 
profile. Figure 91.2 shows a typical profile of a structured light in an image. The 
gray change of transition region on the two sides is not a step change, but transits 
slowly, similar to parabolic curve; thus it’s more suitable for the parabolic model to 
describe the profile in Equation (91.5).

�

(91.5)

where: x is the off center distance in the normal direction; w is the light-strip width; 
h is the gray value of light-strip; ( )pf x  is the simulation curve.

2
(1 ( / ) )( )

0
p

h x w x wf x
x w

 − ≤= 
 >

Fig. 91.2   Profile of a line in a structured light image and approximating parabolic line profile
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91.3.2 � Image Processing

Firstly, use Roberts operator for the edge detection. The method uses the partial dif-
ferential operators for edge. The edge location precision is higher. The operator for 
a steep edge image effect and low noise is better. Figure 91.3b shows the edge of 
the concrete pier clearly. Because of the image without smoothing, it does not have 
the capability of anti noise.

Then, use the mean filter of neighborhood average method to remove particu-
late noise in images (Fig. 91.3c). The core idea of neighborhood average method 
is mean gray processing [6]. For each of the pixels ( , )m n  in given image ( , )f i j , 
select the neighborhood S. Suppose S  contains of M  pixels, taking the mean value 
as the gray value of ( , )m n . In a word, use the grayscale average of neighborhood 
pixel gray values instead of the pixel’s original value. Result is shown in Fig. 91.3.

Fig. 91.3   Image processing 
of light strip a Binary image. 
b Robert operator edge detec-
tion image. c 5*5 template 
filter image
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91.4 � Experiments

We design a line structured light sensor, as showed in Fig. 91.4. The sensor is con-
sisted of a camera, a laser point source and a piezo steering mirror. The camera 
is multi-spectral prism AD130GE. The camera lens is equipped a 532 nm ± 5 nm 
narrow band filter to suppress background light. Laser projector consists of a laser 
point source and a piezo steering mirror. Laser projector is continuous point source 
of pumped solid state laser, wavelength 532 nm, power 1.8 w, initial spot diameter 
8 mm and beam divergence 0.4 mrad. The piezo steering system consisted of piezo 
steering mirror and double channel control box. Piezo steering mirror used PI S334 
[7–8]. It’s a miniature fast steering mirror with up to 120 mrad (~ 6.8 °) deflection, 
mirrors diameter 10 mm, millisecond response and resolution to 0.2 μrad, R > 98 % 
and λform 500 nm to 2 μm. Sigma Koki XYZ 3 axis adjusting platform is arranged 
below the point laser projector. Manfrotto gear head is arranged below PI steering 
mirror, after pitching + 90/− 30 ° and around the pitch + 30/− 90 °.

Project the structured light respectively to concrete pier, carton and brick wall. 
The section profile of the light strip is shown in Fig. 91.5. The result is consistent 
with the previous analysis. Figure  91.5 shows that the surface of concrete pier 
and carton is smooth, so the structured light is distributed with the boundary more 
obvious than brick wall.

91.5 � Conclusions and Future Work

The line structured light for remote measurement is built by high power semicon-
ductor laser point source with miniature piezo fast steering mirror. The experiment 
shows the line structured light vision sensor could detect and recognize the interest-
ing concave convex obstacle far car 50 m.

The next step will be to realize remote detection of road obstacle so as to fuse 
line structured light sensor identification information and LIDAR information, 
achieve more accurate and integrated detection of road obstacles detection at all 
time and all weather.

Fig. 91.4   Experimental 
equipment
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Abstract  Ultrasonic heat meter (UHM) plays a key role in the heat consumption 
sensing in automatic metering and control system of district heat supply pipe net-
work; however, the large temperature changes (below 10ºC to above 90ºC) of water 
in the network generally cause sound path length (SPL) changes due to thermal 
expansion and contraction, which will greatly reduce the accuracy of UHM in prac-
tice. This paper proposes a method to eliminate the effect of SPL change for UHM. 
In the method, a novel model has been developed to calculate flow rate and then 
heat consumption from upstream and downstream transmit times and sound veloc-
ity, but not containing the SPL parameter commonly existing in traditional models. 
A sample learning method is proposed in addition to correct the effect of sound 
velocity changes under different temperatures. The method is validated on actual 
UHMs by flow rig experiments on simulating serious temperature variations.

Keywords  Ultrasonic heat meter · Transit time difference · Sound path length · 
Temperature change

92.1 � Introduction

The automatic metering and control systems composed by ultrasonic heat meters 
(UHMs), control valves and remote data transmission modules are widely used 
in district heat supply pipe networks. In the systems, the UHMs play key roles 
for heat consumption sensing. They generally measure the flow rates of hot water 
supplied into the users’ rooms based on differences between the upstream and the 
downstream transit times of the ultrasonic pulses [1], and then calculate the heat 
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consumption which combines the flow rates with water the temperatures incoming 
and outgoing the rooms.

The transit time of the ultrasonic pulses in UHM is determined by factors includ-
ing the sound path length (SPL) between the transmitter and receiver transducers, 
the sound velocity and the flow velocity of the water. The change of SPL will di-
rectly affect the measurement accuracy of UHM [1–4]. This kind of change may be 
caused by the pipe scaling due to the dirty of the pipe water [3]. Another reason lies 
in the thermal expansion and contraction of the measuring pipe on which the trans-
ducers are installed because the water temperature in the pipe network may changes 
from below 10ºC to above 90ºC in actual use [4]. In addition, the water temperature 
changes will also affect the sound velocity and causes additional errors of the flow 
rate determination.

In order to reduce the effects of sound velocity variation and the SPL variation, 
the traditional method eliminates the sound velocity parameter in the calculating 
formula [5, 6] and calibrates the UHMs at different temperatures to obtain accord-
ing instrument coefficients so as to achieve the compensation of the SPL changing 
effects; however, the SPL changing characteristics of each UHM is different due 
to the manufacture and assembling differences of the measurement pipe. Thus it is 
different to compensate the effects of SPL changes in practice. In some industrial 
ultrasonic flow meters, manufacturers measure the SPL of each measuring pipe in 
previous and take advantage of well characterized material temperature properties 
of the pipe to achieve temperature compensation [6]. This method will take a lot 
of time to produce a qualified flow meter; as a result, it is not applicable for mass 
production of UHMs. Artificial Neural Network was also proposed in industrial 
ultrasonic flow meters to examine the temperature and pipe diameter variation [5]. 
This method put forward a very high request to computing power of flow meter. In 
order to acquire lower power consumption, it is also not applicable for UHMs to 
adopt this method.

This paper proposes a new method to eliminate the effect of SPL change for 
UHM. In the method, a novel model has been developed to calculate flow rate and 
then heat consumption from upstream and downstream transmit times and sound 
velocity, but not containing the SPL parameter commonly existing in traditional 
models. A sample learning method is proposed in addition to correct the effect of 
sound velocity changes under different temperatures. The method was validated on 
actual UHMs by flow rig experiments simulating serious temperature variations.

As the most important advantage of this method, the accomplishment of the 
correcting works of UHMs with the same DN just needs a few UHMs for sample 
leaning. What’s more, this method can be adopted in any kind UHMs without any 
hardware modification and any power consumption addition.

This paper is organised as below: introduction in Sect. 1, which is followed by 
a detail description of the compensation method of the changes of the SPL and the 
sound velocity in the UHM. Sect. 3 verifies the proposed method in this paper by 
using an experiment. Finally, the conclusion is given in Sect. 4.
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92.2 � Method

92.2.1 � Measurement Principle

The UHM generally combines a pair of ultrasonic transducers installed upstream 
Tu and downstream Td of the measurement pipe with a certain angle θ as shown in 
Fig. 92.1. The UHM measures flow rate with the transit time difference Δt of the 
sound velocity C between the upstream and downstream within a certain SPL l.

The transit-times of upstream tu-d and downstream td-u can be calculated by the 
Eq. 92.1 and Eq. 92.2 respectively [7, 8].

�
(92.1)

� (92.2)

In order to reduce the effect of the sound velocity C, the traditional method uses the 
Eq. 92.3. Obviously, there is a no relationship between the sound velocity C and the 
media velocity u in the Eq. 92.3 [5, 6], but is still affected by SPL l.

�
(92.3)

The k is the instrument coefficient; however, the SPL changing characteristics of 
each UHM is different due to the manufacture and assembling differences of the 
measurement pipe; thus it is different to compensate the effects of SPL changes in 
practice.
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92.2.2 � Calculation Model to Eliminate the Effect of Sound Path 
Length Changes

Taking the difficulty of compensating the effects of the SPL changes into account, 
this paper proposes a method to eliminate the effect of SPL change for UHM. In 
the method, a novel calculation model which doesn’t contain the SPL parameter 
commonly existing in traditional models was developed. The related equations are 
shown in Eq. 92.4~Eq. 92.7.

�

(92.4)

�
(92.5)

�
(92.6)

�
(92.7)

Eq. 92.7 is the calculation model which doesn’t contain the SPL parameter, obvi-
ously, the effect of SPL changes is eliminated in theory; thus in order to calculate 
the media velocity u, just two parameters, the transit-times of upstream tu-d and 
downstream td-u, should be measured. It is easy to adopt a single chip microcom-
puter and a clock chip whih are both low power consumption to get the above two 
parameters. With this method, the request of low power consumption for UHM is 
also achieved at the same time.

In practice, the manufacture precision of pipes and the installation precision of 
transducers are very low, which leads the consistency is very bad between different 
UHMs; as a result factories of UHM adopt the real flow calibration to calibrate the 
measurement accuracy commonly. Then Eq. 92.7 is changed to be Eq. 92.8 simply.

�
(92.8)

The k’ = C/cosθ is named as the instrument coefficient. In order to get an accurate, 
an original value is usually set before calibration, and then compares the measured 
value of water volume by UHM with the standard value of water volume got by real 
flow calibration device to acquire the actual use value. Thus the instrument coef-
ficient k’ reflects the measurement accuracy of UHM.
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92.2.3 � Sample Leaning to Correct the Effect of Sound Velocity 
Changes

Obviously, the instrument coefficient k’ is affected by the sound velocity C. The 
rules of the sound velocity C vary with the temperature T changes, which can be 
described as Eq. 92.9 [9].

� (92.9)

According to Eq. 92.9, the rule is approximate linearity. In order to ensure a high 
production efficiency and measurement accuracy, we adopt a sample leaning meth-
od which corrects the effect of sound velocity changes segmentally to acquire dif-
ferent correction factors at different temperature ranges, for example at 0ºC ~ 10ºC, 
10ºC ~ 20ºC, etc. Then use the same factors to calculate the other instrument coef-
ficients of UHMs which are the same batch and have the same DN. The segmental 
correction formula of instrument coefficient is shown in Eq. 92.10.

� (92.10)

T1 is the basic temperature and k’ is the basic instrument coefficient corresponding 
to T1.

T2 is the target temperature and k” is the target instrument coefficient corre-
sponding to T2.
ξ is the correction factor.

92.3 � Experiment

The experiment is taken on a heat meter real flow calibration table which adopted 
the weight method. The experiment table commonly contains the following ele-
ments: big water tank, small water pump, PT1000, electronic balance, valve and 
pipe, as shown in Fig. 92.2.

The work principle is simple. Heaters are used to heat the water in the big water 
tank that can simulate the practical temperature condition. The water pump is used 
to transport the water in the big water tank to flow through UHMs into the small wa-
ter tank which has an electronic balance under the button to weigh the water quality. 
Then combine the above quality of water and the corresponding density which ac-
cording to the temperature measured by PT1000 so as to calculate the water volume 
which flows through the heat meter. The corresponding actual experiment table is 
shown in Fig. 92.3.

The first step of the experiment is to get the value of k’ in Eq. 92.10 at the cor-
responding temperature T1. In most practical applications of district heat supply 
pipe network, the water temperature is near 55ºC, so at this experiment we choose 

C  = 1404.3 + 4.7 T - 0.04 T2

( )2 11k k T T ξ′′ ′= + −  i
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T1 = 55ºC. It is easy to calculate the value of k’ at the T1 = 55ºC by comparing the 
measured value by UHM with the standard value gotten by the real flow calibra-
tion. In addition, k’ is an array actually that contains three arrays ( k1’, k2’ and k3’) 
corresponding to three different flow rates as defined in the UHM standard, because 
the difference of instrument coefficients is big and nonlinear at different flow rates. 
So k” is also an array containing three arrays ( k1”, k2” and k3”).

The second step is to get accurate instrument k” at corresponding temperature 
range by real flow calibration. The data of one meter at different temperature ranges 
which we acquire at this experiment are shown in Table 92.1, including the k” and 
the corresponding accuracy.

The third step is to use Eq. 92.10 to calculate the corresponding correction fac-
tors ξ which also is an array comprised of ξ1, ξ2 and ξ3 at different flow rates. Of 
course, in order to let the ξ fit most UHMs, more k” tables of different meters are 
needed. In this paper, we adopt eight different meters to calculate appropriate ξ 
values in Table 92.2.

In the end, we select a UHM randomly to compare the km” measured by the ultra-
sonic heat meter calibrating device as the accurate values with the kc” calculated by 
the method proposed in this paper. The dotted lines represent the km” and the solid 
linesrepresent the kc” as shown in Fig. 92.4.

Fig. 92.3   Actual experiment table. a real flow calibration table. b ultrasonic heat meters

 

Fig. 92.2  Work principle block diagram of heat meter calibration table
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Table 92.1   The k” values of one meter at different temperature ranges and flow rates with the 
corresponding measurement accuracy
Media
temperature

Big flow
(5.0 m3/h)

Middle flow
(2.5 m3/h)

Small flow
(0.5 m3/h)

k1” Accuracy (%) k2” Accuracy (%) k3” Accuracy (%)
20ºC 1717 0.16 1781 0.07 1984 −0.12
25ºC 1693 0.08 1754 −0.43 1930 0.28
35ºC 1677 −0.22 1738 −0.23 1898 0.18
45ºC 1655 0.05 1700 −0.06 1860 −0.63
55ºC(k’) 1636 0.00 1679 −0.08 1805 −0.16
65ºC 1618 −0.04 1658 −0.30 1783 0.43
75ºC 1609 0.05 1648 0.21 1788 −0.40

Table 92.2   ξ Values at different temperature ranges and flow rates
Temperature range Big flow

(5.0 m3/h)
Middle flow
(2.5 m3/h)

Small flow
(0.5 m3/h)

ξ1 ξ2 ξ3

20–25ºC 0.0015 0.0016 0.0027
25–35ºC 0.0013 0.0013 0.0026
35–45ºC 0.0011 0.0012 0.0025
45–55ºC 0.0010 0.0012 0.0015
55–65ºC 0.0000 0.0000 0.0000
65–75ºC 0.0010 0.0012 0.0012
75–80ºC 0.0009 0.0010 0.0005

Fig. 92.4   Errors between km” and kc” at different temperatures and rates
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The errors of the UHM can be represented by the error between the km" and kc”. 
In accordance with the standard of UHM [10], the errors should be less than 2.0 % at 
the 2.5 m3/h and 5 m3/h flow rates and the error just need to be less than 3.0 % at the 
0.5 m3/h flow rate. As shown in Fig. 92.4, the maximum error are 1.5 % 1.0 % and 
0.56 % at above three flow rates respectively. So using this method at this experi-
ment, the measurement errors conform to the standard totally.

In addition, the production efficiency is improved significantly. With the tradi-
tional method in Eq. 92.3, the method of acquiring the instrument coefficient k for 
each UHM is using real flow calibration at different temperatures and flow rates. 
Ignoring the calibration time, it takes near 24 h to heat the water in water tank from 
the room temperature to 90ºC then cool it to the room temperature naturely. Com-
pared with the traditional method, the method proposed in this paper in the same 
batch and DN of UHMs will not need to adjust the water temperature. As a result, 
the production efficiency will be improved significantly.

92.4 � Conclusion

This paper proposes a method to eliminate the effect of SPL change for UHM. In 
the method, a novel model was developed to calculate the flow rate from upstream 
and downstream transmit times and sound velocity, but not containing the SPL pa-
rameter commonly existing in traditional models. A sample learning method is also 
proposed in addition to correct the effect of sound velocity changes under different 
temperatures. The method has been validated on actual UHMs by flow rig experi-
ments simulating serious temperature variations. With this method, not only the ac-
curacy conforms to the standard of UHM, but also the production efficiency has 
been improved significantly while compared with the traditional.
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Abstract  Zero error caused by transducer system asymmetry which drifts with the 
environment change is a severe limitation to the performance improvement of an 
ultrasonic flow meter. This chapter proposes a novel ultrasonic transducer module 
with an own reference sound channel for zero error calibration. Different from tra-
ditional transducers, the module consists of two energy conversion terminals which 
are connected by a reference sound channel. Part of the ultrasound generated by one 
terminal transfers into the flow media and finally into another terminal, which is 
used for flow measurements. The rest propagates through their own sound channel 
as reference signal for zero drift acquisition. According to the difference of the mea-
suring signal and the reference signal, the zero drift error can be calibrated. We have 
illustrated the construction, zero elimination method, and design theory of the mod-
ule with simulation employed for validation. A prototype has been developed and 
the preliminary results demonstrate an observable decrease of the zero drift error.

Keywords  Transducer module · Reference sound channel · Zero drift error · 
Ultrasonic flow meter

93.1 � Introduction

The ultrasonic flow meter (UFM) has been widely used because of its advantages 
including no-moving-parts construction, no pressure loss, and bidirectional 
measurement. A large number of UFMs belong to the transit time type whose 
principle is based on the difference between the transit times of ultrasonic pulses 
emitted over one or more propagation paths upstream and downstream of the moving 
fluid [1]. It has been demonstrated that the performance of this kind of UFMs is quite 
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interrelated with the reciprocity of the system [2, 3]. Under reciprocal operation, 
i.e., the transducer systems are absolutely symmetrical, the signal waveforms in 
both directions remain consistent and the time of flight only depends on the flow 
status. Otherwise, the difference arises and will cause the zero drift error which is a 
severe limitation to the performance improvement of UFMs.

A study has shown that the error can be eliminated by achieving either “perfect 
transducer symmetry” (both the transducers used are identical) or “perfect electri-
cal symmetry” (the impedance of the transmitting circuit equals to the one of the 
receiving circuit) [4, 5]. However, it is apparently impractical to ensure the absolute 
consistency in transducer productions [6]. Due to the demand difference of trans-
mitting and receiving circuits, the perfect electrical symmetry is also hard to realize. 
Thus, a commonly used method is to calibrate the zero drift error when the fluid is 
still; however, the calibration done under one circumstance may lose efficacy due 
to the environment dependence of the zero drift error [7]. Borg presented a “cur-
rent source” to drive the transmit transducer which could achieve similar imped-
ance symmetry of transmitting and receiving circuits [8]. In order to get high-power 
transmission, the current source is not an appropriate choice compared with the 
voltage source.

In a clamp-on type UFM, a vertically polarized shear wave generated by a 
clamp-on transducer will be reflected successively in the pipe wall and then used 
for measuring the signal launch [9]. The remainder of the wave could transfer to 
the receiver through the wall directly and be treated as reference signal for the zero 
drift error calibration. However, as the wave should transit along several different 
materials including the transducers, the pipe wall, and the gas or liquid flow, the 
intensity of the received signal is very weak even if the stimulation pulses are as 
large as several hundred voltages. Thus, the accuracy of the clamp-on type UFM is 
relatively low, even though various advanced digital signal process methods have 
been adopted.

This chapter proposes a novel ultrasonic transducer module with an own refer-
ence sound channel for zero error calibration. It consists of two energy conversion 
terminals and an own reference sound channel which is employed for the transmis-
sion of the reference signal instead of the pipe wall. The reference signal will be 
affected by the performance of transducers and electric circuits while the measur-
ing signal is affected by the flow status additionally. According to the difference 
of reference signal and measuring signal, the calibration can be done in time. As 
the module is made of material whose acoustic impedance is specially designed to 
match the terminals and flow media, the module has much better transmitting and 
receiving efficiencies than the clamp-on method, which provides possibilities for 
developing high accuracy and low power assumption UFMs. The construction, the 
zero elimination method, and the design theory of the module have been illustrated 
in this chapter. The design has been validated by simulation. A prototype has been 
developed with the preliminary results demonstrating an observable decrease of the 
zero drift error.
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93.2 � Method and Design Theory

93.2.1 � Method

93.2.1.1 � Construction

The basic structure of the proposed transducer module is shown in Fig. 93.1. A pair 
of energy conversion terminals which play the roles of the transmitter and receiver 
are placed on the angled end face of the own reference sound channel. The own 
reference sound channel is employed for the transmission of the reference signal. 
For flow measurement application, the module is inserted into the measuring pipe 
to ensure that its lower face is on the same surface with the inner surface of the 
measuring pipe and contacts with the flow media directly.

93.2.1.2 � Zero Elimination Method

Here, we take the case that terminal A is used for signal transmitting and B for 
receiving as example. The reference sound channel is made of material whose 
acoustic impedance is specially designed to match the terminals and flow media. 
As shown in the above figure, the ultrasound emitted from terminal A is separated 
into two parts at the interface of the module and the flow media. One part, shown as 
red solid lines in the figure, is transferred into the media, reflected at the opposite 
pipe wall and thus received by terminal B with the generated signal defined as the 
measuring signal for flow rate determination. The rest, shown as red dashed lines, 
is reflected on the interface of the module and the flow media, and propagates along 
the reference channel (inside the module) to terminal B with the generated signal 
defined as the reference signal for zero drift acquisition.

Fig. 93.1   Structure illustration of the module
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The transit times of the measuring signal along upstream and downstream direc-
tions defined as tmAB  and tmBA, respectively, can be formulated as:

� (93.1)

� (93.2)

where teA  and teB  are the delay times when terminal A and B are used as emit-
ters, respectively; trA  and trB  are the delay times when terminal A and B are used 
as receivers, respectively; and tfAB  and tfBA  are the transit times in flow media 
along upstream and downstream directions, respectively. mt∆  can be calculated 
from Eqs. (93.1) and (93.2) as the transit time difference of the measuring signal. In 
the equation, ft∆  is the transit time difference caused by transferring in flow, based 
on which the flow rate of the media can be determined. 0t∆  is the delay time differ-
ence caused by terminals and electric circuits inconformity, which will change with 
environment conditions and thus cause a zero drift. The purpose of the novel design 
in this chapter is to eliminate 0t∆  in time.

� (93.3)

� (93.4)

� (93.5)

The transit times of the reference signal along different directions defined as trAB  
and trBA, respectively, can be formulated as:

� (93.6)

� (93.7)

where tcAB  and tcBA  are the transit times in the reference sound channel between 
the two meeting-points a and b of the transmission wave and reflection wave, re-
spectively. Considering the reference sound channel is fixed without the influence 
of the flow status, t tcAB cBA= . rt∆  can be calculated from Eqs. (93.6) and (93.7) as 
the transit time difference of the reference signal.

� (93.8)

According to Eqs. (93.3) and (93.8), ft∆  can be formulated as:

� (93.9)

t t t tmAB eA fAB rB= + +

t t t tmBA eB fBA rA= + +

∆ ∆ ∆t t t t tm mAB mBA f= − = +0

∆t t tf fAB fBA= −

∆t t t t t0 = + − −eA rB eB rA

t t t trAB eA cAB rB= + +

t t t trBA eB cBA rA= + +

∆ ∆t t t tr rAB rBA= − = 0

∆ ∆ ∆t t tf m r= −
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Based on the two signals received, the zero drift error induced by environmental 
change can be determined from Eq. (93.9) and then calibrated.

93.2.2 � Design Theory

To realize the above method, an important precondition is to ensure that the measur-
ing signal and the reference signal arrived at the receiving terminal and both have 
enough intensity. Thus, it is critical to enhance and balance the energy transferred in 
both paths. Studies have been carried out including energy distribution design and 
sound path design based on acoustic theory. The former is aiming at distributing the 
ratio of energy transfers into different paths reasonably, while the latter is aiming 
at ensuring that both waves can be received vertically at the receiving terminal and 
have enough time intervals for the signal process.

93.2.2.1 � Energy Distribution Design

Considerplane wave incidents on the interface of the reference sound channel and 
flow media. Assume that the wave only transfers in a 2D plane and ignore the time 
factor for the sake of simplicity. The sound pressure reflection coefficient Er  and 
the transmission coefficient Et  are [10]:

� (93.10)

� (93.11)

� (93.12)

� (93.13)

where p0r ( )ω , p0t ( )ω , and p0i ( )ω  are the sound pressure of the reflection wave, 
transmission wave, and incident wave, respectively; ρ1 and ρ0 are the density of 
the reference sound channel and flow media, respectively; c1  and c0  are the sound 
speed in the reference sound channel and flow media, respectively; θi  is the inci-
dent angle, θr is the reflection angle, and θt is the transmission angle. According to 
Snell’s law:

� (93.14)

� (93.15)
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For the system shown in Fig. 93.1, the sound pressure reflection coefficient Er, 
transmission coefficient Et, reflection angle θr, and transmission angle θt  can be 
determined by Eqs. (93.10) to (93.15) when the other parameters are decided. In or-
der to achieve the most optimal voltage ratio of the measuring signal and reference 
signal, the incident angle θi  and the material of the reference sound channel should 
be chosen appropriately.

93.2.2.2 � Sound Paths Design

Based on the acoustic symmetry and the structure symmetry, the reflection wave 
and the transmission wave will arrive at another meeting-point b upon separation 
from the meeting-point a while the horizontal propagation distance of the two waves 
between meeting-points a and b remains the same, which can be formulated as:

� (93.16)

� (93.17)

where k is the times of reflection of the reflection wave in the reference sound chan-
nel, h is the thickness of the reference sound channel, L is the horizontal distance 
between meeting-points a and b, and D is the diameter of the pipe.

Furthermore, in order to keep the two received signals distinguishable while the 
frequencies remain the same, the constraint equation can be formulated as:

� (93.18)

where i is the number of excitation pulses, and T0  is the period.

93.3 � Simulation Validation and Prototype Development

A virtual transducer module has been designed and validated by numerical simula-
tion. In addition, the actual prototype has been developed.

93.3.1 � Design of the Virtual Transducer Module

To realize the module proposed above, the design of energy conversion terminals is 
a primary foundation. The traditional ultrasonic transducer used for flow measure-
ments usually consists of the piezoelectric ceramic vibrator, the matching layer, and 
the backing layer in general. The piezoelectric ceramic vibrator is employed for the 
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conversion of electric energy and acoustic energy. The matching layer is used for 
acoustic matching of piezoelectric ceramic vibrator and flow media. The backing 
layer is introduced to reduce the energy loss through the backing of the piezoelectric 
ceramic vibrator.

In the novel module, we integrate the normal matching layer into the reference 
sound channel since the material used remains the same. The energy conversion 
terminals consist only of a piezoelectric ceramic vibrator and a backing layer, which 
are introduced and fixed onto the reference sound channel. The model developed 
has ignored the shielded cable for simplification, as shown in Fig. 93.2.

Assume that the flow media is water without loss of generality. The piezoelec-
tric ceramic vibrator is made of PZT-5 material with a resonance frequency equal 
to 1 MHz. The default parameters of water and PZT-5 material are selected as the 
simulation software has furnished. The backing layer is made up of the compound 
of epoxy resin and tungsten powder which is similar to the reference sound channel. 
However, in order to achieve the high impedance characteristic, the proportion of 
tungsten powder is elevated for the backing layer. Referring to the common match-
ing layer, the proportion of different components for the reference sound channel is 
determined by the desired acoustic impedance Zr, which is given as:

� (93.19)

where Zp and Zf  are the acoustic impedance of the piezoelectric ceramic vibrator 
and flow media, respectively, which are related to the density and sound velocity 
of corresponding materials. The parameters of the reference sound channel and the 
backing layer are shown in Table 93.1.

According to the parameters shown in Table 93.1, the incident angle θi  is se-
lected to be 60

ϒ  based on Eqs. (93.10) to (93.13); therefore, the reflection angle θr  
and the transmission angle θt  are equal to 60

ϒ
 and 39 9.

ϒ
, respectively, based on 

Eqs. (93.14) and (93.15). The main sizes of the whole module are determined from 
Eqs. (93.16) to (93.18) as shown in Table 93.2.

r p f·=Z Z Z

Table 93.1   Parameters of the reference sound channel and the backing layer
Parameters Poisson ratio Density 

( / )kg m3
Sound velocity 
(m/s)

Young modulus 
(GPa)

Reference sound channel 0.386 1721.6 2026.0 3.642
Backing layer 0.376 2779.7 1998.4 6.074

Fig. 93.2   Structural 
illustration of the energy 
conversion terminal
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93.3.2 � Numerical Validation

Based on the virtual transducer module developed above, we employ the acoustics 
module of COMSOL Multiphysics analysis software for numerical validation [11]. 
Considering that the variation of the acoustic intensity along the normal direction 
of paper is small, ignore the variation and build the model with the 2D method, as 
shown in Fig. 93.3. The acoustic-structure boundary of flow media is set as plane 
wave radiation. The maximum element size of flow media, the piezoelectric ce-
ramic vibrator, the reference sound channel, and the backing layer is 0.33, 2, 4, and 
4 mm, respectively.

The received signals (i.e., measuring signal and reference signal) in the static state 
are calculated. In order to elaborate the relationship of the two signals, the normaliza-
tion method, i.e., regarding the measuring signal as the standard signal, is introduced 
to process the calculation results as shown in Fig. 93.4. According to Eq. (93.7), the 
front wave packet is the reference signal and the second is the measuring signal. 
Observing from the figure, the amplitude of the reference signal nearly reaches 50 % 
of the measuring signal, which is large enough for signal processing. It is a balanced 
result based on sound path design. If the two signals get too close to each other, the 
signal resolution will decrease and affect the determination of arrival time. On the 
other hand, the difference of signal amplitudes will increase while the two signals 
separate too far away, which will lead to more difficulties in terms of signal acquisi-
tion. The optimization of sound paths will be a main point in future studies.

Table 93.2  Main sizes of the whole module, k = 3
Parameters L h D
Value (mm) 150 8 50

Fig. 93.3  Meshing results of the finite element model
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93.3.3 � Prototype Development

According to the design scheme proposed in Fig. 93.1, we have developed a proto-
type as shown in Fig. 93.5.

The device shown in Fig. 93.5 is settled in the static open water field. A series 
of preliminary tests have been implemented under different environment conditions 
by adjusting the water temperature. The zero drift error is decreased for almost one 
order of magnitude compared with traditional flow meters. Further tests will be 
done when the customized pipe is processed.

Fig. 93.4   The calculated received signals in static state

 

Fig. 93.5   Prototype 
developed and its holders 
for zero drift testing

 



J. He et al.860

93.4 � Conclusion

We have proposed a novel ultrasonic transducer module with an own reference 
sound channel for flow measurement. According to the difference of measuring sig-
nal and the reference signal, the zero drift error can be calibrated. The virtual trans-
ducer module is introduced and the calculation results show that a reference signal 
nearly reaches 50 % of the amplitude of the measuring signal based on the special 
design of materials and construction, which enables the following signal process-
ing. A prototype is developed and the preliminary tests demonstrate a decrease of 
the zero drift error for almost one order of magnitude compared with traditional 
flow meters. Based on the results obtained, the feasibility of the module is testified. 
The future work will focus on the implementation of the prototype installed into a 
practical UFM.
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Chapter 94
The Lateral Channel Active Disturbance 
Rejection Controller Design of Small  
Air-to-Ground Missile for Helicopter
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Abstract  This chapter deals with the active disturbance rejection control (ADRC) 
method to the lateral control of small air-to-ground missiles for helicopters. The 
main difficulties that arise in lateral control design of small missiles are related to 
the highly uncertain, nonlinear aerodynamic forces and force movements, thus it 
is difficult to obtain an accurate dynamic model. Besides, the huge variations of 
dynamic pressure make controller parameters, and are difficult to adapt to the whole 
flight envelope. To handle them, the design of the controller is based on ADRC, a 
nonlinear control design approach which is based on the extended state observer 
(ESO), and can estimate and compensate the uncertainty of the system, including 
structural errors, random, and other system errors. Six-degree freedom equations 
are established for the lateral channel, the equations are linearization with small 
disturbance theory, then the aerodynamic derivatives are obtained through wind 
tunnel test, the dynamic model is made and the aerodynamic features are analyzed. 
One-order ESO equations of lateral channel are deduced, the controller of the lateral 
channel which is based on the ESO is designed and parameters are adjusted, and 
finally, semi-physical simulations are made. Through the comparison with classical 
proportion integral differential (PID) controller, the controller based on ADRC has 
strong robustness and it could track control command rapidly and accurately.

Keywords  Small air-to-ground missile · Extended state observer · Active 
disturbances rejection control · Dynamics · Controller · Simulation

94.1 � Introduction

At present, the majority of flight control systems in engineering are designed using 
the classical frequency domain method or root locus method. The classical control 
methods are based on the precise dynamic model. It demands the accurate param-
eters of aerodynamics throughout the flight envelope in order to have a high quality 
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control. For small diameter air-to-ground missiles, it is difficult to make an accurate 
model, and it is determined by the aerodynamic forces and moments that have an ef-
fect on the missile, which depends on flight altitude, velocity, attack angle, side-slip 
angle, rudders, etc. The variation of state causes the aerodynamic characteristics to 
show nonlinear and time-varying during the flight envelope, which makes it dif-
ficult for the linear controller to satisfy the accuracy.

This chapter adopts the active disturbance rejection control (ADRC) method 
which can estimate unknown dynamic model and external unknown disturbances, 
and compensate these unknown factors to controller design. The ADRC method 
realizes the feedback linearization of the dynamic system, and uses the nonlinear 
configuration consisting of the nonlinear feedback control law to improve the con-
trol performance of the closed-loop system [1].

94.2 � The Controller Design

94.2.1 � The Extended State Observer

In Fig. 94.1, b is a parameter related to the control amount. For block diagram, it can 
establish an extended state observer (ESO) (94.1) (94.2) [2],

	

1 2

2 3

3

1

( )

x x

x x bu

x w t

y x

•

•

=

 = +

 =


=

� (94.1)

	

1 1

1 2 1 1

2 3 2 2 1

3 3 2 1

( )

( )

e z y

z z e

z z g e bu

z g e

β

β

β

•

•

•

= −

 = −


= − +

 = −

� (94.2)

Fig. 94.1   Structure of the 
VSC based on ESO
 



94  The Lateral Channel Active Disturbance Rejection Controller Design … 865

Only through selecting suitable 1β , 2β , 3β  could get state estimate variables z t1( ),  
z t2 ( )  and z t3 ( ), f x t x t t w t( ( ), ( ), , ( ))1 2 of state x t1( )  and x t2 ( )  and the extended 
state variables. Whether f  is continuous or not, as long as it is bounded and b is 
known, the state and extended state can be estimated well at real time, so the ESO is 
independent with the specific description of the transfer function [3-5].

94.2.2 � The Control Characteristics of Small Missiles

The small missile has the features of small mass and small movement of inertia, 
which have a serious impact on the flight control. The variation of mass influences 
the transfer coefficient of transfer function, while the moment of inertia influences 
the damping of the missile. These characteristics make the missile sensitive to aero-
dynamics, especially xmβ , which determines the control effects of the roll channel 
directly. Because of the small moments of inertia, the control performance of the 
roll channel is affected obviously by the disturbance, and less disturbance would 
produce an angle error that makes the roll channel difficult to control. In addition, 
because of serious varieties of flight dynamic pressure, and height variation in full 
envelope process, it has high requirements to the adaptability of parameters, and 
it also has high demands to the anti-disturbance of constant wind and wind shear.

94.2.3 � The Establishment of Lateral Model

The lateral motion equations are, [6], (94.3, 94.4),
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The structure of the classical proportion integral differential (PID) controller is 
shown in Fig. 94.5. The angle that gyro measured and the command roll angle are 
the input signals of the controller and the control signals are inputs to rudders and 
then to the missile through the proportional, integral, and differential.

This chapter adopts the following attitude controller structure, which is based 
on the attitude angle outputs and control inputs of the system, and could utilize the 
extended observer to observe and compensate the disturbance of the system. The 
controller could realize the decoupling control of three-axis attitude, and compen-
sate the disturbance torque during the flight envelope (Fig. 94.2).

It assumed the unknown disturbance system as (94.5, 94.6, 94.7)

	 ( , , ) ( )x f x w t bu t= +� � (94.5)

� (94.6)

In the equation, f x w t0 ( , , )  is a specific section of the model, f x w t1( , , )  is an un-
known section of the model, w t( )  is disturbance, and u t( )  is control information. 
The reduced order ESO is,
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The output of ESO could estimate the unmodeled dynamics and external distur-
bances 1 ( )f b b u+ −  of real-time system, b  is the estimation of controller input b, 
and b could be determined by the features of the system.
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Fig. 94.2   Structure of the attitude controller based on ESO
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94.3 � Simulations

Figure 94.3 shows that the lines of the wx-bu and ESO are highly coincident. It 
shows that the ESO of the controller that is based on ESO could estimate and com-
pensate the disturbance of the system accurately.

Figure 94.4 shows the performance of the PID controller and ADRC controller 
tracking sine signal, it indicates that the line of PID has a nearly 4° overshoot at 
first while it was only 1.5° in ESO [7-2002]. It also can be seen that the tracking 
is smooth after 8 s; besides, at the last 8 s, the bandwidth becomes higher than we 
designed. However, it is smooth for almost all the processes. The results show that 
ESO has a higher performance of tracking and rapidity; it can obtain control more 
accurately and quickly than the PID controller.

Figure 94.5 shows the response of roll and rolling angular rate in a flight simula-
tion. In the simulation, the disturbance, structural deviations, and noise are added. 
The result shows that ESO has a lower overshoot at first than PID, and it can control 
both roll and rolling angular rate at zero very well, while the roll and rolling angular 
rate of PID fluctuate at zero. The simulation results indicate that the ESO can track 
the demand more accurately and rapidly, and has higher robustness.
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94.4 � Conclusion

This chapter designed the extended state observer of roll channel, which was based 
on the ADRC method. The simulations were made for both PID control and ESO 
control, and the contrast of results showed that ESO could compensate the uncer-
tainty accurately in the flight envelope, and have higher robustness and rapidity.
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Abstract  Now smart cars have become one current researching hotspot in the field 
of intelligent control. This chapter designs and establishes a smart car system based 
on a kind of dynamic threshold algorithm and proportion integration differentia-
tion (PID) control algorithm after researching the existing control algorithms. The 
core is to identify the black line on both sides of the track, the bimodal threshold, 
and make the servo response quickly. At last, the algorithm simulation, the system 
implementation, and algorithm performance evaluation of the smart car is com-
pleted. The results of the experiments reveal that the algorithm and the smart car 
system are effective.

Keywords  Bimodal threshold algorithm · PID control algorithm · Smart car · 
Tracking

95.1 � Introduction

The smart car model is the micrographics model of the future smart cars, it can 
run at high speed and avoid obstacles automatically with the introduction of a line 
mark [1]. The national university’s the Freescale cup intelligent car competition 
is the background of this chapter. The hardware of the smart car system takes the 
32 bit Freescale microprocessor MK60DN512ZVLQ10 as the control core, and the 
system has the power management module, the main controller module, path identi-
fication module, speed detection module, motor drive control module, and actuator 
control module [2].
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In this chapter, a new control algorithm will be mainly discussed. The new con-
trol algorithm is based on the bimodal threshold algorithm and the proportion in-
tegration differentiation (PID) control algorithm. The width of the track is not less 
than 45 cm. And the middle part of the track is white KT boards, on both sides of 
the track are two black lines. Outside the track is blue cloth. They will form two 
gray value peaks near the two black lines. Selecting the gray value of the peaks as 
a threshold will give a reasonable image segmentation. And this is just the bimodal 
threshold algorithm. PID control, is proportionally the deviation (P), integral (I), 
and differential (D) control of PID controller. In general, the location of the peaks 
and valleys is difficult to confirm, because the light is not stable. The statistical 
method to calculate the threshold will be explained in this chapter. The parameters 
of the algorithm are variable to make the smart car adapt to the environment under 
different light sources and different types of the track.

95.2 � The Design of the Tracking Algorithm

The design of the system uses the linear CCD TSL1401 as the sensor. The output is 
nominally 0 V for no light input and 2 V for a nominal full-scale output. The linear 
CCD module will transform sampling voltages to gray values 0–255. Thus, first, the 
design of the system uses these gray values to calculate a threshold; then, changes 
gray values to the binary data 0 and 1 based on the threshold.

In general, segmentation algorithms can be divided into static threshold seg-
mentation and dynamic threshold segmentation [3]. The traditional static threshold 
algorithm just compares collected gray value with the threshold and judges white 
line or black line. This method is simple, however, it has to meet the conditions 
that there cannot be other light interferences and the threshold has to be changed 
by people in different environments. After the study, it was found that the static 
threshold algorithm will be failure in the strong light environment. And the dynamic 
threshold algorithm can adapt to different light environments, changing the region 
segmentation, and make up the shortfalls of the static threshold algorithm. Many 
people have put forward various dynamic threshold algorithms. However, these al-
gorithms are too limited or too complex, and cannot be applied to the smart car well. 
Accordingly, the design of this system developed a dynamic threshold algorithm to 
apply to the smart car.

Based on the characteristics of the track, we use a statistical method to calculate 
the two places, namely the bimodal threshold algorithm [4]. From the two positions, 
the threshold can be calculated. And the two formed peaks of the track are shown in 
Fig. 95.1. The bimodal threshold algorithm is very suitable for the characteristics of 
the track, and the threshold could be calculated easily compared to other dynamic 
threshold algorithms. It is capable of being applied to the smart car perfectly.

According to the effective range of array data ( GValueMin, GValueMax), the 
data are divided into N space. The number of data in every space is NUM:



87395  The Design of a Smart Car Based on a Kind of Dynamic …

�
(95.1)

Count the number of the array data in these intervals ( GValueMin, GValueMin + 
NUM), ( GValueMin + NUM, GValueMin + 2*NUM)…( GValueMin + ( N−1)*NUM, 
GValueMax). According to the two peaks in the histogram corresponding to the 
horizontal “Hleft” and “Hright,” the threshold could be calculated.

�
(95.2)

While the threshold has been calculated, the data can be thresholding.

� (95.3)

Finding the data 0–1 on the edge and 1 to 0 falling edge can identify left edge 
( LeftEdge) and right edge ( RightEdge). There is a formula for calculating the error, 
which will exclude inaccurate data. Steering deviation formula is as follows:
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In the next part of this chapter, the PID control algorithm applicable to the servo 
will be expounded.

95.3 � The PID Control Algorithm for the Servo

For the closed-loop control of the servo, the design used is the position type PID. 
This algorithm has good response speed, low overshoot, and low steady-state error 
[5]. The PID control algorithm block diagram is shown in Fig. 95.2.

�
(95.5)

The actual tests showed that the two black lines center and the steering angle refer-
ence value are in a linear relationship. For experiments at low speed, set Kp  to 0 
when the smart car deviates from the black line in a range of rarity.

However, after increasing the speed up to 2.5 m/s, the smart car jittered seriously 
especially on the straights. A more intelligent PID control strategy has been devel-
oped based on these factors. Set Ki  to zero, and set Kd  a constant value Kp  and 
the “Error” value are a quadratic function.

�
(95.6)

By continuous debugging, a set of PID parameters was chosen to make the smart 
car trace smoothly and fast. The PID parameters tuning form is shown in Table 95.1 
and the fitted curve is shown in Fig. 95.3.

The program flow chart is shown in Fig. 95.4. The smart car can run on the track 
smoothly based on the algorithm. The steering angle responses fast based on the 
position PID control algorithm, and the results are shown in Fig. 95.5. And from the 
experimental results, the servo responses were observed to be quick.
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Fig. 95.2   PID control algorithm block diagram
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95.4 � The Main Traction Control Strategies

The main traction control strategies are mainly based on the speed of the smart car. 
A speed control algorithm which is also based on the PID control algorithm has 
been designed. The speed PID control algorithm takes after the turning PID control 
algorithm mentioned above, the difference is that the actuator is the motor but not 
the servo.
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Fig. 95.3   The actual Kp value in different types of the track

 

Table 95.1   PID parameters tuning
The track type Error Kp Kd Ki Results
The cross-shaped curve (turn left)   55 2512.5 4000 0 Run in the middle
The cross-shaped curve (turn right) − 54 2458 4000 0 The midline to the left
S-curve to 270° sharp curve(left)   70 3450 4000 0 Run in the middle
S-curve to 270° sharp curve(right) − 79 4120.5 4000 0 Run in the middle
The large S-curve(turn left)   46 2058 4000 0 Run in the middle
The large S-curve(turn right) − 42 1882 4000 0 Run in the middle
The U-shaped curve(turn left)   53 2404.5 4000 0 Cut the inside curve
The U-shaped curve(turn right) − 61 4721 4000 0 Cut the curve a little
Smooth curve to U-shaped 
curve(left)

  63 2984.5 4000 0 Cut inside curve a 
little

Smooth curve to U-curve(right) − 71 3520.5 4000 0 Cut inside curve a 
little

The straight   0 1000 4000 0 Run in the middle
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Fig. 95.5   The servo response of the steering angle

 

Fig. 95.4   Program flow chart 
of the PID control algorithm
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The basic control strategy is that the smart car accelerates on the straights and 
decelerates on the curves based on the speed PID control algorithm. At the same 
time, the smart car should adjust its position to make itself run on the middle line of 
the track based on the turning PID control algorithm for the servo.

About the cross-shaped curve, the smart car has to identify it. The both sides 
of the cross-shaped curve have no black lines, so if the track is whole white, keep 
the servo at the zero angle. The strategy of running out of the cross-shaped curve 
is like running into it, keeping the servo at the zero angle and letting the smart car 
run straight.

Code: 
if(left_num == Window_Width_L&&right_num == Window_Width_R)
// Judge all black and all white cases, do consider all white
{ 

if(left404==1||right404==1)
Crossroad = 0;
else Crossroad = 1;

} 

About the mandatory turn crossing, the smart car has two TSL1401 linear CCD 
modules. The one identifies the regular tracks, and another identifies the mandatory 
turn crossing. When the second TSL1401 linear CCD module sees the Zebra cross-
ing, letting the smart car turn 60° angle and decelerates. The second TSL1401 linear 
CCD module is also used to identify the roadblock. The servo of the smart car will 
turn a few degrees and then run straight when the second TSL1401 linear CCD mod-
ule sees the whole black roadblock. The designed smart car is shown in Fig. 95.6.

Through the experiments, the smart car can speed up about 2.3 m/s on the curves, 
2.7 m/s on the straights and run smoothly.

Fig. 95.6   Physical map of 
the smart car
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95.5 � Conclusion

This chapter adopts a kind of dynamic threshold algorithm based on the bimodal 
threshold algorithm and adopts the PID control algorithm to design a smart car 
control system. These two algorithms are jointly performed for tracking the line. By 
this method, the smart car can run on the track smoothly and fast. The theoretical 
analyses and the results obtained from the experiments reveal that the algorithm and 
the smart car system are effective.
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Chapter 96
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Abstract  A control strategy of a hybrid active filter based on output voltage cor-
rection is proposed. The active power filter (APF) is controlled as a voltage source. 
To improve the filtering performance, a sinusoidal signal is calculated as the APF 
output voltage correction signal on the basis of proportional control. The amplitude 
and phase of the correction signal are calculated based on those of system residual 
harmonic current. The sliding window discrete-fourier-transform (DFT) method is 
used to detect the amplitude and phase of the system residual harmonic current. 
A simple method is given to determine the parameters of the control strategy. The 
simulation results show that selection of the parameter is simple and effective, the 
APF responds fast to load harmonic current changes and performs well under back-
ground harmonic with the proposed method.

Keywords  Hybrid active power filter · Proportional control · APF output voltage 
correction · System residual harmonic current · Background harmonic

96.1 � Introduction

Installing filtering devices is the most common way to reduce harmonics, and the 
hybrid power filter (HPF) combines the respective advantages of passive and active 
filters with good prospects.

An HPF structure is proposed where a passive filter is in parallel with the load, 
and an active filter is in parallel with the reactor of the passive filter [1]. System res-
onance will be inhibited and the capacity of the active filter will be small with this 
kind of hybrid active power filter (APF) [2, 3]. For this hybrid filter structure, pro-
portional control is applied with multiplied harmonic current as the reference value 
of the APF output voltage [1]. Multiplied harmonic current is used as the reference 
value of the APF output current [2]. But there exist conflicts between the filter 
performance and the stability of the system in both methods. Generalized integral 
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control method is proposed to eliminate harmonic selectively which improves the 
filtration rate, but the dynamic response is slow [4]. A model-based control method 
is proposed, but the parameters are difficult to determine [5].

A control strategy based on output voltage correction for the HPF mentioned 
above is proposed in this chapter. On the basis of proportional control, a sinusoidal 
signal is calculated as the APF output voltage correction signal. Simulation shows 
that the proposed method is simple and effective to select the parameter and per-
forms well even under background harmonic with high filtration rate.

96.2 � The Analysis of Proportion Control

The hybrid filter structure is shown in Fig.  96.1a. The hth order harmonic cur-
rent of system 

�
ISh is divided into 

�
ISh0 and 

�
IShAPF, which are generated by the har-

monic source and APF, respectively. 
�
ISh0  and 

�
IShAPF are shown in Fig. 96.1b and 

Eq. (96.1).

�
(96.1)

where

�
(96.2)

The proportional control method is to control the APF output harmonic voltage as k 
times of the system harmonic current as Eq. (96.3) shows [1].

� (96.3)

Ignoring the resistance of the system and assuming the impedance between 
�
IShAPF 

and 
�
UAPFh is capacitive, Eq. (96.4) is deduced according to Eqs. (96.2) and (96.3).

Sh Sh0 ShAPFI I I= +
� � �
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r
ShU
r
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Fig. 96.1   Structure and equivalent circuit of HPF. a Structure of HPF. b The h order harmonic 
equivalent circuit of HPF
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�
(96.4)

where APF PF S PF S
ASh

PF

( ) ( )C CX X X X X X X
Z

X

+ + + +
= .

According to Eq. (96.1), Eq. (96.5) can be obtained:

� (96.5)

According to Eqs.  (96.3) to (96.5), the relationship among the vectors of 
Sh ShAPF Sh0, ,,APFhU I I I= −

�� � � �
 is shown in Fig. 96.2 with counterclockwise as the posi-

tive direction.According to Fig. 96.2, the residual system harmonic current satisfies 
Eq. (96.6) under the proportional control method.

�

(96.6)

Similarly, if the impedance between 
�
IShAPF  and 

�
UAPFh is inductive, residual system 

harmonic current satisfies Eq. (96.7). The following analysis is based on Eq. (96.6):

�
(96.7)

96.3 � Control Strategy of the Hybrid Active Filter Based 
on Output Voltage Correction

96.3.1 � Principle of Output Voltage Correction

On the basis of proportional control, a sinusoidal signal is calculated as the APF 
output voltage correction signal. 

�
UAPFh1 represents the proportional control signal, 
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Fig. 96.2   The vector diagram 
of voltage and current
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and 
�
UAPFh2 represents the correction signal. Then system harmonic currents gener-

ated by 
�
UAPFh1 and 

�
UAPFh2 are shown as follows:

�

(96.8)

Supposing Sh0 Sh0 ShAPF2I I I′ = +
� � �

, Eq. (96.1) can be transformed as Eq. (96.9):

�
(96.9)

The proportional control signal changes as the system current harmonics changes, 
which regulates fast, and the correction signal is constant in a control cycle. The 
APF output voltage generated by the correction signal can be regarded as a stable si-
nusoidal voltage source. Therefore 

�
ISh and Sh0I ′

�
 satisfy the relationship in Eq. (96.6), 

which is shown in Eq. (96.10):

�

(96.10)

Making the time when APF is put into operation as moment 0, 
�
U iAPFh2( ), 

�
I iShAPF2( ),  

and 
�
I iSh( ) represent the APF output voltage correction signal, system harmonic cur-

rent generated by 
�
U iAPFh2( ) and residual system harmonic current at moment i , 

respectively, making Sh0( ) Sh0 ShAPF2( )i iI I I′ = +
� � �

. Sh( )iI
�

 is the result under the effect of 
APFh2( 1)iU −
�

. Therefore Eq.  (96.10) is converted into a discrete form as shown in 
Eq. (96.11):

�
(96.11)

Making 
�
UAPFh2(0) = 0, Sh0(0) Sh0I I′ =

� �
, 
�
UShAPF2 is adjusted according to Eq.  (96.12) 

with 
�
ISh as feedback:

� (96.12)

where correction parameter m is a scalar constant. Equation (96.13) can be obtained 
by combining Eqs. (96.8), (96.11), and (96.12):

�
(96.13)

Equation (96.14) is deduced by adding 
�
iSh0  to both sides of Eq. (96.13):

/2 /2APFh1 APFh2
ShAPF1 ShAPF2

ASh ASh

j jU U
I e I e

Z Z
π π− −= =

� �
� �

Sh Sh0 ShAPF1I I I′= +
� � �

ASh
arctan

ASh
Sh Sh02 2

ASh

k
j

ZZ
I I e

k Z

−
′=

+

� �

ASh
arctan

ASh
Sh( ) Sh0( 1)2 2

ASh

k
j

Z
i i

Z
I I e

k Z

−

−′=
+

� �

APFh2( 1) APFh2( ) Sh( 1)i i iU U mI+ += +
� � �

ASh
arctan

APFh2( ) 2/2
ShAPF2( ) ShAPF2( 1) Sh0( 1)2 2ASh ASh

k
j

i Zj
i i i

U m
I e I I e

Z k Z

π
π

 
−  −

− −= = − ′
+

�
� � �



88396  Control Strategy of a Hybrid Active Filter Based on Output Voltage Correction

�

(96.14)

Where ASh
arctan

2

2 2
ASh

1

k
j

Zm
f e

k Z

π 
−  = −

+
. As long as 1f < , Sh0I ′

�
 will decrease 

with the increase of moment i, and residual system harmonic current 
�
ISh  will be 

reduced, eventually approaching zero.

96.3.2 � Determination of Control Parameters

The magnitude of f  reflects the filtering performance mostly. If 1f < , residual 
system harmonic current will be eliminated and the smaller f  is, the better the 
dynamic performance will be. Provided m' = m/ZASh, k' = k/ZASh, then

�

(96.15)

It is calculated that 2 2( ) 1 1f m k k′ ′ ′= − + + . Therefore, the necessary and 
sufficient condition of 1f <  is 0 2m k< < . Keeping k ′ unchanged, when m k′ ′= ,  
f  is the minimum. If m k′ ′= , the greater k ′ is, the smaller f  will be. Therefore, 
from the view of filter performance, the bigger k  the better, and it should be made 
that m k= .

The stability of the system is mainly affected by the proportional control pa-
rameter k. As long as 1f <  the residual system harmonic current will eventually 
approach zero. Therefore, when choosing k​​, stability can be considered first to meet 
the requirements, without having to overemphasize the attenuation factor of har-
monic which can cause instability. The stability margin can be calculated with the 
Nyquist method to determine if k​​ is suitable [6].

96.3.3 � Calculation of the Correction Signal

According to Eq. (96.12), the phase hiθ  and amplitude Ahi of 
�
U iAPFh2( ) can be cal-

culated with Eq. (96.16):

�
(96.16)
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where xhi  and yhi  are expressed in Eq. (96.17):

�
(96.17)

where ahi  and hiϕ  denote the amplitude and phase of the hth order residual system 
harmonic current 

�
ISh , respectively.

Therefore, the amplitude and phase of residual system harmonic current need to 
be calculated to obtain the APF output voltage correction signal. The sliding win-
dow iterative discrete-fourier-transform (DFT) method can be used to detect any 
order of the harmonic current fast with a small amount of computation [7]. Sah and 
Sbh are two variables in the process of calculating the hth order of harmonic current 
using this method. With Sah and Sbh, the amplitude ah and phase hϕ  of the hth order 
residual system harmonic current can be calculated according to Eqs. (96.18) and 
(96.19). It should be noted that ah  and hϕ  are calculated only once at each control 
cycle:

�

(96.18)

�
(96.19)

Therefore, according to Eqs. (96.16) to (96.19), the output voltage correction signal 
of APF can be calculated.

96.4 � Simulation and Analysis

Fig. 96.3 shows the control system block diagram of the parallel hybrid filters, in-
cluding harmonic control and direct current (DC) voltage control.

The harmonic control section consists of calculation of the proportional control 
signal and the correction signal. The harmonic current can be obtained using system 
current and the fundamental current. The proportional control signal is k times of 
the harmonic current. Output voltage correction signal of APF is calculated using 
Eqs. (96.16) to (96.19).

The inputs of the DC voltage control section are the grid voltage US and DC 
voltage Ud. The output active current of APF is only related to the component of 
APF output voltage which is perpendicular to the grid voltage [3]. By adjusting this 
component with the difference between the set value and true value of DC voltage, 
DC voltage can be regulated stably.
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The response time of the sliding window iterative DFT method is about the width 
of the sliding window, which is 20 ms here. Therefore the control cycle is selected 
as 20 ms. PSCAD simulation software is used to create a model based on Fig. 96.3. 
The simulation parameters are as follows: system line root mean squared (RMS) 
voltage 380 V, system frequency 50 Hz, system inductance LS  = 0.22 mH; PF har-
monic tunes at 237.5 Hz, C  = 300uF, LPF  = 1.5 mH, RPF  = 0.0471 Ω, with a quality 
factor of 50; APF DC capacitor Cd  = 5000 uF, DC voltage setting is 150 V, APF 
output inductance LAPF  = 1.41 mH, resistance RAPF  = 0.05 Ω; current sampling fre-
quency and the PWM carrier frequency is 12800 Hz.

With sufficient stability margin, k = 25 and m = 25 are chosen for simulation. 
Simulations are conducted with and without background harmonic; the considered 
background harmonic are 5th, 7th, and 11thwith the value of 3, 2 and 1 % ,respec-
tively.

HPF is put into operation at 0.5 s, and load doubled at 1.5 s. Figure 96.4 shows 
waves of phase-A system current and load current during 0.5  s both with and 
without background harmonic, and Fig. 96.5 shows the same waves during 1.5 s.  

Fig. 96.3   Control system block diagram of shunt HPF
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Table 96.1 shows the main harmonic content of the load current and system current 
both with and without background harmonic.

It can be seen from Fig. 96.4 that the system current is almost a sinusoidal sig-
nal one or two cycles after HPF is put into operation. Figure 96.5 shows that the 
system current recovers to almost a sinusoidal signal one cycle after load doubled. 
Table 96.1 makes it clear that the filtering rate is high with the proposed method. 
The results indicate that the proposed method performs well either with or without 
background harmonic.

96.5 � Conclusion

A control strategy based on output voltage correction for the HPF is proposed in 
this chapter. On the basis of proportional control, a correction sinusoidal signal 
with certain amplitude and phase is calculated for APF output voltage to eliminate 
harmonics. A simple but effective method is given to determine the parameters of 
the control strategy, and the calculation method of the amplitude and phase of the 
correction signal are also presented. The simulation results show that the proposed 
method performs well with high filtering rate either under background harmonic or 
without.

Table 96.1   The main harmonic content of the load current and system current
Order 5th (A) 7th (A) 11th (A) 13th (A)
Load current 15.49 8.17 4.49 3.2
System current (without back-
ground harmonic)

0.03 0.061 0.051 0.088

System current (with back-
ground harmonic)

0.042 0.083 0.082 0.079
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Abstract  As the present fault prediction methods are not accurate enough, a multi-
scale relevance vector machine (MSRVM) based on genetic algorithm (GA) optimi-
zation is proposed. The kernel scales’ number and kernel parameters are optimized 
by GA to improve the performance of the MSRVM. Its feasibility and advantages 
are proved by the fault prediction of a Buck converter circuit

Keywords  Fault prediction · MSRVM · Optimization · GA

97.1 � Introduction

The fault prediction is a more advanced maintenance type than the fault prognosis 
[1], and it is the core content of prognostics and health management (PHM) of 
the equipment [2]. It can estimate the remaining useful life of the units or system 
and predict their future health conditions with the comprehensive utilization of all 
varieties of data, such as the parameters monitored, use state, current environment 
and working condition, early experiment data, and historical experience while 
assisted by all varieties of reasoning technologies, such as mathematics–physics 
models and artificial intelligence [3]. The fault prediction methods can be classi-
fied as the model-driven based method, the data-driven based method, and the re-
liability and statistics based method [4], from among which the data-driven based 
method has a broad application perspective because it can predict fault with the 
test data or the data from the sensors and does not need to build the model of the 
units or system.

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_97



890 Y. Zhang et al.

At present, the main data-driven based methods are time series [5], neural net-
work [6], support vector machine (SVM) [7], and so on. The time series is not accu-
rate enough for the nonlinearity prediction. The neural network is likely to fall into 
local optimum and slow in convergence speed. SVM also has many shortcomings; 
for example, its model is not sparse enough, output is nonprobabilistic, parameters 
are too complex to set, and kernel functions have to satisfy Mercer’s condition. The 
relevance vector machine (RVM), originally introduced by Tipping [8], is a Bayes-
ian learning model, which provides the state-of-the-art results both in terms of ac-
curacy and sparsity, overcomes all of the shortcomings of the SVM above, and has 
led to many successful applications for fault prediction within a certain scope [9, 
10]. But the limitation of RVM with a single kernel has blocked the improvement 
of the prediction accuracy [11], which can be solved by the method of MSRVM.

Therefore, a multiscale relevance vector machine (MSRVM) for fault prediction 
is proposed in this chapter. Its kernel scales’ number and kernel parameters are op-
timized by genetic algorithm (GA) to improve the prediction accuracy of the RVM 
model, then the feasibility and advantages are proved by the fault prediction of a 
Buck converter circuit.

97.2 � MSRVM Regression

97.2.1 � Model Specification

Given is a data set of input-target training pairs 1{ , } ,N
n n nt =x  where the input vector 

d
n ∈Rx  and the targets nt ∈R. Assume that the targets are independent, and samples 
from the model with additive noise

� (97.1)

where εn are independent samples from some noise process which is further as-
sumed to be mean-zero Gaussian with variance σ 2; then RVM makes predictions 
based on the function

� (97.2)

where K (x, xi ) is a kernel function, wi is the weight factor, and N is the number of 
samples. Then the likelihood of the complete data set can be written as

� (97.3)

where T
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With many parameters in the model as training examples, the maximum-likeli-
hood estimation of w and σ 2 will lead to severe overfitting. To avoid this, a sparse 
Bayesian method is adopted to define a mean-zero Gaussian prior distribution 
over w:

� (97.4)

with α as a vector of N + 1 hyperparameters.

97.2.2 � Bayesian Inference

From Bayes’ rule, the posterior over all unknowns given the data

� (97.5)

Then, given a new test point, x*, predictions are made for the corresponding target 
t*, in terms of the predictive distribution:

� (97.6)

2( , , )p w tα σ  in (97.5) cannot be computed directly, considering

� (97.7)

Then the posterior distribution over the weights is given by:

� (97.8)

where the posterior covariance is 2 T 1( )σ− −= +Σ Φ Φ A  and the mean is 2 Tσ−=µ ΣΦ t  
with 0 1diag( , , , )Nα α α= �A .

The hyperparameters posterior 2( , | )p σα t  in (97.7) are approximated by the peak 
of a delta function, i.e., at its most probable values MPα  and 2

MPσ . For predictive pur-
poses, rather than requiring 2 2

MP MP( , | ) ( , )p σ δ σ≈α αt , only to desire

� (97.9)

to be a good approximation.
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The relevance vector “learning” thus becomes the search for the mode. As for 
the case of uniform hyperpriors, the only need is to maximize the term 2( | , )p σαt ,

�

(97.10)

97.2.3 � Optimizing the Hyperparameters and Making Predictions

Values of α and σ 2 which maximize (97.10) cannot be obtained in a closed form, 

and here we summarize the formula for their iterative re-estimation, new
2
i

i
i

γα
µ

=  and 
2( )new

i iN
σ

γ
−

=
− Σ
Φµt

,

where µi is the i-th posterior mean weight and 1i i iiγ α≡ − Σ  with iiΣ  as the i-th 
diagonal element of the posterior weight covariance.

The estimation of the weight factors in RVM is given by the mean of the pos-
terior distribution, which is also the maximum posterior distribution of the weight 
factors. The posterior distribution can reflect the uncertainty of the optimal value of 
the weight factors and of the predictions of the model.

Compute the predictive distribution for a new datum x*:

� (97.11)

Both terms in the integrand are Gaussian, which is readily computed as below:

� (97.12)

with T
* *( )y φ= µ x  and 2 2 T

* MP * *( ) ( );σ σ φ φ= + Σx x  so the predictive mean is * *( ; ).y = µx

97.2.4 � MSRVM Regression Modeling

The Gaussian kernel function is a local kernel function with strong learning ability 
but weak generalization performance, which can be changed obviously by selecting 
different kernel parameters; in other words, which makes the Gaussian kernel func-
tion to be a typical one that can be multiscale. To take it as the kernel function of 
RVM, the multiscale Gaussian kernel function built in this chapter is

� (97.13)
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where λi and γi are the kernel parameters to be determined, and [0,1]iλ ∈ .
Take the above multiscale Gaussian kernel function into RVM modeling.

97.3 � Kernel Scales’ Number and Kernel Parameters 
Optimization Based on GA

There is no clear standard for the selection of the scales’ number. An ideal predic-
tion cannot be obtained if the number is too small while the computational com-
plexity will increase largely when the number is too high. The values of the kernel 
parameters will affect the performance of the combination kernel function, and then 
affect the performance of MSRVM; therefore, GA is adopted to optimize the kernel 
scales’ number and the kernel parameters in this chapter.

97.3.1 � Design of GA

The segmented binary encoding is adopted here. Suppose there are n scales at most 
in MSRVM; then each chromosome code can be equally divided into 2n + 1 seg-
ments including 2n segments of the kernel parameter code and one segment of 
scales’ number code where a segment of the kernel parameters code is composed 
of a weight factor code and its corresponding kernel width code. The length of the 
weight factor code is m1, the length of the kernel width code is m2, and the length of 
scales’ number code is m3, which is the shortest encoding length for n to transform 
into binary. Then the segmented binary decoding is adopted when the encodings are 
decoded.

Make use of the mean relative error (MRE) to measure the prediction accuracy 
of MSRVM; then the MRE can be expressed as

� (97.14)

where ŷ is the prediction value, y is the real value, and l is the data length.
The smaller MRE is, the higher the prediction accuracy of MSRVM will be. 

This is a problem to minimize the target function. Then the fitness function can be 
expressed as

� (97.15)

The selection operator is a proportional selection, the crossover operator is two 
points crossover, and the mutation operator is a uniform mutation.
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97.4 � Analysis of the Prediction Results

The performance of the method in this chapter (marked as MSRVMa) will be 
tested with the data [6], and its prediction results will be compared with the ones 
obtained by the least squares support vector machine (LSSVM) [6], 3-scale RVM 
(MSRVM3) including MSRVM3r whose kernel parameters are set randomly and 
MSRVM3a whose kernel parameters are optimized by GA, 6-scale RVM (MS-
RVM6). As to 10 time points, the ripple voltage values are 0.7680, 0.7820, 0.7930, 
0.8090, 0.8250, 0.8420, 0.8580, 0.8890, 0.9050, and 0.9280. Take the first six val-
ues of the ripple voltage as the first training sample, with which to predict the 7th 
value. Then make up the second training sample with the values on the 2–7th time 
point, with which to predict the 8th value, and the same as to the values on other 
time points left to be predicted. Taking account of the efficiency and performance 
of MSRVM, suppose n = 6, [0,10]iγ ∈ , m1 = 4, m2 = 6, m3 = 3, population number 
M = 80, generation T = 100, crossover probability pc = 0.7, mutation probability 
pm = 0.01. The program is running under MATLAB 8.0. The evolution progress of 
GA is shown in Fig. 97.1 and the prediction results of the ripple voltage are shown 
in Table 97.1.
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Fig. 97.1   Evolution progress of GA
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1.	 The prediction results in Table 97.1 show that, the values of ripple voltage in the 
future four time points will change within the limits of threshold; thus the circuit 
is predicted to be normal during this period, which is in conformity with the fact.

2.	 Comparing the results of MSRVM3a and MSRVM3r shows that there is one order 
of magnitude at least in the prediction results with the results of the former 
being more accurate than the ones of the latter. It indicates that the prediction 
performance of the model can be enhanced obviously through optimization 
of the kernel parameters; thus, it is of great necessity to optimize the kernel 
parameters.

3.	 Comparing the results of MSRVMa, MSRVM3a, and MSRVM6 shows that 
MSRVMa is close to MSRVM6 but higher than MSRVM3a in the prediction accu-
racy, while MSRVMa is close to MSRVM3a but less than MSRVM6 in the kernel 
scales’ number; therefore, the overall performance of MSRVMa is the best of all. 
It indicates that the most proper number range of the kernel scales for MSRVMa 
to predict the voltage values of the Buck converter circuit is 4 ~ 6 and also proves 
the necessity of the kernel parameters optimization.

4.	 Comparing the results of MSRVMa and LSSVM shows that MSRVMa is more 
accurate than LSSVM in terms of prediction accuracy, especially that the for-
mer’s smallest relative error is very close to 0, which LSSVM cannot achieve; 
therefore, the feature parameters’ change tendency of the Buck converter circuit 
can be predicted more accurately by MSRVMa than before.

Table 97.1   Prediction results of ripple voltage
Time 
point/h

Real 
value/V

Prediction value/V
LSSVM MSRVM3r MSRVM3a MSRVM6 MSRVMa

7 0.8580 0.8456 0.8916 0.8579 0.8579 0.8577
8 0.8890 0.8724 0.8943 0.8746 0.8747 0.8744
9 0.9050 0.9003 0.8963 0.9095 0.9095 0.9092
10 0.9280 0.9234 0.8971 0.9291 0.9291 0.9288
Relative error (%) 0.3963 3.9161 0.0119 0.0062 0.0400

1.8673 0.5962 1.6178 1.6119 1.6459
0.5193 0.9613 0.4960 0.4995 0.4655
0.4957 3.3297 0.1132 0.1161 0.0829

Mean relative error (%) 0.8196 2.2008 0.5597 0.5584 0.5586
Max relative error (%) 1.8673 3.9161 1.6178 1.6119 1.6459
Min relative error (%) 0.3963 0.5962 0.0119 0.0062 0.0400
After optimization by GA, the scales’ number of MSRVMa is 4, and the kernel parameters of 
MSRVM3a, MSRVM6, and MSRVMa are 3 [0.4000,0.4667,0.2000],aλ =

[7.7778,9.5238,9.0476]aγ = , [0.4000,0.1333,0.0667,0.2000,1.0000,0.4667]aλ = , 
[9.3651,5.8730,8.0952,9.6852,9.5238,9.3651]aγ = , [0.3333,0.0667,0.4667,0.2000]aλ = , and 
[9.3651,6.1905,8.7302,7.4603]aγ = , respectively
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97.5 � Conclusion

In this chapter, a MSRVM based on GA optimization for the fault prediction is 
proposed; then the feasibility and advantages of MSRVM are proved by the fault 
prediction of the Buck converter circuit. There will be more application ranges for 
MSRVM and more real application values therein in the future because of its ad-
vantages in terms of prediction accuracy and efficiency in terms of training and 
prediction.

The kernel scales’ number and kernel parameters are optimized by GA, and the 
kernel functions are Gaussian kernel functions only; besides, more attention should 
be paid to the MSRVM with different kernel functions based on other methods of 
optimization.
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Abstract  In this chapter, an automotive light control system based on the Local 
Interconnect Network (LIN) network is developed. It consists of one master node 
and four slave nodes with a 32-bit microcontroller (MCU) Kinetis KEA64 adopted 
as the core microprocessor; besides, the hardware design mainly includes the dis-
cussion of the characteristics and advantages of Kinetis KEA64 as well as the hard-
ware architecture of the system, and the software design introduces the software 
architecture and implements the LIN driver and software flow design. Finally, the 
system can realize basic light control functions. At the moment of testing the LIN 
network with the Emulin hardware tool, the system proves to be reliable, by which 
both the communication’s real timing and the dependability can be guaranteed.

Keywords  Automotive light control · LIN · Kinetis KEA · Emulin

98.1 � Introduction

Intelligent automotive light control systems such as the Adaptive Front-Lighting 
System (AFS) can improve the performance of automotive lighting system and in-
crease driving safety [1]. It becomes more and more important with the develop-
ment of automotive electronics. The Local Interconnect Network (LIN) is a widely 
used network in vehicle-body control such as in the automotive light control sys-
tem; the LIN bus is a single master with a multiple-slave network based on com-
mon universal asynchronous receiver/transmitter (UART)/serial communication in-
terface (SCI) hardware; and it can be single-wire implemented with a speed of up to 
20 kbps. It can be a more cost-effective bus and a sub-bus of controller area network 
(CAN). LIN also implements the transport layer and supports diagnosis [2]. Kinetis 
KEA64 (Kinetis E-series Automotive) is a newly designed 32-bit automotive grade 
microcontroller (MCU) by Freescale Inc. based on ARM architecture. In automo-
tive body application, the Kinetis Auto family is a great option for the entry level 
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body controller or gateway module [3]. This chapter works with an automotive 
light control system development, which uses Kinetis KEA as the core processor 
and LIN as the communication network. Due to high performance of the ARM ar-
chitecture MCU and the low cost of LIN, the system is highly significant for further 
developing an advanced vehicle-body electronics system.

98.2 � System Design

The system architecture is depicted in Fig. 98.1. The automotive light control sys-
tem uses the distributed structure [3]. The master node of the LIN bus is equivalent 
to a central control unit, and four slave nodes control the corresponding automotive 
light module [4]. As depicted in Fig. 98.1, each light module consists of several 
lamps, which are positioned according to the layout of the car.

This automotive light control system is to control and diagnose the steering lamp, 
braking lamp, reversing lamp, and headlamp. Users can control the light modules 
by pushing switches on a switch panel or clicking corresponding buttons on the PC 
visual interface. Then the master node sends related message onto the LIN bus. The 
slave nodes receive message from the LIN bus and control the corresponding lamps 
through a power driver module.

As depicted in Fig. 98.1, the master node and four slave nodes are connected 
through a single wire of LIN. The power driver module is used to output high volt-
age to drive the lamps; each power driver has four output channels at most. All 
lamps are the same as those used on a GEELY car, and they are 20 and 55 W.

Fig. 98.1   System architecture
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The Emulin hardware testing tool and Visulin software are developed by Ihr 
GmbH, Germany, as professional testing tools. Emulin can be configured as a mas-
ter node of the LIN bus to control the whole network or configured as a slave node 
to monitor the LIN bus. Visulin provides users an interface to configure the param-
eters of Emulin. Both Emulin and Visulin are employed into the system for testing 
and validating the network functions and showing a message on the LIN bus.

98.2.1 � Hardware Design

98.2.1.1 � Kinetis KEA

Kinetis KEA is a newly designed automotive grade MCU based on 32-bit ARM 
Cortex-M0+ MCUs aiming for the automotive markets. It is optimized for cost-
sensitive applications offering a low-pin count option with very low power con-
sumption with a 2.7–5.5 V supply. Kinetis Auto series devices are well suitable for 
a wide range of applications ranging from body applications and safety to generic 
sensor nodes. All the members of the Kinetis Auto family share similar peripherals 
and offer several pin count and memory options allowing developers to migrate 
easily to MCUs that take advantage of more memory or peripheral integration [5]. 
Also a lot of third-party software supports Kinetis Auto series MCUs, including 
CodeWarrior, KEIL, IAR, Processor Expert, and MQX. Kinetis KEA64 provides 
users many modules including an up to 64-K flash, various kinds of timers, AD 
conversion module, GPIOs, and keyboard interrupt. KEA64 also integrates many 
communication modules such as serial peripheral interface (SPI), I2C, UART, etc.

ARM is a well-known architecture for microprocessors, whose power consump-
tion is very low but performance is high because of its instruction set. Also the low 
pin count and low price with many communication source modules makes KEA64 
suitable for this automotive light control system. Its UART module supports LIN 
break detection, and this characteristic is used in LIN driver implementation.

98.2.1.2 � Hardware Architecture

The hardware architecture is described in Fig. 98.2. Similar to the system architec-
ture, the hardware architecture consists of one master node and four slave nodes 
each for one light module.

Each node has a MC33662 LIN transceiver, whose basic function is to convert 
the transistor–transistor logic (TTL) voltage of the MCU from and to the voltage 
of the LIN bus. MC33662 offers a normal baud rate of 20kbps. It is compatible 
with LIN protocol specification 1.3/2.0/2.1 and SAE J2602-2. MC33662 also has 
safe behavior in case of a LIN bus short-to-ground or a LIN bus leakage during 
low power mode. Digital inputs are 5.0 and 3.3 V compatible without any external 
required components.
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Each slave node works with a power driver module, whose main chip is 
MC10XS3412. MC10XS3412 is designed for low-voltage automotive lighting ap-
plications. Its four low RDS(ON) MOSFETs (dual 10 mΩ/dual 20 mΩ) can control 
four separate 55/28 W bulbs, and/or Xenon modules, and/or LEDs. Programming, 
control, and diagnostics can be accomplished by using a 16-bit SPI interface. Ad-
ditionally, each output has its own parallel input or SPI control for pulse width 
modulation (PWM) control if desired. MC10XS3412 has many protections includ-
ing smart over-current shutdown, severe short-circuit, over-temperature protection, 
etc. Output OFF or ON open-load detection compliant to bulbs or LEDs and short 
to battery detection, the analog current feedback with selectable ratio, and the board 
temperature feedback can be all realized by MC10XS3412. In this automotive light 
control system, the diagnosis of headlamps is just based on the Output OFF or ON 
open-load detection.

98.2.2 � Software Design

Figure 98.3 shows the software architecture, which has a layer structure (refer to 
AUTOSAR) [6]. The topmost layer is an application component layer, including 
some application control module such as the analog to digital converter (ADC) con-
trol module and drive board control module. The hardware abstraction layer is on 
top of the processor hardware; it consists of low-level drive codes including input/
output (I/O) abstraction, ADC abstraction, SPI abstraction, and UART/SCI abstrac-
tion. Communication protocols such as LIN driver and SPI driver are based on the 
hardware abstraction, which may simplify the software design and only supplies 
users with necessary application program interfaces (APIs).

Fig. 98.2   Hardware architecture
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Figure 98.5 shows that the LIN Task Behavior Model LIN driver hides the im-
plementation of the LIN network and only provides users with necessary APIs. This 
simplifies and accelerates the software development. The LIN driver consists of 
three parts including LIN API, LIN configuration (CFG), and LIN protocol. LIN 
API provides users with the application interface functions; LIN CFG is used for 
setting the LIN network parameters; LIN protocol is an implementation of the LIN 
protocol with many functions and a series of state machines [7]. The structure of the 
LIN driver is shown in Fig. 98.4.

A key property of the LIN protocol is the use of schedule tables which makes it 
possible to assure that the bus will never be overloaded. The master node is respon-
sible for the task schedule table as defined in the LIN configuration in a specific 
period of time. The master task in the master node is responsible for sending the 

Fig. 98.3   Software architecture

 

Fig. 98.5   LIN Task Behavior 
Model 
 

Fig. 98.4   LIN driver 
structure
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break field, sync field, and PID (Parity ID, ID: Identifier) related to each message. 
The slave tasks in the master node or slave nodes respond to the header field by 
receiving or sending the data field according to each PID. Both the master node and 
the slave nodes process the application layer code during the idle state. The LIN 
task behavior model is described in Fig. 98.5.

In the idle state, the master node scans whether it is in switch control mode or in 
PC control mode. Then the master node reads the commands and writes them to the 
LIN buffer. After the message has been sent or received, it should also be sent to the 
PC through UART/SCI. The master node’s application software flow is described 
in Fig. 98.6.

Similar to the master node, the slave node first checks the LIN signal status. 
When the command signals have been received, the slave node reads signals from 
the LIN buffer and writes commands to the drive board through SPI. Then the slave 
node reads back the status of MC10XS3412 and writes them to the LIN buffer. The 
application software flow of the slave nodes is depicted in Fig. 98.7.

Five unconditional frames are defined in this system with one control frame 
containing all controlling signals and four status frames used to return the corre-
sponding light module’s status. The control frame is shown in Table 98.1. It has an 
ID of 0 × 15; the status frames have IDs of 0 × 20, 0 × 21, 0 × 30, and 0 × 31. Taking 
the status frame 1, for example, it has an ID of 0 × 20. The status frame 1 is shown 
in Table 98.2.

The control frame has a length of 6 Bytes, of which each Byte controls one 
automotive light function. The two least significant bits are used to control: 0b11 
denotes turning related lamp on and 0b00 indicates turning related lamp off. In the 
sixth Byte, the bits 2–4 refer to the brightness adjustment of headlamps.

Fig. 98.6  Master Node Soft-
ware Flow
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Status frame 1 returns the lamps’ status of the left-front light module. It has 2 
Bytes; the first Byte includes the left-steering lamp status, double flash lamp status, 
and response error of status frame 1; the second Byte has a left-front headlamp 
status bit and a headlamp open-load bit indicating whether the headlamp is in open-
load status or not.

Table 98.1   Control frame
Bits in Byte 7 6 5 4 3 2 1 0
Control frame 
(ID = 0 × 15)

Byte 1 Reserved Left (00:off/11:on)

Byte 2 Reserved Right (00:off/11:on)

Byte 3 Reserved Reversing(00:off/11:on)

Byte 4 Reserved Flash(00:off/11:on)

Byte 5 Reserved Braking(00:off/11:on)

Byte 6 Reserved Headlamp light level Headlamp(00:off/11:on)

Table 98.2   Status frame 1
Bits in Octet 7 ~ 3 2 1 0
Status frame1 Byte 1 Reserved Response 

error
Flash status Left status

Byte 2 Reserved Headlamp 
open load

Headlamp 
status

Fig. 98.7   Slave Node Soft-
ware Flow
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98.3 � System Testing

The system testing platform is shown in Fig.  98.8. The validation for the basic 
light control functions includes the on or off for each lamp and the diagnosis of 
headlamps. LIN network testing is done with Emulin and Visulin, and LIN physi-
cal layer conformance test is done with a scope [8]. The testing results show that 
the communication between LIN nodes is reliable and real time; meanwhile, the bit 
time, Byte-space, and frame-space meet the requirements in LIN specification 2.2.

Testing Example 1  Figure  98.9 shows the message displayed in Visulin when 
the left front headlamp is open load and the right front headlamp is on. Accord-
ing to communication protocol defined in Tables 98.1 and 98.2, the control frame 
listed in the red box has an ID of 0 × 15 and includes 6 Bytes. The last Byte 0 × 07 
(0b00000111) indicates that headlamps are being turned on, and the light level is 
level 2.

The two status frames listed in the green box are the status frames 1and 2, respec-
tively, related to the status of left-front and right-front light modules. Their IDs are 
0 × 20 and 0 × 21. Both have a data field length of 2 Bytes. The last Byte is designed 
as an indication for the headlamp. As the left front headlamp is open load, this Byte 
differs from the right front headlamp. That the left headlamp is not on is shown by 
0 × 02 (0b00000010), and it is in the open-load state.

Testing Example 2  Figure 98.10 shows that five frames are on the LIN network 
with one control frame subsequently followed by four status frames. Each frame 
consists of a LIN break field, synchronous field, PID, data field, and checksum.

When the UART/SCI baud rate is 19,200  kbps, the bit time is 1 divided by 
19,200 about 52 us; thus the time of transmitting one Byte is about 0.52 ms, which 
agrees well with the test result. The longest frame is the control frame which has 
about 103 bits. According to LIN specification 2.2A, the minimum time of a frame 
is 103 multiply by 1.4 multiply by 52 us about 7.5 ms. In this chapter the period of 
the LIN schedule is 10 ms, which satisfies the requirement.

Fig. 98.8   System Testing 
Platform
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98.4 � Conclusion

LIN bus is a great option in the automotive light control system with low cost but 
high reliability by using the UART interface. Kinetis KEA has many I/O and com-
munication sources and inherits excellent characteristics of ARM architecture, such 
as low-power consumption and high performance. This chapter chooses the LIN 

Fig. 98.9  Left-front Headlamp Open Load Message

 

Fig.98.10   LIN Network 
Message
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bus as the communication network and KEA as the core microprocessor to develop 
an automotive light control system with the implementation of the light control and 
diagnosis functions. Further studies on new light control can take this system as a 
basis so that there is no need to build the LIN network and low-level firmware of 
Kinetis KEA64, which can greatly save developing time.
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Abstract  This chapter mainly discusses electromagnetic bearing control theories 
and control algorithms. A modified design of a controller is presented to establish 
the closed-loop control system. By adopting the integrating element in a propor-
tional integral derivative (PID) controller, the effects of variation of load on the 
position of the rotor can be compensated. By selecting the voltage control method 
instead of current control, the model of the system has better robustness. Finally, the 
simulation results are given to study the system responses of appropriate parameters 
to check the feasibility of the algorithm.

Keywords  Electromagnetic bearing · Controller · System parameters

99.1 � Introduction

First applications of the electromagnetic suspension principle have been in experi-
mental physics, and suggestions to use this principle for suspending transportation 
vehicles for high-speed trains go back to 1937. There are various ways of designing 
magnetic suspensions for a contact free support—the active magnetic bearing (AMB) 
is just one of them [1]. AMB is a collection of electromagnets used to suspend an 
object via feedback control. Commercial applications include pumps, compressors, 
flywheels, milling and grinding spindles, turbine engines, and centrifuges [2].
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Magnetic suspension offers advantages over conventional bearings such as 
lower rotating losses and higher speeds. Bleuler developed a method for designing 
decentralized proportional derivative (PD) controllers for rigid rotors in 1984, and 
Salm introduced a control procedure for flexible rotors with collocation and gave 
stability guarantees for the case of continuous time control in 1988. /H µ∞ -synthesis 
control was first applied to AMB systems around 1990 [3]. A set of decoupled PD 
controllers was designed and the stability robustness was evaluated via µ-analysis 
in 2003 [4]. Fault detection and diagnosis were integrated into the active magnetic 
bearing system to provide reliable information about the system state in 2009 [5].

In the above AMB systems, the controller is one of the key techniques. The 
performance directly affects the work of magnetic bearing. So this chapter mainly 
describes the control theories and improves the algorithm.

This chapter shows the difference between the PD controller and proportional 
integral derivative (PID) controller. By adopting the integrating element in the PID 
controller, the effects of variation of load on the position of the rotor can be com-
pensated. By selecting the voltage control method instead of current control, the 
model of the system has better robustness. At the end of the chapter, simulations 
of different control parameters are given to check the feasibility of the algorithm.

Figure 99.1 presents the main components of a control system of AMB (a con-
troller, a power amplifier, and sensors). A sensor detects the displacement of the ro-
tor from its reference position, and then the controller derives a control signal from 
the measurements. A power amplifier transforms this control signal into control 
current, and the control current generates a magnetic field in the actuating magnets, 
resulting in magnetic force. Then the rotor remains in its hovering position [6–8].

This chapter is devoted to the research and design of the PID controller of AMB. 
There are three parts: first, the design and selection of the control methods; second, 
the analysis of the structure and transfer function of the closed-loop system; and 
last, simulation and parameter selection.

Fig. 99.1   Basic composition 
of active magnetic bearing
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99.2 � The Principle and Design of the PID Controller

As mentioned before, we discuss the relationships between force and displacement 
in the electromagnetic field of AMB. When the rotor deviates from the working po-
sition, the magnetizing current will change to alter the rotor force, making the rotor 
return to the operating point and then achieve controlling targets. In order to analyze 
the system, one direction of AMB controller is studied.

The transient force, a function of displacement and current, is a linear equation:

� (99.1)
The control of the rotor is to provide a restoring force, e.g., similar to the mechani-
cal spring. Besides, a damping component should be provided to reduce oscilla-
tions. Then the support force f can be calculated as follows [1]:

� (99.2)

where k  is stiffness, d  is damping, �x dx dt= /  is the rotor speed in the direction of 
this degree of freedom, force f  and displacement x are both deviations from the 
equilibrium point.

According to Eqs. (99.1) and (99.2), the control current i x( ) is as follows:

�
(99.3)

Here, let
� (99.4)

� (99.5)

and then
� (99.6)

Such a control law is named PD control. For an active magnetic bearing with PD 
control, an external static load will always result in a change in the steady position 
which is undesired in a technical application.

Thus, an integral part is needed to be introduced to compensate the effect. The 
inductance L varies in different rotor positions. The rotor motion also generates a 
coil voltage. This induced voltage is [3]

�
(99.7)

where R is the coil resistance and ku is the voltage—the speed factor.
Equation (99.7) is the voltage control; this method maintains the stability of a 

rotor through a change in voltage, resulting from the signal form sensors.
Figure 99.2 shows the control system diagram of the voltage control scheme.
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The system block diagram is shown in Fig. 99.3. G ss ( ) is the transfer function of 
the position sensor, G sc ( ) is the transfer function of the PID controller, and G sp ( ) is 
the transfer function of the amplifier.
�

(99.8)

where kp, kic and kd are the proportional gain coefficients, the integral gain coef-
ficients, and the differential gain coefficients, respectively.

�
(99.9)

�
(99.10)

where λ  is the gain factor of the amplifier circuit, Tp is the decay time constant of 
the amplifier circuit, As is the gain factor of the displacement sensor, and Ts is the 
decay time constant of the displacement sensor.

As mentioned above, PID control can compensate the effects of load changes on 
the steady-state position of the rotor, so this chapter selects PID control.

The motion equation of controlled objects is

�
(99.11)
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Fig. 99.3   System block diagram of the closed-loop control system
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Fig. 99.2   System diagram of the voltage control scheme
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Combining the formulas above, we get the equation of the system

� (99.12)

From the above analysis, PID control introduces an integral part, which can com-
pensate for the effects of variation of load on the steady-state position of the rotor. 
So, PID control is better than PD control at this extent. The voltage control method 
considers the prevention of magnetic bearing coil inductance on the current changes 
compared to the current control. It makes the mathematical model of the system 
more accurate and has better robustness. Besides, the open-loop instability of the 
system improves. The downsides of the structure are that it is relatively complex, 
and the controller requires at least two stages. So, for a small-scale system, the cur-
rent control is available.

99.3 � The Simulation Results

The parameters k kp ic,  and kd are determined by stiffness k  and damping d  in the 
closed-loop system. In this chapter, MATLAB is used to simulate conditions of a 
PID controller. We can study the system response of different gain coefficients.

The control function of the PID controller is

�
(99.13)

� (99.14)

where e is the input of the controller, r is a reference value or control objective, and 
u t1( ) is the output of the sensor.

The transfer function of the PID controller is

�
(99.15)

The transfer function of the closed-loop system simulated is

�
(99.16)

Put Eqs. (99.9) and (99.10) in Eq. (99.16) and we get:

�
(99.17)
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The relevant parameters used in the simulation are: the quality of the rotor 
m kg= 4 5. , the bias current of the coil I A0 0 4= . , the displacement stiffness coef-
ficient k N mx = ×4 211 105. / , the current stiffness coefficient k N Ai = 157 9. / , the 
gain coefficient of the sensor As = 104, the time constant T ss = × −7 958 10 5. , the 
gain factor of the power amplifier 1λ = , and time constant T sp = × −3 183 10 5. .

Figure 99.4 shows the simulation results using the parameters above, with differ-
ent parameters, k kp ic,  and kd.

Fig. 99.4   Closed-loop response graphs of different PID parameters of the system
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The simulation results show that kp has the greatest impact on the dynamic per-
formance. When kp is small, the system will oscillate at the beginning. With the 
increase of kp, the time of convergence increases. So the best range of kp is 1–15. 
kic has no significant effect at the start, but the time of convergence is significantly 
reduced when it increases. So, the optimum range is 20–50. kd  has little effect on 
initial displacement. As kd increases, the time of convergence increases. Obviously, 
when kd is less than 0.001, the system undergoes an oscillation phenomenon. So, 
the best range of kd is 0.01–0.1.

Through the analysis above, we carry out multigroup experiments and choose 
k kp ic= =5 40,  and kd = 0 05. . Fig. 99.5 shows the closed-loop impulse response.

99.4 � Conclusion

A modified AMB control algorithm is designed in this chapter. An integral part is 
introduced to compensate for the effect of variation of load on the position of the ro-
tor. The voltage control method is adopted to improve the performance of transients 
of load. Through simulations, the effect of control parameters on the closed-loop 
response of the system indicates the feasibility of this algorithm.

Fig. 99.5   Closed-loop response of the system
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Abstract  In multiple-access spread-spectrum communication systems and mul-
tiuser radar systems, it is important to construct an optimal frequency-hopping 
sequence set to improve the efficiency of communication. By the Cartesian product, 
one class of one-coincidence frequency-hopping sequence set is constructed for the 
first time. It shows that this set has optimal balance properties and optimal average 
periodic Hamming correlation according to the respective bounds in theory and 
experiment. This method is very simple, feasible, and has better applied foreground.

Keywords  Cartesian product · Frequency-hopping sequence · One-coincidence 
frequency-hopping sequence

100.1 � Introduction

Due to the antijamming, secure and multiple access properties, frequency-hopping 
multiple accesses (FHMA) spread spectrum systems have been applied to Bluetooth 
and sonar echolocation systems where each user is denoted by a frequency-hopping 
sequence (FHS) [1–3]. An important demand is to keep the mutual interference 
between transmitters as low as possible. It is obvious that the level of the mutual 
interference mainly depends on the Hamming correlation properties of the FHSs 
[1–4]; therefore, it is important to construct an optimal FHS or FHS set to improve 
the efficiency of communication.

The concept of the average periodic Hamming correlation (APHC) was presented 
by Peng [5, 6]. APHC shows the global average error rate of the frequency-hopping 
communication system, which is another measure used to estimate the optimal 
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properties of a FHS set. According to the Peng-Fan bound [7], a FHS set is optimal; 
but it may not be optimal according to the APHC bound [5]. To improve the effi-
ciency of communication, it is important to construct an optimal FHS set according 
to the Peng-Fan bound [7] and the APHC bound [5].

In this chapter, based on the Cartesian product, we present a new class of one-
coincidence FHS sets with optimal performance. For the remaining content of this 
chapter, we have made the following arrangement: In Sect.  100.2, we introduce 
notations and definitions; then, we present a new generic construction for a one-
coincidence FHS set with optimal performance in Sect. 100.3; finally, we conclude 
the chapter in Sect. 100.4.

100.2 � Preliminaries

Let p frequency slots form a frequency slot set F = {f1, f2, … , fp}. Assume S is a set 
length N which is defined over F. For any two FHSs y = ( y0, y1, … , yN−1), z = ( z0, z1, 
…, zN−1)∈S, the periodic Hamming correlation function , ( )y zH τ  of x and z at time 
delay τ is defined as below:

�
(100.1)

( , ) 1k kh y z τ+ =  if =k ky z τ+ , ( , ) 0k kh y z τ+ =  otherwise, where all operations are per-
formed modulo N among the position indices.

The maximum periodic Hamming autocorrelation Ha( S) is defined as follows:

�
(100.2)

The maximum periodic Hamming cross-correlation Hc( S) is defined as below:

�
(100.3)

The maximum periodic Hamming correlation ( )mH S  is defined as below:

� (100.4)

Peng and Fan [7] developed the lower bound on Hm.

Lemma 1  Assume S is a FHS set with the length N of size M and over a frequency 
slot set F with size p, then

�
(100.5)
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This bound is called Peng-Fan bound, S is said to be optimal if the equality in 
(100.5) is achieved.

There are two integers la and lc with 0al > , 0cl > . Then, the low-hit zone LH  of 
S is defined as below:

�

(100.6)

If 0HL >  holds, S is called the LHZ FHS set. For the LHZ FHS set, in 2006, Peng, 
Fan and Lee [8] obtained the bound called Peng-Fan-Lee bound.

Lemma 2  Assume S is an FHS set with length N of size M over a frequency slot set 
F with size p, and L the LHZ of S according to constant Hm. Then, for the integer Z, 
1 Z L≤ ≤ , we obtain

�
(100.7)

By the Peng-Fan-Lee bound (100.7), S is an optimal set if the inequality (100.7) 
holds with equality.

What is more, the APHC is another important performance indicator of the FHS 
set.

Definition 1 ([5])  Let S be an FHS set with length N of size M over a frequency slot 
set F with size v. Then, the overall number of the periodic Hamming autocorrelation 
is defined as follows:

� (100.8)

And the periodic Hamming cross-correlation is defined as below:

�
(100.9)

The average periodic Hamming autocorrelation is defined as below:

�
(100.10)

The average periodic Hamming cross-correlation is given as below:

�
(100.11)
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For the parameters v, N, M,  ( )aA s  and  ( )cA s  of S, Peng et al. [6] presented the fol-
lowing bound.

Lemma 3 (APHC bound [6])  Provided that S is a FHS set of size M with length N 
over the frequency slot set F with size v,  A sa ( ) and  A sc ( ) are the average periodic 
Hamming autocorrelation and the average periodic hamming cross-correlation of 
S, then

�
(100.12)

Hereafter, we use the following definition:
A FHS set S is an optimal FHS set according to the APHC bound if  A sa ( ) and 

 A sc ( ) of S satisfy inequality (100.12) with equality.
In 2010, Peng [9] constructed several FHS sets with optimal APHC which are 

based on cubic polynomials.

100.3 � Construction of an Optimal FHS Set

The Cartesian product of k nonempty sets 0 1 1 ,  ,· · · ,  kA A A −  is the gather of all ordered 
pairs of the elements

� (100.13)

Like the set’s operations, the Cartesian product operation is used in a series of se-

quences. If { } 0 1
0 0
( ) ,

N

t
s t
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=  { } { } 11  1 1

1 10 0
( ) ,·· · , ( ) kNN

kt t
s t s t − −−

−= =  is k sequences of periods 

0 1 1 ,  ,· · · , and  kN N N −  over 0 1 1 ,  ,· · · , and  kF F F − , then their Cartesian product results 
in a set of group of ordered elements, each group of ordered elements comprises of 
“k” elements, let 0 1 1lcm( ,  ,· · · ,  )kN N N N −= , it can be stated as

� (100.14)

It is conspicuous that the Cartesian produces the above results in a k-dimensional 
vector sequence. J. H. Chung [10] gave an universal method to construct the LHZ 
FHS set from known FHS sets by the Cartesian product for the first time. In this sec-
tion, we construct a new class of one-coincidence FHS set with the optimal Ham-
ming correlation. There are some comparisons between the existing FHS sets and 
the new one is listed in Table 100.1.
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100.3.1 � Construction A

Step1  Select a FHS set { } 2

0
 ( )

p
i t

X x t
−
==  with parameters ( 1, , ,1)p p p− as the 

base  FHS set which defines over the alphabet set  F0 with a size of p. For any two 
FHSs   x l0

,   x l1
in X, the periodic Hamming correlation is given by

�

(100.15)

select another FHS set { } 1

0
 ( )

q
k t
y t

−
=  as the base FHS set Y with parameters 

( , 1, ,1)q q q− ; as to any two FHSs  yi,  y jin Y, such that

�

(100.16)

gcd( 1, ) 1p q− = , let min( , 1)p q p− = . Select any p different sequences from the 
base sequence set Y to form the FHS set Z.

Step2  Define a new FHS set S over 0 1  F F×  from Z and X as below:

�
(100.17)
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= − ≤ <

Table 100.1   Known and new FHS set
Method Constructions Peng-Fan-Lee 

bound
Peng-Fan 
bound

APHC bound Balance 
property

Cartesian 
product

Theorem 1 in 
[10]

Optimal – Optimal It is difficult 
to determine

Cartesian 
product

Theorem 2 in 
[10]

Optimal – Not optimal

Cartesian 
product

Theorem 3 in 
[10]

Optimal – Not optimal

Cartesian 
product

Theorem 4 in 
[10]

Optimal – Not optimal

Cyclostomes 
theory

Theorem 2 
in [4]

– Optimal Not optimal

Cartesian 
product

Theorem 1 
here

– Optimal Optimal Good
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Theorem 1  S is a one-coincidence FHS set with parameterse (( 1) , , ,1)p q p qp− .
Proof: as to any sequences 

0  iS  and 
0

 iS ′  in the FHS set S, by the definition of periodic  
Hamming correlation, we obtain

�

(100.18)

As to any  t1, 10  t q≤ < ,  t0, 0 1t p+ − , 0 2( 1)t p+ − , … , 0 ( 1)( 1)t q p+ − −  is q different 
positive integers, so

�
(100.19)

Therefore, the maximum periodic Hamming autocorrelation of S be given by
when 0 0 i i′=

� (100.20)

For any  i0 and 0i′, 0 00  i i p′≤ ≠ < , the following equation may not hold:

� (100.21)

Thus, the maximum periodic Hamming cross-correlation of S can be given by

�
(100.22)

The maximum periodic Hamming correlation of S is expressed by

� (100.23)

The statement holds and the proof is completed.
In addition, it is easy to verify S is optimal according to the Peng-Fan bound 

(100.5).

( ) ( ) ( )( )
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i i

p q p q
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p
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= + +
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0 1
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q

i
t
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′
=
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 0 0 0 00 0
0 1

2 -1

 ,  0 0  1 1
 0  0

 ( )= ( ( ),  ( ))· ( ( ),  ( )).
i i
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S S i i i i
t t

H h x t x t h z t z tτ τ τ
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−

′ ′
= =

+ +∑ ∑

 ( ) 0.aH S =

0 0 mod .i i p′≡

0 if 0 mod ( 1)
 ( )

1 otherwisec
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H S

τ ≡ −
= 


 ( ) 1.mH S =
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100.4 � Performance Analysis

(1) Balance property  The balance property of the FHS set is measured according 
to the parameter σ :

�

(100.24)

where   N fi
 denotes the number of the frequency slot  fi which appears in a se-

quence; the parameter σ  shows the uniformity of each frequency slot in sequence; 

in the ideal case,   
if

N
N

q
= , that is 0σ = . The smaller the value of σ  is, the better the 

balance properties of S will be. The value of σ  of S can be given by

�

(100.25)

The above discussions have shown that S has good balance properties.

(2) APHC property  As proved by theorem 1, the distribution of the periodic Ham-
ming correlation of any sequences 

0  iS  and 
0

 iS ′  in the FHS set S is given by

�

(100.26)

Now, we check the optimal properties of S.

�

(100.27)

It is obvious that the equality holds in the inequality (100.12), therefore, the FHS set 
S is optimal according to the APHC bound (100.12).

21
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1 1
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p q qp qp p
σ

−

=

− 
− − − 
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 0 0

0 0

 , 0 0

0 0

0 if 0 ( 1) 1,  

 ( ) = 0 if 0 mod ( 1),  

1 if 0 ( 1) 1,  
i iS S

p q i i

H p i i

p q i i

τ
τ τ

τ
′

′< ≤ − − =
 ′≡ − ≠
 ′≤ ≤ − − ≠

 ( ) 0,  ( ) 0

2 ( ) ( 1) ( 1) ( 1) ( 2) ( 1)

 ( )  ( ) ( 2) ( 1) 2
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=
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a c
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100  Construction of a One-Coincidence Frequency-Hopping Sequence Set …



922 H. Wang and P. Huang

The following example can be used to illustrate the construction.
Let p = 31, we construct the one-coincidence FHS set X of length 31 as follows:
X0 = { 0, 10, 20, 30, 9, 19, 29, 8, 18, 28, 7…}; X1 = {0, 11, 22, 2, 13, 24, 4, 15, 26, 
6, 17…};
Let q = 7, we construct the one-coincidence FHS set Y of length 6 as follows:
Y0 = {1, 3, 2, 6, 4, 5}; Y1 = {2, 4, 3, 0, 5, 6}; Y2 = {3, 5, 4, 1, 6, 0}; Y3 = {4, 6, 5, 2, 0, 
1};
By applying construction A, we obtain an FHS set with length 186 as follows:
S0 = {(1, 3), (2, 3), (3, 6), (4, 4), (5, 5), (6, 1), (7, 3), (8, 2), (9, 6), (10, 4), (2, 2), …}
S6 = {(7, 2), (14, 8), (21, 5), (28, 3), (4, 4), (11, 0), (18, 2), (25, 1), (1, 5), (15, 4) …}.

The maximum periodic Hamming autocorrelation of S is 0, the maximum peri-
odic Hamming cross-correlation of S is shown in Fig. 100.1.

The total number of the periodic Hamming autocorrelation and the periodic 
Hamming cross-correlation of S is  Aa = 0 and 2 ( ) = 6510cS s , respectively. The 
APHC of S can be given by:

By putting N = 186, M = 7,  ( )aA S  = 0, and 
5

 ( )=
6cA s  in (100.12), we can see that both 

sides of (100.12) become 1

222
. Thus S is optimal according to the APHC bound 

(100.12). In addition, it is easy to verify that S is optimal according to the Peng-

Fan bound (100.5); furthermore, the parameter 
1

6
σ = ; thus S has good balance 

properties.
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Fig. 100.1  Maximum periodic Hamming cross-correlation and correlation of S

 



923

100.5 � Conclusion

To improve the efficiency of the frequency-hopping communication system, it is 
important to construct an optimal FHS or FHS set. On this basis, we construct one 
class of one-coincidence FHS set by the Cartesian product. It is a challenging work 
to construct other classes of FHS sets by the Cartesian product.
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Abstract  Three global universal controllers based on dynamic feedback techniques 
are proposed for a second-order nonholonomic system (NS). A Lyapunov function 
is defined for the closed-loop system to guarantee exponential convergence. If the 
initial state is limited, K-exponential stability is obtained; however, the error states 
and the control inputs will go to frequent oscillation with peaking phenomena. In 
order to avoid this problem, the control objective is loosened to practical stability. 
As the three global controllers need no persistent excitation condition (PEC), they 
can be simultaneously applied to the point stabilization and the trajectory tracking 
of NS. The simulation results show the effectiveness of the proposed controllers.

Keywords  Nonholonomic systems · Global universal controller · Point stabilization · 
Trajectory tracking · K-exponential stability

101.1 � Introduction

The nonholonomic system (NS) has been the focus in the control domain [1] be-
cause there is no continuous static feedback control law to stabilize it [2]. The NS 
has two tasks, i.e., the trajectory tracking and the point stabilization, which cannot 
imply each other. Trajectory tracking under persistent excitation conditions (PECs) 
is not limited [3] by the constraint [2], and classical methods are available, e.g., the 
approximate linearization along the target track [4], PID [5], etc.; thus, the PEC has 
been almost a standard assumption in the literature; however, the PEC excludes the 
point stabilization. Most driftless systems have no controllable linearized forms 
without the PEC [6]. As a result, most papers deal with the two aspects separately.
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In the electrical and electronic engineering, many industrial robots (e.g., robots 
in the automobile assembly workshop) can be modeled in the NS. Their control 
usually involves two tasks; thus, it is necessary to study the universal control ap-
plicable to them [7]. The universal controller can be classified as below: (1) The one 
based on switching the two tasks. In the case of switching, the controllers need to 
reset parameters and restart [8–11], which thus causes oscillation; (2) the continu-
ous time-varying universal controller. Controllers are not exponential convergent 
[7, 12]. Controllers limit the reference input to be a certain exponential attenuation 
signal [13, 14]; (3) the dynamic feedback universal controller. The one still needs 
switch when the tasks change [15]. The local asymptotic tracking controller [16] 
requires the target point to be in a reference trajectory with the PEC when used for 
point stabilization; (4) the practical stable universal controller. The typical design is 
the transversal function method [6, 17] based on Lie groups; however, it is easy to 
cause saturation and oscillation.

This chapter designs three global exponential universal controllers for a second-
order NS. Compared with the above controllers, the controllers here feature: (1) No 
resetting parameters, (2) no PEC, (3) no saturation and oscillation, and (4) global 
K-exponential stability.

To simplify the writing, ( ) ( )FKκ χ⋅ ∈  denotes that (·)κ  is a class-K function of 
, ( ) ( )t EXP kχ γ ∈  denotes that ( )tγ  tends to be 0 exponentially with rate k .

101.2 � Problem Formulation

Lemma 1  ∀ > > ≥ ∃ > ∈ ⇒ ≤ ∀ ≥− −a a m c b a a t c tm a t bt
2 1 1 20 0 0 02, , , [ , ) e e ( ).

Proof  ∀ ∈b a a[ , )1 2 , define 2

2

2

d ( )( )
d( ) e . 0 * ( )

( *) e e ( 0)

f ta b tm m
t a b

a tm bt

f t t t f t

f t c t c t

− −
−

− −

= = ⇒ = ⇒ ≤

⇒ ≤ ∀ ≥� .

Lemma 2 [18]  For system (1), , , ( )n mx u∈ ∈� � A,B  are controllable,

�
(101.1)

where  0
1 2 0 2 10

lim ( ) 0, | | ( ) | |d ,| | ( ) | | e , , (0, ), (0, )t

t
t t t c t c c cλ λ

∞ −

→∞
= ≤ ≤ ∈ ∞ ∈ ∞∫� �A A f  

or c1  is a nonnegative nondecreasing function of | ( ) || |x 0 , there is:

1.	 = −Kxu  can be found so that (101.1) is an exponential convergent.
2.	 If c FK2 0∈ (|| ( ) ||)x , then (101.1) is K-exponentially stable.
Consider the following second-order NS as its reference model:

( ) ( ) ,t t= + + +��x Ax A x f Bu
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�
(101.2)

where ( , )u u1 2  are the inputs, X = [ , , , , , ]x x x x x x1 1 2 2 3 3� � � T are the states, ( , )u ur r1 2  are 
the reference inputs, and Xr r r r r rx x x x x= [ , , , , ]1 1 2 3 3� � T are the reference states.

Hypothesis 1  As to (101.2), a positive constant M exists so that 
max(| ( ) |,| ( ) |,| ( ) |,| ( ) |,| ( ) |)u t u t x t u t u t Mr r r r r1 2 2 22

� ≤ .

This hypothesis is not strict. Many real systems satisfy it. Define the error vector 
Xe x x x x x= [ , , , , ]11 12 21 31 32

T, where

�
(101.3)

By (101.2), the error system can be written as

�
(101.4)

where u x2 2= � . The tracking problem of (101.2) is: given Hypothesis 1 and bounded 
initial states, design control ( , )u u1 2  so that �x2 is bounded and Xe tends to be 0 expo-
nentially. If x x xr r r1 2 30 0 0( ), ( ), ( ) are the constants and ( ( ), ( )) ( )u t u t tr r1 2 0 0≡ ∀ ≥ , 
then trajectory tracking degrades into point stabilization.

Introduce the variables as

� (101.5)

� (101.6)

and design the dynamic feedback control law as

� (101.7)

where k ii ( )1 6≤ ≤  are the constants, y d2  is the assistant dynamic variable, 
V y y d= +( ) /1

2
2
2 2, then the closed-loop system is

�

(101.8)

1 1 2 2 3 2 1

1 1 2 2 3 2 1

, ,

, , ,r r r r r r r

x u x u x x u

x u x u x x u

= = =
= = =





�� �� ��
�� � ��

x x x x x x x x x x x x x x xr r r r r11 1 1 12 1 1 21 2 2 31 3 3 32 3 3= − = − = − = − = −, , , ,� � � �

11 12 21 2 2 , 31 32

12 1 1 2 2 32 2 1 2 1

, ,
,

r

r r r

x x x u u x x

x u u u u x x u x u

= = − =


= − = = −

� � �

�� �

y x k x y x y x k x z y y y x yr1 12 1 11 2 21 3 32 2 31 3 1 2 2 12 2= + = = + = − −, , ,

1 1 1 1 12 2 2 2 2 2 2 2 2 2, , ,r r r du u k x u u v x u e y yτ τ= − + = − = − = −� �

1
1 4 1 3 2 2 2 5 6 2 5 6 22 , ( ) ,d dVk y k y z v k k e k k eτ τ= − − = − + −� �

1 4 1 3 2

2 4 2 3 1

2 2 2 5 6 2 5 6 2

31 2 31

2
2 31 3 2 3 4

/

/

( )

/2

2 ( )

,

d

d d

d

y k y k y z V

y k y k y z V

e v k k e k k e

x k x z f

z k x k k z k hz f

τ

= − −
= − +

= − = − + −
= − + +

= − − − − +

�
�
�� � �
�

�
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where 
h f x y f f y e k y e f f k y y

e y
V

y y
r

d= = + = − − = +2 2 1 2
2 2 2 1 4 3 1 2 4 1 2 3 1 2 1 2 2, , ,� + kk x yr2 12 ,  

The last two equations of (101.8) can be rewritten as

�
(101.9)

where

�
(101.10)

101.3 � Controller Design

101.3.1 � Universal Exponential Regulator

Theorem 1  If (101.4) satisfies Hypothesis 1, y d2 0 0( ) ≠ , the parameters are chosen 
as

� (101.11)

and the real parts of the eigenvalues of A are less than −k4 , then (101.7) guar-
antees

(1) Xe  tends to be 0 exponentially, (2) �x2  is bounded, and (3) ( , )u u1 2  are 
bounded.

Proof  By (101.8), there is � �V k V V t V V yV
t

k t
d

d
d = − ⇒ = ≥ >−2 0 0 0 01

2
2
24( ) ( ) e . ( ) ( )

; so V t( ) > 0 for [0, )t ∈ ∞ , and

�

(101.12)

Due to Hypothesis 1, f i EXP ki ( ) ( )1 4 4≤ ≤ ∈ . Clearly, 4( )h EXP kλ∈ − ; thus, 

1 10
0 lim ( ) 0, | | ( ) | |d

t
c t t t c

∞

→∞
∃ > ⇒ = ≤∫A A� � . By Lemma 2, 2 0c∃ >  so that

�

(101.13)

Thus, (101.6) implies y EXP k3 4∈ ( ) and thereby x EXP k32 4∈ ( ).

( ) ( ),t t= + +��η η ηA A f

2 231
2

3 42 3 2

1/2 0 0 ( )
, ( ) , ( ) .

0 ( )2 ( )

k f tx
t t

k h f tz k k k

−      
= = = =       −− − −     

A A f�η

k k k k k k k3 2 1 2 5 6 4 0> > >,min( , , , )

1
1 2 11 12 4

2 2 21 2 2 4 5 6

max( | ( ) | ,  | ( ) | ) 2 (0)e ( , ) EXP( )

( , ) EXP( ) EXP( ), min( , ).

k t
d

d

y t y t V x x k

e e x e y k k kλ λ

−≤ ⇒ ∈
∈ ⇒ = + ∈� �

4
31 2max( ( ) , ( ) ) ( ) e .k tx t z t t c −≤ ≤η

1 2 1 1 2 12 1 22( ).r rf y u k x x y u= − −
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(2) As �e2 converges exponentially and � �x e u ur r2 2 2 2= + ,  and �x2 are bounded.
(3) Due to ( , , ) ( ), ( )y z y EXP k V td1 2 4 0∈ ≠ , so 1 2( , )τ τ  and ( , )u u1 2  are bounded.
No PEC is needed in Theorem 1, so (101.7) is valid for point stabilization of (101.2).

101.3.2 � Universal K-exponential Controller

Theorem 1 achieves no asymptotic stability. Denote T T
22(0) , [ , ]e e eo x=� X X X .

Theorem 2  If (101.4) satisfies Hypothesis 1, (101.11) is satisfied, the real parts of 
eigenvalues of A  are less than −k4 , and

�
(101.14)

then the control law

�

(101.15)

guarantees (1) Xe  is K-exponentially stable, (2) �x2  is bounded, and (3) ( , )u u1 2  is 
bounded.

Proof  It is easily known that only the case of Xe ( )0 0≠  needs discussion.

1.	 By (101.5) and a b a b ab2 2 2 0+ ≤ + ≥( ) ( ), then | ( ) | ( )y k o1 10 1≤ + ,

� (101.16)

where 1 1( ) (1 ) FK( )o k o o oεκ = + + ∈ . By (101.8), there is V t V k t( ) ( ) e= −0 2 4  and

�
(101.17)

By �x x k x y11 12 1 11 1= = − +  and Lemma 2, 4
2 11 2( ) ( ) | ( ) | ( ) e k to FK o x t oκ κ −∃ ∈ ⇒ ≤ , 

so

�

(101.18)

2 4 4
2 2 1 1(0) (0) (0) (0) ,0 1,d dy y y y o oε ε ε= = − + + ≤ < <�

1 1 2 2

1 4 1 3 2 2 2 5 6 2 5 6 2

2 2 4 2 3 1

if (0) 0, then ,

/ ( )
else 

/

e r r

d d

d d d

u u u u

k y k y z V v k k e k k e

v y k y k y z V

τ τ
= = =
= − − = − + −

 = − +

X

� �

��

( )4 4 2 2 21 1 1
1 1 12 2 2(0) (0) (0) ( )V y o y o oε ε κ= + ≤ + ≤

4
1 2 1max(| ( ) |,| ( ) |) 2 ( ) ( ) e .k t

dy t y t V t oκ −≤ ≤

4
12 1 1 11 3( ) ( ) ( ) ( ) e ,k tx t y t k x t oκ −≤ + ≤
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where 3 1 1 2(·) (·) (·) ( )k FK oκ κ κ= + ∈ . By (101.8), there is 

2 2 4 2 2[ ( ), ( )] ( [ (0), (0)] ) e te t e t e e λκ −≤� � , 

where 4 (·) FK( )oκ ∈ . By e y y y xd2 2 2 2 21= − =, , there is

�

(101.19)

where 5 4( ) (2 2 ) ( )o o o FK oεκ κ= + ∈ , so 2 2 5[ ( ), ( )] ( ) e te t e t o λκ −≤� . Thus

�
(101.20)

where 6 5 1(·) (·) (·) ( )FK oκ κ κ= + ∈ . By definition of f ii ( )1 4≤ ≤  and Hypothesis 

1, there is 4
7max(| ( ) |) ( ) e k t

if t oκ −≤ , where 7 ( ) ( )o FK oκ ∈ .

By  (101 .9 ) ,  a s   ( ) 4
3 3 7

o
lim ( ) 0, | | | |d ( 0),| | ( ) | | 2 ( ) e k t

t
t t t c c t oκ

∞ −

→∞
= ≤ > ≤∫�A Ã f , 

Lemma 2 implies that there is 8 (·) FK( )oκ ∈  such that 4
31 8max(| ( ) |,| ( ) |) ( ) e k tx t z t oκ −≤ . 

By (101.6), there is | ( ) | (| ( ) | | ( ) ( ) | | ( ) ( ) |)y t z t y t y t x t y tr3
1
2 1 2 2 12≤ + + . Thus, there 

exists 9 (·) ( )FK oκ ∈  so that 4
3 9( ) ( ) e k ty t oκ −≤ ; therefore,

�
(101.21)

where 10 9 2 8(·) (·) (·) ( )k FK oκ κ κ= + ∈ . By definition of Xe , there is

�
(101.22)

where 2 3 6 8 10(·) (·) (·) (·) (·) (·) FK( )oκ κ κ κ κ κ= + + + + ∈ .

2.	 As u r2  is bounded and � �x e u2 2 2= + r , so �x2  is bounded.

3.	 By (101.5)–(101.6), there is lim lim
o o

y x
→ →

= =
0

1
0

12 0 ,

� (101.23)

By (101.14) and (101.16), there is 
2 2 1 2

2

(0) (0) [2(1 ) (1 )(2| (0)| )]
(0) 0.50 0

lim | | lim 0d ry z o k k x o o
V oo o

ε

ε
+ + + +

→ →
≤ = . 

 By (101.15), if o→ 0 , then 1(0) 0τ → . Using (101.6), then u u r1 10 0( ) ( )→ . Thus, 

u1  is continuous and so is u2 . By (101.16)–(101.17), 
2 1 8

2

( ) ( ) ( ) ( )
( ) 0.5

lim | | limdy t z t o o
V t ot t

ε
κ κ

→∞ →∞
≤

( ) ( )
2 21 2 2 22 2

4 2 2 4 2 2 5

(0) (0) (0) (0) (0) (0)
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ε ε

κ κ κ
≤ + ≤ + ≤ + ≤ +

⇒ ≤ + ≤

� �

� �

4
2 21 2 2 6( ) ( ) ( ) ( ) ( ) e ,k t

dy t x t e t y t oκ −= ≤ + ≤

4
32 3 2 31 10( ) ( ) ( ) ( ) e ,k tx t y t k x t oκ −≤ + ≤

4
11 12 21 31 32( ) ( ) ( ) ( ) ( ) ( ) ( ) e ,k t

e t x t x t x t x t x t oκ −≤ + + + + ≤X

2 1 2
0

lim | | [2(1 ) (1 )(2 | (0) | )] .r
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→

≤ + + + +



931101  Universal Control of Second-Order Nonholonomic Systems

. When 
1 8

2

( ) ( )

0.5
0, lim

o o

ot
o ε

κ κ

→∞
≠  is a bounded positive number. Thus, 1τ  is bounded ac-

cording to (101.15) and so is 2τ . So ( , )u u1 2  are bounded by (101.6).
In Theorem 2, V t( ) is strictly monotone convergent but ( ( ), ( ))y t z td2  are not, as 

they may cross zero many times. It may happen that V t( ) decreases while 1| ( ) |tτ  
increases, which causes peak phenomena and oscillation.

101.3.3 � Practical Universal Controller

In order to avoid oscillation, the control objective is loosened to practical stability; 
thus, there is no need to configure y d2 0( ) (only y d2 0 0( ) ≠  is needed).

Theorem 3  If (101.4) satisfies Hypothesis 1, (101.11) is satisfied, 2 (0) 0dy ≠ , and 
the real parts of the eigenvalues of A  are less than −k4, then the smooth control law

�

(101.24)
guarantees (1) Xe t( ) is globally exponentially convergent, (2) �x t2 ( ) is bounded, 

(3) ( , )u u1 2  are bounded, and (4) lim( ( ), ( )) ( ( ), ( ))
t

r ru t u t u t u t
→∞

=1 2 1 2 .

Proof  The proof is similar to that in Theorem 1 and 2. Notice that existence of δ  
eliminates oscillation and peaking phenomena in Theorem 2.

101.4 � Simulation

Simulation is carried out on (101.2) and Theorem 3. The initial states are

�

(101.25)

where ( , )( , , )v v ii ir = 1 2 3  denote ( , )� �x xi ir . The error limit is 0.1δ = . The parameters 
are selected as ( , , , , , , ) ( , , , . , . , . )k k k k k k k1 2 3 4 5 6 7 2 12 7 7 0 5 2 2 2 4= / .

1.	 Practical Trajectory Tracking

The reference inputs are 1 2sin( /2), cos( /2)r ru t u tπ π= =  and the simulation results 
are shown in Fig. 101.1. It shows that the tracking errors converge to 0 exponential-
ly except that x22 is bounded; besides, ( , )u u1 2  converge to ( , )u ur r1 2  exponentially. 
The peaking phenomena are eliminated completely.

1 4 1 3 2 5
2

2 2 5 6 2 5 6 2 5 2 2 2 31 1 3

2 2 4 2 3 1 5

( )/( )

( ) 0 (2 2, )/

( )/( )

d

d

d d d

k y k y z f V

v k k e k k e f k f k x f k

v y k y k y z f V

τ δ
τ δ

δ

= − − + +
 = − + − > = − +
 = − + + +

� �
��

1 2 3 1 2 3 1 2 3 1 2 3( , , , , , ) (1,1,1,0,0,0) ( , , , , , ) (1,1,1,0,0,0, ),r r r r r rx x x v v v x x x v v v= =
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2.	 Practical Point Stabilization

The desired point is the origin and the simulation results are shown in Fig. 101.2. 
It shows that all the state errors converge to 0 exponentially except that x22  is 
bounded; besides, the inputs ( , )u u1 2  converge to 0 exponentially.

101.5 � Conclusion

Three universal controllers are given for a second-order NS to get exponential 
convergence, asymptotic exponential stability, and practical stability, respectively. 
They can be applied to the point stabilization and the trajectory tracking without any 
modification. Theoretically, the asymptotic stability is better than the practical sta-
bility. Oscillation and peaking phenomena in Theorem 2 show that it is difficult to 
achieve the asymptotic stability and that practical stability may be the better choice.

As to the high-dimension NS, it is difficult to find a proper Lyapunov function 
and further research is demanded to generalize the method described in this chapter.
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Chapter 102
Passivity and Biological Control of the Singular 
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Abstract  It is very difficult to use exact mathematical models to study complexity 
systems. As the units beside complex systems can interact to bring forth its complex-
ity, it is completely true for the mammal body, a classic kind of biological complex 
system. As singular biological complexity systems, including the mammal body, are 
considered in a series of new research fields, a few passivity or biological control 
studies have been carried out up to now. In this research, the single-chamber model 
of the environmental hormone formaldehyde which is flowing in the mammal body 
has been set up according to the corresponding physiological rules with the model 
passivity described in detail. Under the strict passivity station, the feedback controller 
for this singular mammal body complexity system has been designed with a control-
ler example also given as a model instantiation. Both passivity study and feedback 
controller design of the mammal body complex system can be applied to biological 
complexity systems and lay a useful foundation for singular system research.

Keywords  Passivity · Biological control · Singularity system · Complexity system

102.1 � Introduction

In a complexity system, there will be very complicated interaction; but nearly all 
the complex systems are constituted by simple components. Thus, complex systems 
are considered complicated, but complete [1]. Many fields of practical systems are 

© Springer International Publishing Switzerland 2015
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included in complex systems such as social system, financial system, ecosystem, 
and biosystem, including the mammal body [2].

Endocrine disruptors or environmental hormones are a kind of chemicals that dis-
rupt and influence most of the systems in biological complex systems. The interacting 
impact of systems may mainly involve neural system, immune system, and reproduc-
tive system of the mammal body. Thus, these environmental hormones may affect the 
survival problems of animals, especially of mammals including human beings [3].

Formaldehyde is very common in our daily life. It is extensively adopted by 
many industries, especially paint factories; thus, the atmosphere in some new build-
ings and decorated environments are full of this substance. After absorbing form-
aldehyde, persons may feel dizziness, sicchasia, and feebleness. In this sense, this 
model is very useful for studying formaldehyde flowing in the mammal body and 
also to carry out intensive research of the essential rules of formaldehyde flowing 
in the mammal body; it is also important for later quantitative studies of biological 
complex systems. Up to now, few quantitative models have been set up to explain 
complex systems, including the mammal body [4–10].

Singularity systems are a series of dynamical systems featuring differential 
algebraic. In fact, economics, electronic power, and space navigation are all singu-
larity system models [11]. Passivity study and passivity of singularity systems have 
been researched effectively. But applications of passivity theorems for singularity 
systems, especially biological complex systems, have been dealt with little [12–19]. 
The feedback controller and the model passivity of this chapter can be used to lay the 
theoretical foundation for solving the environmental hormone pollution problems 
of formaldehyde that remained in mammals, especially in the human body.

102.2 � Descriptive Poly-Chamber Model of the Mammal 
Body Complex System

A multi-chamber model was established on the basis of physical processes of the 
environmental hormone formaldehyde flowing in the mammal body as shown in 
Fig. 102.1.

The notes in Fig. 102.1 can be considered as follows:

1.	 The arrows ⇒ and ⇔ in Fig.  102.1 refer to unidirectional and bidirectional 
flowing of formaldehyde in the mammal body, respectively.

2.	 The Arabic numerals and letters in Fig.  102.1 refer to the systems or tissues 
affected by hydroxyl formaldehyde. 1CS refers to the circulating system; 2TI to 
the tissues in the human body; 3RS to the systema respiratorium; IN is the input; 
and 0 is the environment.

3.	 Blood is the central cavity that can carry formaldehyde around the organs. The 
input of formaldehyde is from the systema respiratorium mainly.

4.	 Some parts of formaldehyde are rereleased by respiratory activities (y1), while 
some parts form adducts with protein, nucleic acids, and other molecules directly. 
The formaldehyde that does not react with molecules can be oxidized quickly to 
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formate by two different enzyme systems. And formic acid (or formate) is further 
oxidized to CO2 that can be breathed out from the body, or can be eliminated in 
the form of sodium formate with urine from the body (y2). And small parts of 
formaldehyde still remain in the body to be distributed to various tissues.

Let x1, x2, and x3 refer to the amount of formaldehyde in different organs; ijθ  refers 
to the flowing rate constant values from chamber i to chamber j(i, j = 1, 2, 3); 
“In” refers to “input”; dynamics of first class can be used to describe the flowing 
process of formaldehyde [14]. According to the relationships among the chambers 
in Fig. 102.1, equations of the state can be derived as follows:

�
(102.1)

And the corresponding output equation relative to Eq. (102.1) can be written as:

�
(102.2)

Equation (102.1) can be changed to (102.3).

�
(102.3)

where

Let ( ) ( )u t In t= . Another simple equation can be used as below:

�
(102.4)

1 21 10 1 21 2 31 3

2 12 1 21 2

3 31 30 3
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( ) .
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= − + + +
 = −
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�
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 − −      = − = = =         − −    
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Fig. 102.1  Multi-chamber conceptual model of formaldehyde flowing route in mammal body
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If the number of dimensions of the output and input is the same, using singularity 
system theory, the model (102.3) can be written as a singular model as below:

�
(102.5)

where x( )t , u( )t , and w( )t  represent states, control input, and ectogenic input for the 
common singularity system (102.5), respectively.

�

(102.6)

A1, B1 , and C1 can be calculated using A, B. If it shows:

�

(102.7)

and

�
(102.8)

then B2, D1, and D2 can be obtained as follows:

�
(102.9)

102.3 � Passivity Study and Feedback Controller Design  
in Singular Mammal Complexity Systems

A definition of the system (102.5) can be given as follows:

Definition 1 [4]  If the two functions V ( )x  and W ( )x  exist and can be positive semi-
definite and positive definite separately, then they contain

�
(102.10)
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The state space will be strictly passive, under the condition of any initial value 
x( )0  or time τ .

System (102.1) can be differentiated from any side about τ  to determine the pas-
sivity. And if

� (102.11)

and if the state space is strictly passive, (102.11) must be correct for all initial values 
x( )0  and times τ .

After calculation, it is testified that the Lyapunov function of the system (102.1) 
can be nonnegative. We can let T TV = x E Px, where P is to be determined and satisfy  

T T= ≥E P P E 0.

Theorem1  As to one free system ( ( )t ≡u 0), if it satisfies T
2 2+ >D D 0, 

T T= ≥E P P E 0, then there is a feasible solution for the linear matrix inequality

�

(102.12)

Where 0δ > , the singular system will be straitly passive, and the system (102.5) 
can be considered as a closed-loop system.

Theorem2  As to one singular system, when 0δ > , T
2 2+ >D D 0, T T= ≥E P P E 0, 

an appropriate solution can be used to solve the problem of a linear matrix inequality

�

(102.13)

And the closed-loop system should be straitly passive. If W*, X* is one of the 
proper solutions of (102.13), the feedback controller * * 1( )−= =u Kx W X x  can be 
used to show the strict passivity.

102.4 � Feedback Controller Example of the Passivity State 
in Poly-Chamber Models

The feedback controller designed above can be applied in the singular system 
(102.5). On the basis of the physiological process laws of formaldehyde flowing in 
the mammal body, ijθ  in A1 and C1 are set as below, and let 10θ = 0.05, 12θ = 0.03, 

21θ = 0.001, 30θ = 0.51, and 31θ = 0.36.
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�

(102.14)

And

�

(102.15)

Through calculations, on the basis of theorem 2, we can easily get δ =  0.0468 and

� (102.16)

So, we can describe the strictly passive state feedback controller by

�
(102.17)

102.5 � Conclusion

In this study, a single-chamber model of environmental hormone formaldehyde 
flowing in the mammal body has been set up according to the corresponding physi-
ological rules with the model passivity described in detail. Under the strict passivity 
station, the feedback controller of the singular mammal body complexity system 
has been designed with a controller example also given as model instantiation.

The mammal body complexity system is also described using descriptor system 
theory. It can be applied to biological complex systems and lay useful a foundation 
for singular system research; furthermore, the feedback controller in this chapter 
can also be applied to find proper tools for solving environmental hormone pollu-
tion problems such as formaldehyde, benzene, etc. that remain in the human body.
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Abstract  In this chapter, we use the Takagi-Sugeno (T-S) fuzzy model to model 
the nuclear reactor power control system (NRPCS), which is nonlinear time-vary-
ing and not easy to control. First, we give the point-kinetic nonlinear time-varying 
model of the NRPCS; then we choose the reactor power as the premise variable, 
propose the membership, and present a T-S fuzzy model for the NRPCS. Finally, an 
H∞ controller is investigated. The numerical example illustrates the advantage of 
the proposed model.

Keywords  T-S fuzzy model · H∞ · Reactor power control

103.1 � Introduction

For the safety a of nuclear power plant (NPP), the nuclear reactor power control 
system (NRPCS) plays an important role. Many control methods have been inves-
tigated in the area of nuclear reactor control. For example, some authors proposed 
the controller design method for an NPP with 15 % variation of reactor power about 
nominal power (100 %) [1]. Some authors used the algorithm of predictive control 
in the NRPCSs [2]. And the fuzzy proportional-integral-derivative (PID) control 
method for the NRPCSs was studied [3, 4]. The above-mentioned methods are all 
conventional control.

In contrast, some authors extended the modern control theorem to the NRPCSs. 
Some scholars demonstrated the improved robustness of state feedback adaptive 
control (SFAC) to handle changes of reactor parameters [5]. An adaptive optimal 
controller design for a NRPCS of a pressurized water reactor (PWR) was proposed 
[6]. Many authors researched the method of SFAC for NRPCSs [7, 8].

As we all know, the NRPCSs are in nature nonlinear, with their parameters vary-
ing with time as a function of power level, fuel loss, and control rod worth. The 
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authors took account of power variations in the power plant and presented a neural 
network controller which displayed good performance and stability in a wide range 
of operations [9].

At the same time, the model is very effective to obtain nonlinear control sys-
tems. Many applications on T-S control were studied in many areas. For example, 
consumer products and industrial processes [10, 11]. In view of these facts, we 
will model the NRPCSs with the T-S fuzzy model which can be handled with the 
modern control theory frame. Based on Lyapunov’s functional approach and the 
T-S fuzzy model, we present the H∞ controller for the NRPCSs with all results 
proposed in terms of linear matrix inequality (LMIs).

103.2 � System Descriptions and Preliminaries

In this section, we use the model on the nominal working point rn  and consider the 
disturbance in the coolant temperature reactivity. The model is shown as follows [7]:

�

(103.1)

where 

The variables are shown as below:
nr is the neutron density near to the equilibrium point, ∆nr  is the small fluctua-

tion of nr, and Cr is the precursor density near to initial equilibrium density.
∆Cr is the small fluctuation of Cr. Tf  is the reactor fuel temperature, ∆Tf  is 

the small fluctuation of Tf . Tl  is the temperature of the water and ∆Tl is the small 
fluctuation of Tl. zr is the control rod speed (fraction of core length per second). rG  
is the reactivity worth of the rod unit length. u t( ) is the control input. ( )tω  is the 
disturbance of coolant temperature.

The parameters represent the Three Mile Island-type reactor [9].
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Here, we want to model System (103.1) with the T-S Fuzzy model which can be 
handled with the modern control theory frame. Then, we design a common control 
law u t( ) for System (103.1) with H∞ sense.

103.3 � Main Results

103.3.1 � Modeling

As to System (103.1), we can know that the equation varies with the working point 
nr; so, we choose some functions of the working point nr  as the premise variable 
(z t z t1 7( ) ~ ( )). Use the method for construction of the fuzzy model [12].

Define

�
(103.4)

and

Then, we have
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(103.5)
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From the maximum and minimum values, z t1( ) can be represented as: 
1 1 1( ) ( ( ))*( 0.3068) ( ( ))*( 1.6748),big littlez t M z t M z t= − + −

where M z t M z tbig little( ( )) ( ( )) .1 1 1+ =
Therefore, the membership function can be calculated as 

1 1
1 1
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We take the same procedure for z t z t2 7( ) ( )−  as well. We obtain the general form 
of the membership function
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We name the membership functions “big” and “little;” then System (103.5) is 
represented by the fuzzy models.

Rule r  If z t1( ) is big, z t2 ( ) is big, z t3 ( ) is big, z t4 ( ) is big, z t5 ( ) is big, z t6 ( ) is big, 
and z t7 ( )is big, then 1 2( ) ( ) ( )r r rx t A x t B u B tω= + +� .

In theory, there are 27 rules, i.e., 27 fuzzy sub-models. In the meanwhile, it should be 
pointed out that all the premise variables z ti ( ) vary according to nr ∈[ ]15 105% %  
monotonously. Based on this fact, we can reduce the rule number to two which are: 
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According to the above rules, we can get the T-S fuzzy model and rules about 
z ti ( ):

Rule 1  If z t1( ) is big, z t2 ( ) is big, z t3 ( )  is big, z t4 ( )  is big, z t5 ( )  is little, z t6 ( )  is 
big, and z t7 ( ) is little, then 1 11 21( ) ( ) ( )x t A x t B u B tω= + +� .

Rule 2  If z t1( ) is little, z t2 ( ) is little, z t3 ( )  is little, z t4 ( )  is little, z t5 ( )  is big, 
z t6 ( )  is little, and z t7 ( )  is big, then 2 12 22( ) ( ) ( )x t A x t B u B tω= + +� .

The following global T-S fuzzy model can be obtained:

y C x tr= ( )

y C x t= 1 ( )

y C x t= 2 ( )

2

1 2
1

1

2

1 2
1

2

1

( ( ))[ ( ) ( ) ( )]

( )

( ( ))

( ( ))[ ( ) ( ) ( )]

( ) ( ( )) ( )

( ) ( ),

i i i i
i

r

i
i

i i i
i

i i
i

z t A x t B u t B t

x t

z t

z t Ax t B u t B t

y t z t C x t

C t x t

α ω

α

µ ω

µ

=

=

=

=


+ +

 =



 = + +



=

 =

∑

∑

∑

∑

�



103  H∞ Control for NRPCS Based on the Takagi-Sugeno Fuzzy Model 947

where 
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103.3.2  �H∞ Controller Design

In this section, we derive a method of the H∞ controller for the NRPCS. We use the 
control law as follows:

Controller Rule i  If z t1( ) is big, z t2 ( ) is big, z t3 ( ) is big, z t4 ( ) is big, z t5 ( ) is little, 
z t6 ( ) is big, and z t7 ( ) is little, then

� (103.6)

Then, the closed-loop system can be recast as:

�

(103.7)

Theorem 1  Given 0γ > , if there exist the matrices Ki and P  satisfying
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Taking account of (103.7) with ( ) 0,tω =  we can obtain

�
(103.11)

We know that (103.8) guarantees �V t( ) < 0 for all nonzero x t( ). Thus, one can find 
a small 0υ>  such that 2( ) ( ) .V t x tυ< −�  The stability of the considered system is 
complete.

Next, assuming that ( ) 0,tω ≠  we consider H∞ performance of the system. We 
can choose the index function J  as follows:
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(103.12)
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� (103.17)

where

� (103.18)

Proof  Pre and postmultiply the diagonal matrix diag P I I{ , , }−1  to Eij  in Theorem 
1, and apply the manipulation of variables so that

� (103.19)

We can obtain Theorem 2. The proof is completed.

103.4 � Simulation

Here, we use a numerical example to illustrate the advantage of the design method 
in this chapter.

In this case, we set the H∞  index 0.1.γ = The H∞  controller of the example 
based on the theorem we proposed is shown as follows:
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From the simulation, we can know that 
2 2 2 2

( ) 0.25 ( ) 0.022 ( ) / ( ) 0.1,t y t y t tω ω= = <  which implies that the result is 
effective.

103.5 � Conclusion

In this chapter, the problem of H∞ of the NRPCS is considered, and an H∞ a con-
troller design scheme is proposed. The H∞ controller can not only ensure system 
stability but also NRPCS performance with the energy-to-energy disturbance at-
tenuation level. The example is used to demonstrate the advantage of the proposed 
method.
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Chapter 104
Robust Optimization Design for the Cylindrical 
Helical Spring Based on the Improved Particle 
Swarm Algorithm

Yijing Liu, Ming Liu and Minrong Zhao

Y. Liu () · M. Liu · M. Zhao
Science College, Air Force Engineering University, Changle Road, 710051 Xi’an, China
e-mail: liuyj01@sina.cn

Abstract  High reliability is one of the most important criterions for the design 
of the spring; however, due to complex and diverse factors, each type of spring 
requires a different design formulation. In order to make full use of the capability of 
materials and obtain higher reliability of the cylindrical helical spring, a multiobjec-
tive optimal model is established based on robust and reliability optimization design 
theory. The objective was to obtain a spring with minimum mass and maximum 
natural vibration frequency and minimum reliability sensitivity. Some parameters 
of the spring are taken as random variables in this model and the reliability tar-
get is taken as the constrained condition. This multiobjective optimal problem is 
transformed into a single-objective optimal problem by using the multiplication and 
division method. Further, an improved swarm algorithm which can reasonably deal 
with hybrid discrete variables is used to solve this problem. The proposed method 
is applied to a practical example. The results show that this method is practical, 
reliable, and effective for obtaining parameters of robust optimization design for 
reliability.

Keywords  Robust optimization design · Cylindrical helical spring · Particle swarm 
algorithm

104.1 � Introduction

The cylindrical helical spring system is widely used in almost all of the mechanical 
and electrical products due to its structural features and elastic buffer ability. The 
cylindrical helical spring must be lightweight, highly reliable, and be highly resis-
tant to fatigue to ensure that the products work well. In a traditional way, the cylin-
drical helical spring is designed based on empirical equations, charts, and technical 

© Springer International Publishing Switzerland 2015
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manuals. The weight and carrying capacity of the cylindrical helical spring depend 
on parameters which are chosen by subjective experience [1, 2]. The reliability of 
the cylindrical helical spring is estimated conservatively in this way and the capa-
bility of materials cannot bring all potentialities into full play. However, reliability 
is extremely design sensitive. Very slight changes to the design of parameters can 
cause profound changes in reliability which is why it is important to specify product 
reliability before any design work is undertaken. Faced with the potentially conflict-
ing criteria of adverse performance and economy, some optimization methods are 
presented to obtain the optimal solution of this problem. In order to establish an 
optimal model, some parameters of the spring can be taken as random variables and 
the reliability target can be taken as the constrained condition[3, 4]. A theoretical 
method of reliability-based robust optimization design is proposed and a model for 
designing a helical compression spring is developed using multicriterial optimiza-
tion to find the least change of the spring’s stiffness, maximal natural frequency, 
and minimal spring mass [5–7]. The problem addressed here consists of optimiz-
ing mechanical properties, e.g., mass and natural vibration frequency of cylindrical 
helical springs given a set of design parameters, which constitutes the design space 
of the problem. This multiobjective optimal problem is transformed into a single-
objective optimal problem by using the multiplication and division method. Further, 
an improved swarm algorithm is used to solve this problem which can reasonably 
deal with hybrid discrete variables.

104.2 � Robust Optimization Reliability Design Model  
for Cylindrical Helical Spring

104.2.1 � Mechanical Properties Measure  
and Design Variable

A spring is an elastic device that regains its original shape after being compressed 
or extended. The helical springs are made of wire with round or rectangular section 
wrapping up on a screw propeller. The geometric elements of a cylindrical helical 
spring are shown in Fig. 104.1.

The main design parameters of the cylindrical helical spring include the wire 
diameter of the spring d, the mean diameter D, and the number of active coils n. Its 
mechanical properties are listed bellow [1]:

1.	 Mass of the cylindrical helical spring ( m). Light weight and small size have 
become the trend of technology development for many products. So mass is an 
important design parameter of the cylindrical helical spring.

� (104.1)
2 2

2( )
4

d D
m n n

ρπ= +
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where ρ is the density of the material and n2 is the number of closed and ground 
coils which provide good bearing against the seats to reduce the bend effect.

2.	 Natural vibration frequency of the cylindrical helical spring (  f  ). To avoid 
surge, the natural frequency of the cylindrical helical spring must be taken into 
account.

�
(104.2)

where G is the material shear modulus.

3.	 Reliability of the cylindrical helical spring ( R). The failure of the spring is often 
caused by fracture due to fatigue. Generally fatigue strength and shear strength 
of the cylindrical helical spring follow normal distribution. Because of this, the 
reliability of the cylindrical helical spring can be calculated from the following 
equations

� (104.3)

� (104.4)

where Φ(*)is the normal distribution function, τδ Γ
 and 

τδσ Γ
 are the arithmetic mean 

and standard deviation of limit shear fatigue strength, respectively, and τΓ  and τσ Γ
 

are the arithmetic mean and standard deviation of shear stress, respectively.
The wire diameter of the spring, the mean diameter, and the number of active 

coils are used as decision variables in this research.

� (104.5)

2 22

d G
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nD ρπ
=

( )RR Z=Φ

2 2
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rr

r
RZ

τ

τ

δ τ
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1 2 3[ ] [ ]T TX d D n x x x= =

Fig. 104.1   Geometric ele-
ments of a cylindrical helical 
spring
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104.2.2 � Objective Function

Suppose the decision variable X is a random variable, reliability sensitivity is the 
partial derivative of the reliability to X. To obtain minimum mass, maximum natu-
ral frequency, and minimum reliability sensitivity, the solution of the optimization 
problem corresponds to the least value of the objective function. By substituting the 
values, objective functions can be obtained as follows:

�
(104.6)

�
(104.7)

�

(104.8)

This multiobjective optimal problem is transformed into a single-objective optimal 
problem by using the multiplication and division method. The objective function is 
given by eq. 104.9.

� (104.9)

104.2.3 � Constraints

The following constrains must be satisfied to obtain optimal values of the variables.

1.	 Spring index. Spring index depends on the ratio D/d and is recommended to be 
greater or equal to 4 and less or equal to 18 [2]. If the spring index is less than 4, 
the spring will be difficult to manufacture and have larger stress concentration 
due to tight curvature.

� (104.10)

2.	 Ratio of slenderness. In order to reduce the bend or wavy effect, the ratio of the 
cylindrical helical spring must be considered [2].

� (104.11)

2 2
1 2

3 21min ( ) ( )
4

x x
f X x n

ρπ
= +

1
2 2

3 2

max ( )
22

x G
f X

x x ρπ
=

3

3
1

min ( )
ii

R
f X

x=

 ∂=  ∂ 
∑

1 3

2

( ) ( )
min ( )

( )

f X f X
f X

f X
=

1 2 1 2 2 1( ) 4 / 0 and ( ) / 18 0g X x x g X x x= − ≤ = − ≤

3 1 2 3( ) 1.5 / 0.5 0cg X x x x b= + − ≤
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where cb  is the critical value of the slenderness ratio of the spring. When the spring 
is fixed on both ends, 5.3cb = . When the spring is fixed on one end, 3.7cb = . When 
the spring is not fixed on both ends, 2.6cb = .

3.	 Natural frequency. To avoid resonance, the spring should not be cycled at a fre-
quency close to its natural frequency.

� (104.12)

where f0 is the working frequency of the spring.

4.	 Solid height. In order to maintain linearity when the spring is about to close, it is 
necessary to avoid the gradual touching of coils. Thus,

� (104.13)

where H0 is the free length of the spring when there is no load affecting it. maxδ
is the deflection when the spring is loaded the maximum external force. Hs
is the height of the spring when the spring is loaded such that the coils are touch-

ing each other [1]. This constraint can be expressed as

�
(104.14)

5.	 Reliability. Suppose the allowed reliability is R0, the reliability constraints can be 
obtained as

� (104.15)

6.	 Spring allowable design variables. All design variables must be in the ranges 
allowed. Thus

� (104.16)

� (104.17)

� (104.18)

1
4 0 2

3 2

( )
22

x G
g X f

x x ρπ
= −

0 max sH Hδ− ≥

3
max 2 3

5 1 3 2 34
1

8
( ) 0.4 0

F x x
g X x x x x

Gx
= + − ≤

6 0( ) 0g X R R= − ≤

7 min 1 8 1 max( ) 0 and ( ) 0g X d x g X x d= − ≤ = − ≤

9 min 2 10 2 max( ) 0 and ( ) 0g X D x g X x D= − ≤ = − ≤

11 min 3 12 3 max( ) 0 and ( ) 0g X n x g X x n= − ≤ = − ≤
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Then the robust optimization model can be written as

�
(104.19)

�
(104.20)

104.3 � Improved Particle Swarm Optimization (IPSO)

Particle swarm optimization (PSO) has emerged in recent years as one of the most 
efficient approaches to solve optimization problems. In PSO, a number of particles 
are placed in the search space of some problem. Each particle then determines its 
movement through the search space by combining some aspect of the history of its 
own current and best locations with those of one or more members of the swarm. 
The next iteration takes place after all particles have been moved. Eventually, the 
swarm as a whole is likely to move close to an optimum of the fitness function [8, 
9]. This procedure for solving robust optimization design of the cylindrical helical 
spring is given in the following steps:

Step 1: Determine parameters. Suppose Xi = [d D n]T = [x1 x2 x3]
T is the position of 

the particles and Vi = ( vi1, vi2, vi3, vi4) = (Δd, ΔD, Δn) is the velocity of the par-
ticles. The search space is determined according to national standards in which 
allowable decision variables are discrete values.

Step 2: Initialization of swarm positions and velocities. Initialize a population of 
particles with random positions and velocities.

Step 3: Evaluation of particle’s fitness. Evaluate each particle’s fitness value.
Step 4: Comparison to personal best (pbest). Compare each particle’s fitness with 

the particle’s pbest. If the current value is better than pbest, then set the pbest 
value equal to the current value and the pbest location equal to the current loca-
tion in n-dimensional space.

Step 5: Comparison to global best (gbest). Compare the fitness with the popula-
tion’s overall previous best. If the current value is better than gbest, then reset 
gbest to the current particle’s array index and value.

Step 6: Updating of each particle’s velocity and position. Change the velocity ( vi) 
and position of the particle ( xi) according to eq. 104.21 and 104.22

� (104.21)

� (104.22)

1 3

2

( ) ( )
min ( )

( )

f X f X
f X

f X
=

s.t. ( ) 0 ( 1,2, ,12)ig X i≤ = …

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))i i i i g iv t v t c r t p t x t c r t p t x tω+ = + − + −

( 1) ( ) ( 1)i i ix t x t v t+ = + +
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where i = 1, 2,…, N indicates the number of particles in the population; t = 1, 2,…, 
tmax, indicates the iteration, ω is a parameter called the inertial weight; Positive 
constants c1 and c2 are the so-called cognitive and social components, which are the 
acceleration constants responsible for varying the particle velocity toward pbest and 
gbest. Variables r1 and r2 are two random values in the range [0, 1], respectively. 
vi = [vi1, vi2,…, vin]

T and xi = [xi1, xi2,…, xin]
T stand for the velocity and position of 

the ith particle, respectively, and pi = [pi1, pi2,…, pin]
Trepresents the best previous 

position of the ith particle. Pi can be obtained by Eqs. 104.23

�
(104.23)

pg( t) represents the best position of the particle among all the particles in the swarm. 
pg( t)∈{ p0( t), p1( t),…, ps( t)} and f( pg( t)) = min{f( p0( t), p1( t),…,ps( t))}.

Calculate the distance between the position of the particle ( Xi) and the allowable 
decision variable value. Then replace Xi by allowable decision variable value with 
the shortest distance calculated above to make sure that the new position is in the 
search space.

Step 7: Checking feasible solution. Check the new position according to constraint 
equations. If the new position is not the feasible solution, return to Step 6 until 
each new position of the particle is the feasible solution of this optimization 
problem.

Step 8: Repeating the evolutionary cycle. Return to Step 3 until a stopping 
criterion is met, usually a sufficiently good fitness or a maximum number of 
generations.

104.4 � Experimental Results

Table  104.1 shows the known conditions of an application. The valve spring is 
made of 50 CrVa and is fixed on both ends.

Use the optimization method proposed above, the optimization results can be 
obtained quickly. The mass and natural frequency are dimensionless to decrease the 
influence of dimensions before calculating. Table 104.2 shows the comparison of 
three optimization results [10].

( )( )
( )( ) ( )( )

( ) ( ( 1))
( 1)

( 1) 1
i i i

i
i i i

p t if f x t f p t
p t

x t if f x t f p t

 + ≥+ =  + + <

Table 104.1   Parameters of the valve spring
Fmax 
(N)

Fmax 
(N)

f0 
(Hz)

G 
(MPa)

ρ (kg/mm3) d (mm) D (mm) n n2 C R0

266.56 666.4 50 7.9 × 103 7.85 ×10− 6 4 ≤ d ≤ 10 20 ≤ D ≤ 50 4 ≤ n ≤ 15 1.75 C ≥ 6 0.999
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104.5 � Conclusion

The aim of this work was to optimize mass and natural vibration frequency of a 
cylindrical helical spring that is capable of carrying given external forces without 
failure and minimize reliability sensitivity. Good results were obtained with this ro-
bust optimization reliability design model proposed above. The results show that this 
method is practical, reliable, and effective. The mass of the cylindrical helical spring 
decreases and the natural vibration frequency increases significantly. In the meantime, 
the improved swarm algorithm solves the problem, which includes hybrid discrete 
variables. The future studies could focus on comparing the results with the direct use 
of numerical simulations in order to evaluate the accuracy of the fitness model.
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6.0702(6) 40.05(40) 5.5 0.1881 270.56 0.999999 0.5571

Reliability 
optimization 
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Abstract  In this chapter, a meticulous restricted equivalent transformation on sin-
gular systems is proposed. It can simplify different variables in complex singular 
systems and turn the complex singular system to be more simple and clear. This 
method gives the complexity of the singular system equivalent to more singular sys-
tems so that we approach the new phenomenon of altering the traditional restricted 
equivalent transformation provided the future analysis foundation on the practical 
system.

Keywords  Component · Restricted equivalent transformation · Singular system · 
Block matrix

105.1 � Introduction

There are many fields existing in the singular systems. For example, power control 
systems, chemical reaction processes, aerospace exploration engineering, social 
economic control systems, intelligent network analysis, biological control systems, 
time-series (discrete) analysis [1], and so on.

Generally, the continuous-time state-space description of singular systems can 
be expressed as below

� (105.1)

Here function � �(*) ( , , , )∈ f x x xn1 2 , � �(*) ( , , , )∈ f x x xm1 2 , and variable 
ν ν ν ν≥ ∈ℜ ∈ℜ ∈ℜ0, ( ) , ( ) , ( )x u yn m l , ( ) , ( ( ))n n rank nν ν γ×∈ℜ = <  .

( ) ( ) ( ), ( ),

( ) ( ), ( ),

ν ν ν ν ν

ν ν ν ν

� �

�

x x u

y x u

= [ ]
= [ ]






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In many situations, we analyze the following continuous linear time invariant 
singular systems [2], which can be expressed as

� (105.2)

Here, the constant matrixes F T Z W, , , meet the conditions as below: ( ) ,rank nγ= <E  
F T Z Wn n n m l n l m∈ℜ ∈ℜ ∈ℜ ∈ℜ× × × ×, , , , for the sake of convenience, the singular 
system (105.2) is abbreviated (E , , , ,F T Z W ).

Definition: the singular system’s transfer function is G s( )

� (105.3)

We can use the transformation x J x= −1  for singular control system (105.2), here J  
is a nonsingular matrix

� (105.4)

where the matrix K  and the matrix J  are invertible, and the equivalent transfor-
mation of this state space singular system is constrained, which is usually limited 
to the equivalent transformation. Apparently, symmetry, reflexivity, and transitivity 
are the characteristics of the singular system-constrained equivalent transformation.

105.2 � Description of the Problem

Given the regular matrix ( , )E F , E ,F n n∈ℜ × , there are two invertible matrixes K J, ,

� (105.5)

where the nilpotent matrix H H Z∈ℜ = = ∈− × − +( ) ( ) , min{| , }n nγ γ ν ν� 0 , let 
J x x x x xr n r− −= ∈ℜ ∈ℜ1

1 2 1 2( ) [ ( ) | ( )], ( ) , ( )ν ν ν ν ν , we get

� (105.6)
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This is the first restriction equivalent form, which is referred to the fast and slow 
decomposition of the subsystem. If �x1( )ν  is the slow subsystem [3, 4], H�x2 ( )ν  is 
the quick subsystem [5], the transfer function is

� (105.7)

105.3 � Results

Theorem linear time-invariant singular system mode (2), suppose W =0 , matrixes 
K J n n, ∈ℜ × , rank K rank J n( ) ( )= = , let x Jx= , we get the singular system trans-
formation expressed as below

� (105.8)

where � � � � � � � � �x x x x x x x x x( ) [ ( ) | ( ) | ( ) | ( ) | ( ) | ( ) | ( ) |ν ν ν ν ν ν ν ν= 1 2 3 4 5 6 7 88 ( )]ν
So we can get subsystems as below
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� (105.8.4)

�
(105.8.5)

� (105.8.6)

� (105.8.7)

� (105.8.8)

Proof there are invertible matrixes K1  and J1, K J diag Iq1 1 0E = ( , ),
Let J x x x1

1
1 2

− =( ) [ ( ) | ( )]ν ν ν� � , � �x xq n q
1 2( ) , ( )ν ν∈ℜ ∈ℜ − , the restricted equivalent 

form is

�
(105.8.9)

where K J
Iq

1 1
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0 0
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





 , K J

F F

F F1 1
11 12

21 22
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


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


, K T T T1 1 2=[ | ]� � , ZJ Z Z1 1 2=[ ]� � .

Then gradually with simultaneous diagonalization of matrices [ , ]E F , we have 
invertible matrixes [ , ],[ , ], ,[ , ],K J K J K J2 2 3 3 7 7⊃ we get formula (105.8).

105.3.1 � Comments

1.	 Since there was no x7 ( )ν , we can assume that there is no constraint on the sys-
tem, then we can call it independence of the state of the system;

2.	 From 105.8.8,

� (105.8.10)

x8 ( )ν will be completely determined by the upper half of the u2 ( )ν . When other 
equations do not contain x8 ( )ν , there is no affliction of the state of the systems;

3.	 From 105.8.6,

� (105.8.11)
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x4 ( )ν  will be completely determined by the input u2 ( )ν  and upper half of the u3 ( )ν , 
however other equations contain x4 ( )ν ; so it will affect other states;

4.	 From 105.8.5,

� (105.8.12)

x2 ( )ν  will be completely determined by the input u2 ( )ν , 3 ( )u ν and the upper half of 
the u4 ( )ν , however other equations contain x2 ( )ν , so it will affect other states also;

5.	 From 105.8.4

� (105.8.13)

x6 ( )ν  will be completely determined by the input u u u2 3 4( ), ( ), ( )ν ν ν , and the upper 
half of the u2 ( )ν  and u3 ( )ν ;

6.	 The original system can be determined by the following singular system of rela-
tionships between the state of the above system components,

�
(105.8.14)

That is

� (105.8.15)

Obviously (105.8.15) remains a singular system, which we still can be used in front 
of the decomposition theorem for system structural analysis, and then get more 
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detailed components of the relationship between the state and the state of the input; 
so the study complex high-dimensional singular system will be of great help.

105.4 � Conclusion

This study acquires a meticulous restricted equivalent transformation on the state-
space equation of the singular linear control system from this theorem, and reached 
the standard form of system architecture by the theory of matrix decomposition and 
transformation. This theorem can simplify a complex singular system into a stan-
dard and meticulous form; according to this form, the classifications of the states are 
proposed and the complex singular system problems have become much simpler.
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Chapter 106
Intelligent Control of a Servo-Motor-Driven 
Shock Absorber Performance Tester
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Abstract  This chapter describes a project on the driving and controlling system 
of an automotive shock absorber tester. The system structures and key parameters 
are designed followed by the analysis of function partitioning and collaboration 
of a host personal computer (PC) and the controller. The communication protocol 
between controller and host PC is developed. Then, the structure and the flow chart 
of the controller program are presented. Finally, the performance test result using 
the tester with the developed drive system is given and compared with a qualified 
tester, which shows the accuracy of the new system.

Keywords  Shock absorber · Performance tester · Servo controller · Programming

106.1 � Introduction

The performance tester is an important facility in shock absorber and relevant in-
dustries. Its test result is a major guideline for research and development of a new 
product and provides an essential quality index for manufacturers [1, 2].

The tester with a frequency variable-driven eccentric is widely used in manufac-
tures [3]. Although it is simple and cheap, its drawbacks, such as inaccurate exciting 
curve and incapability of a variable stroke test, limit its use. The electro-hydraulic 
servo tester can solve the abovementioned problems, but it has a very high purchas-
ing/maintenance cost and large space occupation. As a result, it is more used in 
laboratories and high-end shock absorber manufactures [4–7].

The electronic servo techniques have been widely used in industry since the 
1990s. It combines the advantage of servo control with compact size, low cost 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
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and high performance. This chapter presents parts of efforts in the research and 
development of a shock absorber performance tester driven by an electronic servo 
actuator. Its power source is a permanent magnet (PM) synchronous servo motor, 
which drives a precision ball screw assembly to convert the angular movement of 
the motor rotor to the linear vibration of an exciting piston. The motor is controlled 
by an intelligent servo controller, which is responsible for the motion control, pro-
cess control and communication with the host PC. The principle diagram and key 
parameters of the system are listed. The function partitioning and collaboration of 
host PC and controller is analysed and the communication protocol is developed. 
Then, the flow chart of the controller program is presented. Finally, the performance 
test result using the tester with the developed drive system is given and compared 
with that of traditional testers with the results indicating the advancement of the 
new system.

106.2 � System Diagram and Key Parameters

The drive system is composed of a servo controller, servo motor, synchronous belt 
and pulley and ball screw (Fig. 106.1). As shown in Fig. 106.1, the servo control-
ler plays the key role in the system. It communicates with the host PC through a 
controller area network (CAN) interface, generates motor motion signals according 
to test specifications and controls the motor to realize the motion. But it should be 
noted that sensors for the measurement of force, displacement, temperature and 
rotating speed and actuators such as clutch and fixture are not shown in the picture.

The key parameters of the system are listed in Table 106.1.

Synchronous
belt and
pulley

Servo motor

Piston
with

screw nut

Shock
absorber

Screw

Servo
controllerHost PC CA

N

Fig. 106.1   System diagram
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106.3 � Communication Protocol

The host PC’s tasks include providing graphical user interface (GUI), manipulating 
test data and generating test report. The intelligent servo controller is a robust hard-
ware running an embedded operating system and is capable of real-time tasks. It 
has enough I/O ports and is user-programmable. Thus, in this system, the controller 
is responsible for generating the motion curves and controlling the motor to realize 
the curve.

The communication between the controller and host PC follows the CAN open 
protocol. It is a typical master–slave model. The host PC is responsible for initi-
ating a request. The controller is always waiting for the request and sends back 
the requested data to the host PC immediately. A set of communication protocol is 
developed, including: (1) download the test parameters, (2) parse the running com-
mands and (3) retrieve the current status. Details of the communication protocols 
are shown in Tables 106.2–106.4.

Table 106.1   Key parameters
Component Feature name Feature
Servo controller Motor control Speed/torque actuating drive

Electronic cam
Capacity Rated output: 59A
Programming Graphic programming
Communication Integrated CAN open

Servo motor Type Brushless, PM synchronous motor
Capacity Rated power/speed: 29 KW/209 rad/s
Encoder Incremental rotary

Screw assembly Screw type Precise ball screw
Lead 50 mm
Max. stroke 200 mm

Table 106.2   Test parameters
Name Address Type Format
Number of curve C3001/0 Unsigned long 1–16
Test speed C3002/0~C3009/0

C3029/0~C3036/0
Unsinged int 16,384/1.5 m/s

Test stroke C3012/0~C3019/0
C3021/0~C3028/0

Unsinged int 10,000/ + 50 mm

Home position C2643 Signed long −10,000/0.1 mm
Home speed C2644 Signed long 10,000/0.1 mm/s
Moving target C3037 Signed long 10,000/0.1 mm
Moving speed C5053 Signed long 10,000/0.1 mm/s
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106.4 � Programming of the Controller

The controller is programmed to realize the required complex functions and pro-
cess. The self-defined position follower function block is responsible for generating 
the exciting curves. The shock absorber test standard requires the exciting position 
be sinusoidal [7], but such exciting curves may result in mechanical shocks when 
the adjacent test velocities are different.

In this research, the theoretic sinusoidal signals are processed at the beginning 
and ending part of the signal. As an example, the beginning 30° rotation is stretched 
to 60°, and the position expression is

� (106.1)

where A is the test stroke and 1 4c c−  are time independent coefficients.
As seen, the x and its first-, second-, third- and fourth- order derivatives are all 

zero at the beginning ( t  =  0). So whether the adjacent test speeds are different or 
equal, the position, velocity and acceleration will change smoothly. No shock will 
appear. The result curves are shown in Fig. 106.2.

7 6 5 4
1 2 3 4sin[ ( )]x A c t c t c t c tω= − + + +

Table 106.4   Status parameters
Name Address Type Format
Current status C3041/0 Unsigned int 0 × 0001: going home

0 × 0002: testing
0 × 0004: moving
0 × 0008: error
0 × 0010: hardware disabled
0 × 0020: exceeding upper limit
0 × 0040: exceeding lower limit

Current position C2575/0 Signed long 10,000/0.1 mm
Current curve no. C3042/0 Signed long Only valid when status is “testing”
Hardware ready C444/1 Signed int 1 = hardware ready
CAN ready C444/2 Signed int 1 = CAN module ready

Table 106.3   Control command
Name Address Type Format
Control command C3040/0 Unsigned int 0 × 0001: go home

0 × 0002: start testing
0 × 0004: stop
0 × 0008: move
0 × 0010: reset
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106.5 � Validations

In addition to the programing of the servo controller, the test client software running 
on host PC is also developed. Figure 106.3 shows a typical result curve of a dou-
ble-tube front shock absorber for a passenger car. The test sample is kept in good 
condition and its damping forces have been tested on a qualified electro-hydraulic 
servo tester. It can be seen that the curve is smooth and well filled. This means the 

Fig. 106.2   Exciting position, velocity and acceleration curve
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tester runs smoothly. The developed control system can provide the required excit-
ing movements and avoid mechanical shocks.

Then, the damping force results from two machines are compared. The maxi-
mum relative error between corresponding test speeds is less than 2 %. Considering 
the repetitive variance of shock absorbers, this error is acceptable. The accuracy 
of the developed tester is good enough for the shock absorber performance tests 
(Table 106.5).

106.6 � Conclusion

1.	 The servo-motor-driven shock absorber performance tester combines the advan-
tages of a servo control with compact size, low cost and high performance. The 
intelligent control system is the core of the servo-motor-driven shock absorber 
performance tester. Details of the development process are provided.

2.	 The sample test results show that the developed tester fulfils the requirements of 
the shock absorber performance test specification and achieves high accuracy.

Fig. 106.3   A typical result curve

 

Table 106.5   Test results
SEq. Speed (mm/s) Stretching force (N) Compressing force (N)
1 19.9 27.6 − 35.4
2 49.9 78.4 100.0
3 99.9 191.1 203.0
4 299.8 401.9 362.1
5 600.9 677.0 525.4
6 999.3 1065.0 738.0
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Abstract  The model predictive controller (MPC) can deal with the pure delay sys-
tem directly and has a good tracking performance. It also has strong robustness 
when model mismatch happens. The fractional-order proportional-integral (FOPI) 
controller has a fast response and disturbance rejection. A new MPC-FOPI control-
ler is proposed to deal with the delay and interference links in the cascade system. 
The new controller is designed to control the cascade system. The results show that 
the new controller has the advantages of the two mentioned controllers and can 
effectively achieve the cascade system control.

Keywords  MPC · FOPI · Delay system · Cascade system

107.1 � Introduction

The model predictive controller (MPC), as a predictive control algorithm which 
has been widely applied and valued in industrial process control in recent years [1], 
can deal with the pure delay system directly and has a good tracking performance. 
It also has a strong robustness when model mismatch happens; however, as the dy-
namic matrix control (DMC) has a large sample period, the antiinterference ability 
of the MPC is not as good as the traditional proportional-integral-derivative (PID) 
controller. Furthermore, the feedback link cannot take account of both the robust-
ness and antiinterference due to the single-level control structure of the MPC. Thus, 
how to deal with the relationship of the robustness and antiinterference is still a big 
problem of designing a controller.

© Springer International Publishing Switzerland 2015
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The dual-vessel water tank and the unmanned aerial vehicle (UAV) attitude are 
common in a cascade system, in which the UAV attitude control requires accuracy 
and it shows that the cascade PID control can meet the requirement [2]. As a com-
mon industrial process object, the boiler drum level [3] is a cascade system which 
has large inertial and some time-varying parameters. The control strategy of MPC-
MPC can meet the requirement [4]. A continuous pharmaceutical tablet manufac-
turing process via direct compaction is a system which has the feature of large 
time-delayed, time-varying and nonlinear in operating conditions. It shows that the 
MPC-PID control can have a better performance than the cascade PID control [5, 
6]. In other cascade systems in the industrial process control, the DMC-PID is also 
widely used [7]. All these applications have proved that the MPC-PID controller 
can deal with a large-delay system effectively [8].

As the traditional PID controller is inflexible and has oscillation and large over-
shoot sometimes, a new PI Dµλ–  controller occurs, which has two more parameters 
than the PID controller; so it expands the tuning range of the controller parameters. 
Under this circumstance, it is a tendency that a new controller, which combines the 
advantages of the MPC controller and the PI Dµλ– , controller is to be designed [9]. 
The rapid system is regulated by the PI Dµλ–  controller, and the big delay system 
is regulated by the MPC controller. The simulations show that it has a better control 
effect than the PI-PI controller and DMC-PID controller.

107.2 � The Concept of the MPC and FOPI Controller

107.2.1 � Establishment of a No-Delay Prediction Model 
of State Space

Assuming that the state vector is measured, that is �x( | ) = ( )k k x k , the effect of 
disturbance and measurement noise on the system can be ignored at this time. Now, 
the iteration model can be used to realize the future process prediction.

�

(107.1)

where x is the state vector; u is the control input vector; y represents the measured 
output; z is the controlled output vector. y and z may be overlapped or the same 
(when all of the controlled output is measurable. A, B and C are constant.

Write it in the matrix form:

�
(107.2)
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The first line use ( | )= ( )u k k u k  instead of   ( )u k  because the value 
of    ( )u k   cannot be determined or detected at the moment k. Considering    

( + | ) = ( + | )- ( + 01| )u k j k u k j k u k j k∆ , the value of ( -1)u k  is known at the moment k 
and the matrix can be written as follows:

�

(107.3)

At the moment k, the predict input at the moment k + Nc is

�

(107.4)

Finally, take the results above into formula (107.1). write it in matrix form:

�

(107.5)
The model prediction equation of y is:

�
(107.6)

107.2.2 � Concept of Fractional Operator and the Fractional 
Order Controller

Define the fractional calculus operator tD
α

α  [10]:

�
(107.7)

-1 +1n nα< < , ()Γ  is the Gamma function

� (107.8)

When 0α< , tD
α

α  means the fractional integral calculus operator. When 0α > , it means 
the fractional differential calculus operator. Another two parameters of differential 
order µ and integral order λ are added to be compared with the traditional PID con-
troller. The overshoot of system is mainly effected by µ and λ; and the steady-state 
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precision of the system is mainly effected by λ [11]. With the two parameters µ and 
λ, the FOPI controller can be designed more flexible than the traditional controller.
The fractional order controller is:

� (107.9)

The fractional order [0,1], [0,1]λ µ∈ ∈ , , ,p i dK K K  are the parameters of the PI Dλ µ–  
controller. The transfer function is:

�
(107.10)

107.2.3 � Cascade-Coupling System

The series-coupling system is often found in the industry. It generally contains a 
fast-response link and a large-delay link so that every input and output are mutually 
connected. This kind of system is very difficult to control by the traditional PID 
controller. As shown in Fig. 107.1, U1 and U2 are the input of this system, and Y1 
and Y2 are the output of this system. Y1 contacts U1 by a transfer function G1, and 
it contacts U2 by a transfer function G3, and Y2 contacts U1 by a transfer function 
G2, and it contacts U2 by a transfer function G4 when this system is decoupled. As 
shown in Fig. 107.2, the decoupled transfer function G1 can be treated as a cascade 
system which is combined by a fast-response link and a large-delay link.

( ) = ( )+ ( ) + ( ).p i t d tu t k e t k D e t k D e tλ µ–

( ) = + + .p i dG s k k s k sλ µ–

Fig. 107.2   The structure of G1

 

Fig. 107.1   Cascade-coupling system
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107.3 � MPC-FOPI Controller Design

107.3.1 � Process of the MPC Controller Design

Firstly, predict the current real output value in the measurable disturbances:

� (107.11)

Secondly, use the Kalman filter array M to estimate the true state:

�

(107.12)

Thirdly, use the optimal state estimation for manipulated variables (MV) increment 
quadratic programming (QP):

�
(107.13)

Finally, predict the next moment state ˆ( 1 | )x k k+ :

�

(107.14)

107.3.2 � Design of the MPC-FOPI Controller

As shown in Fig. 107.3, G1 is composed by the decoupled transfer function and an 
FOPI controller. G2–G4 is in the same situation. The MPC controller is the outer 
loop controller. The inputs are U1 and U2, and the outputs are Y1 and Y2.
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Fig. 107.3   The structure ot the MPC-FOPI controller
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Firstly, use the FOPI controller to stabilize the fast response link (or inner link) 
in G1–G4. The parameters of the FOPI are tuned by an intelligent algorithm, such 
as PSO or BFOA algorithm.

Secondly, based on the cascade structure formed by the closed-loop transfer 
function of the inner link, the large-delay link (or outer link) builds up the MPC 
controller.

107.4 � Simulation

Control a single-cascade system with no interference. Build up the four controllers 
PI-PI, FOPI-FOPI, MPC-PI and MPC-FOPI, respectively, and control the 

single-cascade system 
2

IN OUT
5.72 8

= =
56 +1 89 +1

se
G G

s s

− –

. The reference trajectory is 

=1r . Use integral of time-weighted absolute error (ITAE) performance index 

0
( )

t
J e t tdt=∫  as a basis for evaluation. Use intelligent algorithm gets the optimal 
controller.

The inner loop PI controller and the outer loop PI controller are, respectively,

�
(107.15)

The inner FOPI controller and the outer loop FOPI controller are, respectively,

�
(107.16)

The performance index, respectively, is

�
(107.17)

In Fig. 107.4, the MPC-FOPI has the best performance when a cascade short-time 
delay system is controlled, and the MPC-PI controller can also have a better perfor-
mance than the traditional PI-PI controller. It is shown that the MPC controller has 
a good performance when a system with delay is controlled, and the FOPI-FOPI 
controller has faster response ability than the PI-PI controller.

Use the mentioned four controllers respectively to control a multiple-input and 
multiple-output (MIMO) coupling system:

�

(107.18)

IN OUT
0.0005 0.0007

PI 0.4086 ,PI 0.0873 .
s s

= − = +

-0.2607 -0.1912
IN OUTPI 0.0327+0.0234s ,PI 0.0113+0.0272s .λ λ− −= =

PI-PI FOPI-FOPI

MPC-PI MPC-FOPI

97.1796 51.7475

35.1646 32.7371.

J J

J J

= =
= =

81 90

70 60

5.72 8 2.80 12
11= , 12= ; 21= , 22=

56 +1 89 +1 32 +1 18 +1

4.80 7 3 6
31= , 32= ; G41= , 42= .

60 +1 70 +1 16 +1 90 +1

s s

s s

e e
G G G G

s s s s

e e
G G G

s s s s

− −

−

− −

− − –



107  Model Predictive Controller and Fractional-Order Proportional-Integral … 981

G11 is a function that means input 1 to output 1, and G12 means input 1 to input 2 
and so on. This system is a coupling system. It could be decoupled to several cas-
cade systems, then the designed controller can deal with it.

The set point is 1 2=8; =6y y . The optimal FOPI-FOPI controller is

�

(107.19)

In this situation (Fig.  107.5), the -PI PI  controller has no control effect. The 
performance index is, respectively,

� (107.20)

Simulate (in Fig. 107.6) the four mentioned controllers to control the single-cascade 
system above under the measurable disturbance of the white noise (the mean power 
is 0.3 and the period is 3 s) and a measurable disturbance of the step ( r = 0.1).

It is shown that the MPC controller can effectively deal with the large-delay 
system and unmeasured disturbance in Figs. 107.5 and 107.6. In Fig. 107.6, it obvi-
ously shows that the FOPI controller features faster response ability and stronger 
robustness than the traditional PI controller. The MPC-FOPI controller is feasible in 
dealing with the delay and interference links in the cascade system, and also in the 
MIMO system, which can be decoupled to the cascade system.
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107.5 � Conclusion

An MPC controller can deal with the pure delay system directly and has a good 
tracking performance. It also has a strong robustness while the FOPI controller has 
a faster response and disturbance rejection than the traditional PI controller. A new 
MPC-FOPI controller, which inherits the advantages of the MPC controller and the 
FOPI controller, is proved that it can better deal with the delay and interference links 
in the cascade system than the traditional PI-PI controller or MPC-PI controller.

The simulation results reveal that the MPC-FOPI controller has better control 
performance in dealing with the time-delay system, tracking the given value and 
rejecting the measured and unmeasured disturbance in the single-cascade and the 
coupling system as well.
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Abstract  Functional magnetic resonance imaging (FMRI) has been widely used in 
the field of medicine and physiology, which realizes neuro imaging without dam-
age. FMRI was initially applied to the analysis of FMRI images; however, its statis-
tical analysis was limited to the elementary processes because of the complexities 
of the FMRI images and the difficulties to establish the neuromotor time–space 
model. In this chapter, we focus on the analysis of FMRI images based on large 
data. Firstly, we make the time-correlation analysis of the data to reduce the size 
of the data. Then, we further investigate the spatial characteristics of valid signals, 
and compare the predicted signal and the original signal in the time domain and 
frequency domain. We find that there is a strong relevance of FMRI data in both 
time and space area, which indicates that the stimulation signal of the brain radiates 
to the surroundings of the stimulated point, and the signal is continuous in time, not 
an impulse.

Keywords  Big data · Correlation analysis · FMRI images · Space domain · Time 
domain

108.1 � Introduction

The neuroimaging technique has important significance for humans to achieve the 
ultimate scientific dream—“to uncover the mysteries of the brain”. Functional mag-
netic resonance imaging (FMRI) is used in the field of medicine and physiology to 
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make neuroimaging without damage become reality [1, 2]. Through the analysis of 
imaging data, we can get the information how human brain’s neural state changes 
under different external stimulus conditions; thus, we can thoroughly understand 
the inner mechanism how human behavior is controlled by the brain and reveal the 
laws of brain nerves’ movement. FMRI emerged in the 1990s, and the technology 
mainly focuses on the changes of the blood flow in various parts of the brain. FMRI 
uses the coupling relationship between blood flow conditions and nerve behavior to 
study the movement law of the brain [3]. Friston divides the research of brain func-
tion into two categories: one is used to analyze the space connection, which is called 
functional connection, and the other one is for the analysis of the time connection, 
which is called effective connection. They both analyze the interactions of neurons. 
There are two methods of the functional connection: one method is hypothesis driv-
en, including correlation analysis, coherence analysis, and the generalized linear 
model (GLM); the other method is data driven, including independent component 
analysis, principal component analysis, and principal component analysis (PCA) 
cluster analysis. The methods of effective connection are divided into two catego-
ries according to whether the time information is included. Structural equation mod-
eling (SEM), multivariate auto regressive modeling (MAR), and dynamic casual 
analysis (DCM) do not contain the time information; however, the Granger causal-
ity analysis contains the time information. Although statistical methods have been 
applied to the analysis of FMRI images in the early development of FMRI [4], due 
to the complexity of FMRI images, the neuromotor time–space model is difficult to 
be established, so its statistical analysis has been limited to a primary processing. 
Especially, there has not been substantive progress for the functional connection. 
In this chapter, we use the correlation analysis of the functional connection and the 
causality analysis of effective analysis [5, 6]. That the data is too large is the most 
serious problem in the analysis process; therefore, in this chapter, we first reduce 
the data size by making time-correlation analysis on data. Then, we further study 
the spatial characteristics of a valid signal, and compare the original signal and the 
predicted signal in time domain and frequency domain.

108.2 � Methods

•	 Data preprocessing
	 In this experiment, the method to reduce the data size is based on the character-

istics of the problems and the following assumptions: we suppose the simulation 
signal in special region to be a pulse,and the signal generated by brain cannot be 
step. Therefore When a stimulus occurs, the impact will last for a long time, that 
is to say, the signal has a strong temporal correlation.

	 Based on the above assumptions, the method I apply to reduce the data scale is 
the time-correlation analysis: For each spatial signal S( t), I take a time lapse and 
do an autocorrelation. The higher the correlation coefficient is, the closer the 
signal in this point is to the valid information; otherwise, the signal is approach-
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ing the noise. It can be looking at the vast amount of data to a valid signal and 
follow-up study. Time domain waveform and frequency domain waveform ob-
tain different autocorrelation maximum value by choosing different time lapses. 
Thus, we can find effective signal in a huge number of data and do subsequent 
research.

•	 Spatial characteristics of valid signals
	 We assume that the signal also has a strong correlation with time. Work units of 

the brain are divided by the region; thus, the stimulating signal will be spread in 
space. Our conjectures are verified in the following experiments.

•	 The signal prediction
	 We observe the signal curve in the region where the correlation coefficient is 

relatively large, and we speculate that the model is a bell-shaped pulse (Gaussian 
pulse). The universal expression of a Gaussian pulse is:�

(108.1)

In this model, we suppose E to be the maximum value of effective signal whose 
correction value is the max one, and amended to 0.95E. t0 is the time delay, and its 
value is 0 in the point with the maximum correlation coefficient. τ  is the variance, 
and its value can be calculated:

�

(108.2)

T is the signal length; we can develop:

�

(108.3)

108.3 � Experiments

•	 Data preprocessing
	 Based on the above methods of the data preprocessing, we can get the time do-

main waveform and frequency domain waveform obtained from the signal of 
a time autocorrelation maximum value, which are shown in Fig. 108.1. Time 
domain waveforms of the four randomly gotten signals are shown in Fig. 108.2. 
The frequency domain waveforms of the corresponding four random signals are 
shown in Fig. 108.3.

2
0

( ) .

t t

f t E e τ
− −  = ×

0 2
min ( ( )) .

T t

f t E e τ
− −  = ×

.

min ( ( ))

T

E
ln

f t

τ =



990 W. Zeng et al.

	 The results above show that:

•	 The obtained effective signal is consistent with assumptions. It is a deamplifi-
cation in the time domain, and it has a high fundamental component and a low 
high-frequency component in frequency domain.

•	 Comparing the effective signal to the random signal, the random signals are sim-
ilar to white Gaussian noise, and the high-frequency components is relatively 
low when compared to the low-frequency components.

	 So, the experimental results are consistent with the expected results.
•	 Spatial characteristics of valid signals
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Fig. 108.2   Time domain waveforms of four randomly gotten signals
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Fig. 108.1   Time domain waveform and frequency domain waveform obtained from the signal of 
a time autocorrelation maximum value
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Firstly, we analyze the spatial correlation of the above stimulation points. 
Figure 108.4 shows a signal near the stimulation point and the autocorrelation coef-
ficients of that signal.

Through the above-simulated results, we can find that the signal near the stimu-
lated point does have a strong spatial correlation, in accordance with our original 
conjecture.

•	 The signal prediction
	 We ensure that the correlation coefficient calculated is more than 0.9. The simu-

lation model is shown in the following experiments (Fig. 108.5).
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Fig. 108.4   A signal near the stimulation point and the autocorrelation coefficients of that signal

 

0 50 100 150
-200

0

200

400

0 50 100 150
-200

0

200

400

0 50 100 150
-200

0

200

400

0 50 100 150
-200

0

200

400

Fig. 108.3   The frequency domain waveform of the corresponding four random signals

 



992 W. Zeng et al.

Taking the noise into account, we take the signal with the smallest correlation value 
to be the noise signal. Calculating again, we find that the correlation coefficient 
decreased instead of increasing. The simulation result is shown in Fig. 108.6.

When t0 0≠ :
Firstly, we get the propagation path according to the waveform of the signal by 

observing signals near the effective signal. Then, we take a point in the propagation 
path, and we choose the appropriate delay to simulate (Figs. 108.7 and 108.8).

Thus, we can conclude that the model of the signal transmitted by the brain after 
the magnetic resonance imaging (MRI) is the Gaussian pulse signal, and the signal 
spreads inside of the brain in a certain path rather than by omnidirectional spread. This 
conclusion has been reflected in the above correlation value point. In the field of biol-
ogy, many values are Gaussian distribution, such as the amount of hemoglobin and 
the number of red blood cells. This may contain some of the essence of the organism.

108.4 � Conclusion

The brain stimulation signal in the time domain is an approximated certain expo-
nential decay time shift signal, and the signal in the frequency domain is consistent 
with the Fourier transform of the exponential signal. Therefore, a simple model 
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for the brain stimulation signal is a time-shifted exponential signal, and the time 
correlation of the signal is high, which is also consistent with the results. Further, 
spatial-correlation analysis indicates that there is diffusion in the space of the signal 
in the simulated point, and this is called diffusion or transmission. Finally, when we 
make a simple signal-prediction based on the exponential model, we find that there 
is a small error between the predicted results and the actual results.
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Chapter 109
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of Routing Table in Cognitive Ad Hoc Networks

Tian Wang and Runhe Qiu

T. Wang () · R. Qiu
College of Information Sciences and Technology, Engineering Research Center  
of Digitized Textile & Fashion Technology, Ministry of Education, Donghua University,  
200000 Shanghai, China
e-mail: wangtian4837@126.com

Abstract  In cognitive ad hoc network, how to effectively use the limited spec-
trum resources to improve the performance of wireless networks has become a hot 
topic in recent years. We present a new routing protocol based on AODV (ad hoc 
on-demand distance vector) routing protocol-ORT-AODV in cognitive ad hoc net-
works. Firstly, the routing table and the total delay calculations are introduced for 
the secondary user who needs to switch between bands frequently in cognitive ad 
hoc network. A particular emphasis is given to routing table pooling mechanism, 
which adds route information collected from different channel to the routing table. 
Moreover, intermediate nodes initiatively updating routing table mechanism is pro-
posed to tell the source node that the route is available or not. Finally, the respective 
simulation results demonstrate that it could comply with the requirements of cogni-
tive ad hoc networks, effectively improve the system throughput performance and 
decrease transmission delay simultaneously.

Keywords  Cognitive network · Ad Hoc · AODV · Delay · Routing protocol

109.1 � Introduction

In recent years, cognitive radio is regarded as the technology to maximize the use 
of increasingly scarce radio spectrum resources. It was first proposed by Dr. Joseph 
Mitola [1] and considered to be the technology that can combine with ad hoc net-
work. Although the traditional ad hoc network has many mature routing protocols, 
but working band in the cognitive ad hoc network changed over time and space. 
Therefore, routing protocol in the cognitive ad hoc network is a very important 
topic in wireless communication area.

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
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The studies proposed by international experts on routing protocols in cognitive 
ad hoc network can be summarized as follows: modify the existing ad hoc routing 
protocols, modify the MAC layer and design a cross-layer routing protocols, combi-
nation of both. Routing protocols are all proposed by modifying the existing routing 
protocols [2–4]. Routing protocol introduced is the cross-layer routing protocol [5]. 
Protocols are the combination of revising the existing ad hoc routing protocols and 
modify MAC layer [6–10]. AODV-cog is the routing protocol for cognitive radio 
CSMA/CA ad hoc network that allows node in the network has one transceiver for 
data transmission and one transceiver for control message exchange [11]. AODV-
cog can meet cognitive radio demand in cognitive ad hoc network, but did not con-
sider whether an available route existed before starting route discovery process.

All of the routing protocols mentioned above did not consider gathering routing 
information collected from different bands to find available route information be-
fore starting route discovery process when looking for available band.

The proposed ORT-AODV (overlay routing table-AODV) perceived available 
bands of the node through the MAC layer, added node routing information in dif-
ferent bands to the routing table and proposed initiatively updating routing table 
mechanism when the intermediate node is unavailable. The “ORT-AODV” is an 
abbreviation of overlay routing table-AODV, which means collecting routing infor-
mation in different bands and adding to the routing table. This method can effec-
tively improve the system throughput performance and decrease transmission delay.

109.2 � Routing Problem Description in Cognitive Ad Hoc 
Network

109.2.1 � Routing Table Update Problems

For ad hoc network, nodes work in a fixed band and update routing table in local, 
but in cognitive ad hoc network, nodes require switching between bands frequently 
for working band is dynamic over time and space. As Fig. 109.1 show, A is the 
source node, C is the destination node, A→B→C is an available path in the band 
1, when switching to band 2, node A needs to restart routing discovery process to 
find a right path to C, A→B→C will be deleted once starting route maintenance 
mechanism for the route is unavailable, if A backs to the band 1, A needs to restart 
the discovery process instead of A→B→C, which will increase delay.

109.2.2 � Intermediate Node Switching Band Problem

When intermediate nodes switch to the other band, routing recovery process will 
be started to find an available route to the destination node. If no route is found, 
the current route will be considered as invalid, and the source node needs to start 
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routing discovery process, which will cause data loss and latency problem. Routing 
recovery process is shown in Fig. 109.2, node A is the source node, node C is the 
destination node, when node B switch to band 2 by the primary user interference, 
B→C is an unavailable route, node B starts routing recovery process. If a valid 
route is found, like B→F→G→C, the data will transmit via A→B→F→G→C. 
Otherwise, node A will start routing discovery process.

109.3 � The Proposed Cross-layer Routing 
Algorithm—ORT-AODV

To solve the above questions, the paper proposed ORT-AODV routing protocol, 
which modified the AODV routing table, added the routing table pooling mecha-
nism and the intermediate nodes initiatively updating routing table mechanism to 
AODV routing protocol. ORT-AODV can effectively improve the system through-
put performance and decrease transmission delay.

Fig. 109.1   Restarting routing discovery mechanism when switching to the other band
 

Fig. 109.2   Intermediate node switching between bands 
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109.3.1 � The Design of Routing Table

In the traditional AODV routing protocol, the routing table contains the latest serial 
number of the destination node, Next-hop address, flag, routing cast, lifetime, and 
so on. But the routing table in traditional AODV does not meet the characteristics 
of the cognitive ad hoc network, and you need to expand the routing table below 
(Table. 109.1).

Node current working band (Current_Freq_Band): shows the band that is in use. 
Current_Freq_Band can also be regarded as the index of route information in differ-
ent bands, which is import in the routing table pooling mechanism.

Next-hop available spectrum (Next_SOP): stores available spectrum for the next 
hop. If the route is not used within the expiration time, or the next-hop node is re-
garded as unreachable, Next_SOP will offer available spectrum to the next node to 
do routing recovery process or routing discovery process.

Next hop node working band (Next_Freq_Band): shows the working band of the 
next node.

Flag_Switch: shows the next node is reachable or not. Default value is 1, which 
means that the next node is reachable. Otherwise, the value of Flag_Switch was 
changed by starting the initiatively updating routing table mechanism on next 
node.

109.3.2 � The Routing Table Pooling Mechanism

Since nodes need to frequently switch between bands, the routing discovery 
mechanism is started to find an available route, will cause latency problem. The 
routing table pooling mechanism is proposed to reduce latency, which adds route 
information collected from different channel to the routing table index in the cur-
rent working band. If the nodes switch to the other bands, get route information 
from the routing table by the current working band, which will avoid starting 
routing discovery again when re-switch to ever used band. Working process is 
shown in Fig. 109.3.

109.3.3 � The Initiatively Updating Routing Table Mechanism

The initiatively updating routing table mechanism is proposed to solve latency 
problem caused by intermediate node switching to other bands. Working process 
is shown in Fig.  109.4.The intermediate node will check the available route to 

Table 109.1   Routing table
Did Dseqo NextHop RouteCast Flag LifeTime Reserve

Currrent_Freq_Band Next_SOP Flag_Switch Next_Freq_Band
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the destination node firstly in the routing table by the current working band when 
switching frequencies. If there exists an available route, set Flag_Switch to 1 in the 
routing table of source node. Otherwise, start the routing discovery process to find 
an available route to the destination node. If no such route is found, delete the route 
from the routing table and set Flag_Switch to 0 in the routing table of source node. 

Fig. 109.3  Working process for the routing table pooling mechanism
 

Fig. 109.4   working process for the initiatively updating routing table mechanism
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If suppose time to transmit RREQ and RREP packet is same, let the time be h, the 
total delay in total delay can be expressed as

�
(109.1)

Where sw_delay means switching, m is hop.

109.4 � Simulation and Analysis

NS2 is used to simulate ORT-AODV routing protocol. We compare CR-AODV 
routing protocol with ORT-AODV routing protocol in throughput and delay. CR-
AODV routing protocol is the improvement of AODV routing protocol in cognitive 
ad hoc network, which can efficiently use and exploit the multiple available chan-
nels and interfaces through a competent assignment strategy and an adequate route 
metric. Parameters used in the emulation shown in Table 109.2.

Figures 109.5 and 109.6 show the average throughput and delay changed by 
numbers of nodes and primary users. ORT-AODV-X represents the ORT-AODV 
protocol performance in the case of X numbers primary user, CR-AODV-X 
represents the CR-AODV protocol performance in the case of X numbers primary 
user. According to Fig. 109.5, the network throughput using the above-mentioned 
protocols increased as the number of nodes increased, decreased with the increase 
of primary users, but the throughput using ORT-AODV protocol is greater than 
using CR-AODV protocol. Average delay shown in Fig.  109.6 decreased as the 
increase of nodes numbers, but the improvement on average delay by using ORT-
AODV protocol is more obvious.

109.5 � Conclusion

Based on the AODV protocol, this paper proposes the ORT-AODV routing pro-
tocol in cognitive ad hoc network. It collects available bands through the MAC 
layer, adds the route information found in different frequency bands to the rout-

Dtotaldelay 2* * ( , )m h Dtotal a b= +

Table 109.2   Simulation parameters
Type CBR
Packet size 512 bytes
Coverage area 800 m*800 m
Transmission 660 mW
Received power 400 mW
Simulation time 120 s
Node maximum speed 10 m/s
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ing table and starts the initiatively updating routing table mechanism when the 
intermediate node switching to other bands. The proposed ORT-AODV protocol 
can effectively reduce the network delay and reduce the time to discover the route 
when switching to other channels. Through simulation, we found that ORT-AODV 
protocol can effectively improve the system throughput and reduce delay. But the 
initiatively updating routing table mechanism is based on certain additional delay 
at the expense. The focus of our future research is how to further reduce the delay 
of cognitive ad hoc networks, and balance the performance of high throughput and 
low delay.

Fig. 109.6   Delay changed by node number

 

Fig. 109.5   Throughput changed by node numbers
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Abstract  With the development of new technologies, the operating frequencies on 
chip are increasing at a faster rate, such as computational methods, utilization of 
high-frequency clocks, digital circuits, etc. The process-technology-independent 
I/O standard, low-voltage differential signaling (LVDS), is basically developed 
for low-voltage, low-power, low-noise, and high-speed I/O interfaces. Low power 
is owing to the use of very small differential swing, while low noise is owing to 
essential nature of the differential circuits. Based upon ANSI TIA/EIA-644 LVDS 
standard, this paper presents a low-voltage and high-speed LVDS driver. A Com-
mon-mode feedback (CMFB) and a pull-up/down circuits were suggested as car-
ried out by a standard 0.35-μm complementary metal oxide semiconductor (CMOS) 
process with a die area of 0.115 mm2. The measured results present that the driver 
works well at 1.5 Gbps, and the static current is less than 11.5 mA under 3.3 V.

Keywords  CMFB · High speed · LVDS · Rise/fall time

110.1 � Introduction

LVDS driver plays an important role in point-to-point communication with more 
and more data stream quantity and increasing data rate, as microprocessor main 
board, high-speed ADC/DAC, optical transmission links, etc [1].While the scaled 
CMOS technology continues to enhance the speed of operating speed but the I/O 
interface still confines the rate of data process, so the LVDS I/O interface becomes 
necessary. The point-to-point LVDS interface is shown in Fig. 110.1. Saving by a 
different scheme for transmission, termination, and a low-voltage swing, LVDS 
completes significant power [2]. LVDS standards put relatively stringent require-
ment on the tolerance influencing the output levels, gaining interesting design is-
sues if low-cost solutions with neither external components nor trimming proce-
dures are required. In the meantime, the very large tolerance for the common-mode 

© Springer International Publishing Switzerland 2015
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voltage requires several design improvements by the CMFB circuit. Additionally, 
a pull-up/down circuit is integrant, while the LVDS operates at the rate of Gb/s or 
above for improving the rise/fall time.

This paper describes the design and the implementation of a low-voltage and 
high-speed LVDS driver in 0.35-μm CMOS technology. Section 110.2 discusses 
the current LVDS driver mode and design challenges for high-speed operation. In 
Sect. 110.3, a CMFB and a pull-up/down circuit is discussed, and the simulation 
results are given. Finally, the experimental results and conclusions are addressed.

110.2 � LVDS Driver Circuit

110.2.1 � Standard Requirement of the LVDS Driver

Table 110.1 briefly describes the main requirements of an output driver circuit based 
on the ANSITIA/EIA-644 LVDS standard. Regarding these requirements, it is very 
difficult to achieve the desired rise and fall time using a single 3.3V supply voltage. 
Therefore, a very careful design strategy is proposed to satisfy all these specifica-
tion. Based on the LVDS standard, the VOD should also be able to drive an external 
100 Ω termination resistor [3].

110.2.2 � Typical Driver Circuit

As shown in Fig. 110.1, a differential data transmission has been employed in a 
point-to-point LVDS interface. As a matter of fact, the load resistor at the receiver, 

Table 110.1   The Main LVDS driver Requirements
Parameter Min. Max. Unit
VOS (Common-mode voltage) 1.125 1.375 V
VOD (Differential voltage swing) 247 450 mV
ΔVOS (Acceptable mismatch on VOS) – 50 mV
ΔVOD (Acceptable mismatch on VOD) – 50 mV
tR, tF (rise and fall time) 0.26 1.2 ns

D

D

Tx Iout

ZL

ZL

RL Rx Vout

Fig. 110.1   Schematic of LVDS interface
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providing the optimum line impedance, is driving by a switch bridge in LVDS driv-
er. Through the current or voltage mode, correct LVDS driver functionality can be 
achieved. In Junsheng Lv’s paper [4], we can find the equivalent circuit diagram of 
the current mode and voltage mode LVDS driver.

Generally, the current mode drivers have better reflection performance due to the 
high-output impedances, which can minimize the impact output impedance on the 
chip. While the voltage mode drivers consume less power, the impedance of output 
often exhibits nonlinear behavior during the signal switching [5].

110.2.3 � CMFB Circuit

Stabilization of the CM loop is difficult owing to the large size of output transistors. 
A high-frequency op-amp can build up an internal CMFB circuit to stabilize the 
CM signal in traditional way. But the result is not ideally due to the large size of the 
LVDS driver switches. So the CMFB op-amp should not only have high gain but 
also have high bandwidth [6].

110.3 � Proposed Circuits

In order to improve the speed of data rate, a steep rise/fall time is necessary. But the 
parasitical capacitance and intrinsic performance of transistor confine the drive cur-
rent. Increasing a charge/discharge circuit between the control signals of switches to 
produce short periodic pulses at the data’s transition edges is a prevalent method to 
solve the issue, and the detailed expatiation is in Mingdeng Chen’ s paper [1]. These 
current pulses are used to charge/discharge the parasitic capacitors and so pull-up/
down the switchable current source gate voltages.

In this chapter, a novel pulling up/down circuit, using two auxiliary pulses to 
improve the ability of current source at the edges of switches changing, is proposed. 
The right part of Fig.  110.2 is the core of the LVDS driver, and the way to get 
a steep rise/fall time is illustrated in Fig. 110.3. The current switch, consisted by 
M1 ~ M4, is controlled by C and D. The driver outputs VOUTP and VOUTN are coupled 
to the transmission line. When D = 1, M3, and M2 are switched on, M1 and M4 are 
switched off. Thus, VOUTP is pulled high and VOUTN is pulled low; when D = 0, M2 
and M3 are switched off, M1and M4 are switched on. Thus, VOUTP is pulled low and 
VOUTN is pulled high, generating logic “1” and“0” levels [7].

As shown in Fig. 110.3, a bandgap reference provides the reference voltage VREF, 
reference current IREF and bias voltage VA and VB, due to the strict limitations placed 
on the parameters of the driver by the standard.

The proposed CMFB amplifier consisted by M5 ~ M8 can get a tail source cur-
rent produced by the current mirror array, the M14 ~ M17, and the M9 ~ M13. The 
magnitude is determined by the scale of the current mirror and source current IREF. 
It is the same as the driver current ILOAD produced by MPB1, MPB2, MNA1, and MNA2, 
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which is on a large scale compared to the M18 and M19. Then, the VOD of the driver 
is determined as

� (110.1)

where N is the scale of the current mirror array.
The function of stable VCM relies on regulating the ILOAD finely by the output 

of amplifier, VCMFB. Because of the requirement of sufficient drive ability and the 
capable responding to the current change, the large size of M5 and M6 is necessary.

OD LOAD T REF TV I R N I R= ⋅ = ⋅ ⋅

Fig. 110.3   Proposed Pull-up/down and Switch control circuit

 

Fig. 110.2   CMFB and LVDS Driver Core circuit
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The control signals C, D and S, P are complementary, produced by the logical 
circuit in Fig. 110.3, with a single-ended input signal. The detailed timing is shown 
in Fig. 110.4. Compared to the switch moment of D, the pulse signal S changed half 
a pulse width ahead, and the pulse width of S is determined by the size of INV1 and 
INV2 due to the NAND logical relation of nodes A and B. An equivalent circuit as 
shown in Fig. 110.5 is used to model the switch characteristic of the INV. The effec-
tive capacitance is given by

�
(110.2)

� (110.3)

whereCOX1and COX2are the gate oxide capacitance of the NMOS and PMOS in INV, 
then the delay time of the INV1 and INV2 can be expressed as

� (110.4)

� (110.5)

TheCOX1, COX2, RN, RP are important parameters of the transistor, and delay time can 
obtain hands down from the W/L of the transistor.

The key of LVDS driver is the switches control and pull-up/down circuit. The 
rise/fall time is important for high speed of data rata, as shown in Fig. 110.6, if 
the rise/fall time takes up large scale of the period of the data rata, or the period of 
data rata and rise/fall are comparable with the speed up, the error code will happen, 
resulting a bad transmission. So, a pull-up/down circuit is necessary in Fig. 110.3, 
M24 and M26 are the loads of the NMOS current mirror consisted by M22, M23, to 

( ) ( )1 23 / 2IN OX OX INN INPC C C C C= + = +i

1 2OUT OX OX OUIN OUTPC C C C C= + = +

( )0.7DL N p TOTt R R C= +i i

( ) ( )1 25 / 2TOL IN OUT OX OXC C C C C= + = +i

D

S

tPULSE

C

P

Fig. 110.4   Timing of Control signals of the Switches and Pull-up/down signals
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produce the bias voltage at node E. And M20 and M21 are the loads of the PMOS 
current mirror consisting of M25, M27, to produce the bias voltage at node F. With 
the proper bias voltage at node E and F, a very large saturation current flows through 
the M29 and M30 under the control of S and P. The current pulse IPULSE-P and IPULSE-

N could be several times bigger than the drive current ILOAD with a large size W/L of 
the M20 and M30, about 800/0.35. The width and amplitude of impulse are 200 ns 
and 10 mA, respectively.

110.4 � Simulation and Measurement Results

The driver circuit was simulated using SMIC 0.35 μm CMOS technology. In order 
to make the circuit more close to the practical environment, the ESD, package, bond 
wire, and transmission line effects have been all considered in the circuit simula-
tion. The load capacitance is 15 pF, and the load resistor is 100 Ω here.

In Fig. 110.7a, when the pull-up/down circuit is disabled, at the moment the gate 
voltage starts to change, the M1/M4 is not switched on along with the gate volt-
age quickly due to the lack of drain current, as the VGS of M1/M4 is proportional 
to the square root of the drain current. As a result, the waveform of VOD produced 
by the load current through the terminal resistor is shown as curve A. When the 
pull-up/down circuit is enabled, the switch M1/M4 get additional drain current to 
turn on while the gate voltage changed, and the VOD is indicated by curve B. Obvi-
ously, the curve B has a cliffer rise/fall time. The proposed CMFB works well from 
-40℃ to 85℃, and the maximum output common-mode voltage deviation is only 
3.2 mV, about 20.5 ppm/℃ as shown in Fig. 110.7b.

VDIFF

tTLH tTHL
20%

80%

0 0

Fig. 110.6   Description of the rise/fall time
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CINP=3/2COX2

CINN=3/2COX1
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M2

M1

COUTP=COX

COUTN=COX

Fig. 110.5   Switch Characteristic of CMOS INV
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The driver is carried out by a standard 0.35-μm CMOS technology, with a volt-
age supply of 3.3V. The die size is 0.115mm2. The chip photograph is shown in 
Fig.  110.8a. The measurement presents that the driver can work well at a data 
rate of 1.5Gbps with 367 mV differential voltage swing. The measured results in 
Fig. 110.8b showed the rise/fall time decrease a lot because of the pull-up/down 
circuit, and the measured result is 260 ps.

The main parameters were compared with some previously reported work in 
Table  110.2. As the analysis before, the power consumption, die size, and data 
rate have advantages to other works [1, 8], especially the additional pull-up/down 
circuit reduces the rise/fall time markedly relative to the Vladimir Bratov’ s pa-
per[5]. The proposed pull-up/down circuits mainly contribute to the technology 
of LVDS driver in the chapter. Recently, the LVDS drivers achieve a higher data 
rate with an advanced process and technology. Hazem W. Marar’ s paper lists a 
LVDS driver with a data rate of 3Gbps by adding a pre-driver in 0.18-μm CMOS 
process [9]. By using a positive-feedback and impedance matching technique in a 
2.5V/1.2VSiGe BiCMOS process, the data rate of LVDS driver can achieve 10Gbps 
in Khaldoon Abugharbieh’ s paper [10]. So, the driver in the chapter still has prodi-
gious advancement in data rate and power consumption.

Fig. 110.8   a Chip photograph b Measured result at fIN = 100 MHz and 1.5 GHz

 

Fig. 110.7   a Simulated output differential signal b Simulated output common-mode signal
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110.5 � Conclusion

In this chapter, a high-speed LVDS driver has been developed. The proposed circuit 
is a pull-up/down circuit to improve the performance of rise/fall time. The chip was 
implemented by a 0.35-μm CMOS process. The driver operates with the data rate 
up to 1.5 Gbps, in accordance with other parameters shown in Table 110.2 with the 
LVDS standard with significant margin.
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Table 110.2   LVDS driver performance comparison
Parameter Ref. [1] Ref. [5] Ref. [8] This paper
Process 0.35-μm CMOS 0.35-μm BiCMOS 0.35-μm CMOS 0.35-μm 

CMOS
Output voltage 
swing (mV)

340 300 412 368

Maximum data rate 
(Gbps)

1.2 1.5 1.2 1.5

Rise and Fall time 
(ps)

– 400 – 260

Power supply (V) 1.8 3.3 3.3 3.3
Power consumption 
(mW)

12.8 18.5 43 11.55

Die size (mm2) 0.14 – 0.17 0.115
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Abstract  Support vector machine (SVM) is a kind of machine learning based on 
statistical learning theory. It shows unique advantages in the small-sample, nonlin-
ear, and high-dimension pattern recognition. Principal component analysis (PCA) 
is a multivariate analysis technology for feature extraction. In this chapter, we pro-
pose a new method of face recognition based on PCA and SVM. It applies PCA to 
extract face feature and uses SVM combined with cross-validation (CV) to classify 
face images. CV is a good method of parameter optimization in SVM. We conduct 
the recognition experiment on the Cambridge ORL database. Compared with other 
methods, the accuracy rate of face recognition is up to 89.5 %. It is shown to be an 
effective method.

Keywords  Face recognition · Support vector machine · Principal component 
analysis · Cross-validation

111.1 � Introduction

Because of the development in demand of public security, judicial application, and 
identification, face recognition becomes a hotspot in pattern recognition. There is 
an obvious difference in identifying the same face matrix by computer, due to fac-
tors such as illumination, expression, shelter, and posture. Therefore, we should 
choose relatively stable characteristics when we extract facial features [1]. Principal 
component analysis (PCA) [2] is an effective method for face feature extraction that 
can retain the required feature vectors and realize the dimension reduction. Every 
face image in the database is represented as a vector of weights, which is the pro-
jection of the image to the basis in eigenface [3]. The extracted features would be 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
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loaded into support vector machine (SVM) for training and classification. SVM [4] 
is a trainable learning machine put forward by Vapnik et al. SVM is based on the 
Vapnik–Chervonenkis (VC) theory; it uses the structural risk minimization (SRM) 
principle and shows advantages in the small-sample, nonlinear, and high-dimension 
pattern recognition problem. The basic idea of SVM for pattern recognition is to 
define an optimal linear hyperplane to make the best generalization ability [5], and 
the research of the optimal linear hyperplane algorithm is summed up as solving a 
convex quadratic programming problem. Then, based on the Mercer kernel expan-
sion theorem [6], the sample space is mapped to a high-dimensional even infinite-
dimensional feature space through nonlinear mapping. In this feature space, we can 
utilize a linear learning to solve high-dimensional nonlinear classification in the 
sample space. The whole experiment process is shown in Fig. 111.1.

111.2 � Face Recognition Based on PCA-SVM Algorithm

111.2.1 � PCA Used for Feature Extraction

111.2.1.1 � Traditional PCA

The purpose of PCA is to find a set of optimal-unit orthogonal vector basis by lin-
ear transformation. Then, the linear combination of the basis is used to reconstruct 
the original sample and to get the minimum mean square error (MSE) between the 
reconstructed and original samples. It can be proved that the projection vectors can 
be obtained by solving the eigenvalue problem in PCA [3].

X is defined as an N M×  data matrix with column vectors 1 2, , , M…x x x . The 
basis Φ of Karhunen-Leover transformation (KLT) is obtained by solving the ei-
genvalue problem Λ Φ ΣΦ= T , where Σ is the data covariance matrix

�

(111.1)
1

1
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Σ = ∑ x x
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Fig. 111.1   The whole experiment process
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Therefore, the data must be projected onto Φ j  to get the first K  main components 
by the PCA. A set of coordinate coefficients is obtained to serve as the basis for 
face recognition. The first K column vectors of the basis Φ are corresponding to 
the maximum K  eigenvalues. Thus, the dimension of the face image decreases from 
N  to K and meanwhile contains the largest energy of the signal. The coefficients 
of dimension projection are loaded into the classifier for the identification as the 
eigenvectors of the facial image. As shown in Fig. 111.2, the first five eigenfaces 
are obtained by PCA.

111.2.1.2 � Fast PCA

For example, the Olivetti research laboratory (ORL) database consists of 40 people, 
and each has 10 different images. Each image is 112 92×  pixel, namely N = 10304. 
The covariance of the data matrix is a N N× = 103042  square matrix. It is rather dif-
ficult to calculate the eigenvector and eigenvalue directly. Then, the fast PCA algo-

rithm is adopted in this chapter. We calculate the covariance matrix 1

1

M
T
i iM

i

x
=

Γ = ∑ x ,  

which becomes M M×  square matrix. Since the ORL database is a small-sample 

database, and the sample in training phase is less than the overall sample, the prob-
lem of calculation is solved perfectly.

111.2.2 � SVM Used for Classification

Generally speaking, SVM is a kind of binary classification model. The basic model 
is defined as the largest margin linear classifier in the feature space. Namely, 
the learning strategy of SVM is to maximize the function margin. Eventually, 
the problem is transformed into a convex quadratic programming problem.

Fig. 111.2   The top five eigenfaces in ORL database
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111.2.2.1 � SVM Algorithm

We assume that the training sample set for {( , ), 1, 2, , }i iy i p= …x  consists of two 
categories. It is marked as yi = 1 if ix  belongs to the first category; it is marked as 
yi = −1 if ix  belongs to the second category. The goal of learning is to construct a 
discriminant function that can classify the testing data as correctly as possible. The 
training sample set would be discussed separately as linear and nonlinear there after.

The Case of Linear

If there exists the optimal separating hyperplane

� (111.2)

According to the statistical learning theory, if the training sample is not mistakenly 
separated by the hyperplane, and the distance between the hyperplane and the sam-
ple data closest to the hyperplane is maximum, then this classification hyperplane 
is the optimal hyperplane.

Thus, the value of w should satisfy the maximization of 2 / w . It can be 
transformed to a quadratic programming problem:

�

(111.3)

The optimal solution of Eq. (111.3) is solved by the Lagrange multiplier method:

�
(111.4)

Where iα  are the Lagrange nonnegative coefficients. The Lagrange has to be mini-
mized with respect to w and b, and maximized with respect to iα . Equation (111.4) is 
solved by converting it to its dual problem [7], which greatly simplifies the solving 
process of Eq. 111.4. The dual problem is

�
(111.5)

The solution of the dual problem is as follows:

�
(111.6)
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�

(111.7)

The situation discussed above is the training sample set of linear separable. And 
for the training sample set of linear inseparable, a nonnegative slack variable 

i , 1, 2, ,i pξ = …  [8] is introduced. The optimization problem of classification hy-
perplane is

�

(111.8)

where C is a penalty coefficient and represents the penalty of misclassification.

The Case of Nonlinear

When the training sample set is nonlinear, the solution of SVM is to choose the 
kernel function method to solve the inseparable problem in the original space by 
mapping the data into the high-dimensional space [9].

The dual problem is

�
(111.9)

�

(111.10)

Where ( , ) ( ) ( )i j i jK = Φ Φix x x x  is called the kernel function. There is no 
need of an explicit calculation of this nonlinear function in solving the optimal 
problem and calculating the classification function, thereby the curse of 
dimension of the feature space could be avoided [10]. The radial basis function 

2 2( , ) exp( / )i iK σ= − −x x x x  is applied in this chapter.
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111.2.2.2 � Parameter Optimization

The classification performance of SVM is dependent on the choice of parameter. It 
is not only time consuming but also not comprehensive to use manual testing in a 
traditional way. Literatures [11–13] reported several parameter optimization meth-
ods, including genetic algorithm (GA) [11], particle swarm algorithm (PSO) [12] 
and grid search algorithm (GS) [13]. These algorithms improve the recognition rate 
with the increase of the recognition time, which would pay more expenses in the 
practical application. Combined with the CV algorithm [14], the program, consider-
ing both recognition rate and recognition time, greatly reduces the recognition time.

The CV method is a commonly used method and is easy to implement. But, the 
calculation amount is large, especially for the large-sample problem. The principle 
of the CV method is to divide the training data set into K  subsets. Each time the 
K −1 parts of data are used as the training data, and the remaining part of data are 
used as the testing data. The MSE obtained from k iterations is used for estimating 
the generalization error. Finally, a set of optimal parameters for SVM classification 
is selected.

111.3 � Experimental Results

This experiment was conducted on the ORL database. The images in the ORL da-
tabase are gray images, including changes in expression, tiny attitude, and less than 
20 % of the scale change. The feature was extracted, and the dimension was reduced 
by PCA. The data are classified by SVM a nonlinear kernel combined with CV. The 
experimental results on five training images are shown in Fig. 111.3. The results 
show that the dimension of the feature vector by PCA will affect the recognition 
rate. The recognition rate obviously increases as the dimension of eigenvectors in-
creases from 9 to 80; however, the recognition rate increases slightly when the 
dimension of eigenvectors exceeds 80.

When the face image contains noisy data, for example, the salt and pepper noise, 
the accuracy rate increases to 90.5 %; however, the error rate also increases to 1 %. 
The explanation to them is the noisy data are also wrongly as face feature.

A comparison of PCA + SVM and PCA + SVM + VC is also conducted in this 
chapter. Take the first five, six, and seven images of each person as training data set 
for SVM training. The results are shown in Table 111.1. For five training images, 
the recognition rate of the proposed method is 89.5 %, which is 5 % higher than 
the PCA + SVMs. When the number of training images is seven, the recognition 
reached 96.67 %. The results show the effect of the size of training sample set on 
classification. It can obtain a better eigenface space as the increasing of sample size, 
which will improve the classification in the subsequent testing stage. It indicates 
that the recognition rate of the integrated face recognition method proposed in this 
chapter is superior to the normal method.
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111.4 � Conclusion

This chapter proposed a new method for face recognition using SVM nonlinear 
kernel coupled with CV. In the contrast experiments mentioned above, the signifi-
cance of SVM as a face recognition classifier was verified. Experimental results 
also demonstrated the effectiveness of this face recognition system based on PCA 
+ SVM coupled with VC. Thus, we can apply this face recognition system into the 
face autofocus of digital camera, access control system, credit card payment, and 
so on.

Acknowledgments  This work is supported by the Research Projects of Zhengjiang Natural 
Science Foundations (R10900138) and the Zhejiang QianJiang Talents Project (2013R10071).

Table 111.1   Experimental result on ORL database
Algorithm Training images Testing images Recognition rate (%)
PCA+SVM 5 5 84
PCA+SVM+VC 5 5 89.5
PCA+SVM 6 4 90
PCA+SVM+VC 6 4 96.25
PCA+SVM 7 3 93.33
PCA+SVM+VC 7 3 96.67

Fig. 111.3   The relation between the dimension and recognition rate
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Abstract  A management monitor system of tunnel construction based on internet 
of things (IOT) is proposed. The system is to solve the problem of electrical connec-
tions instability caused by wired communications, the great difficulty of wireless 
network connections and the high cost, etc. And it is composed of a remote central 
control center, the main control unit, multiple data acquisition units and ZigBee 
terminal nodes. When the system is initialized successfully, the main control unit 
and the data acquisition units are connected to the remote central control center via 
wireless network by manual mode or automatic mode and it can also obtain the 
various sensors information of monitor system by sending control and query com-
mands. The wireless network of WiFi, GPRS (General Packet Radio Service) and 
ZigBee are integrated together and ZigBee is arranged in a specific layout of tun-
nel in order to solve the above problem. The system that proposed in the paper has 
solved the above problems, reducing the probability of accidents and eliminating 
the security risks and it can also make a more rational scheduling and safety moni-
toring management of the on-site personal and the equipment.

Keywords  Internet of things · WiFi · GPRS · ZigBee · Monitor system

112.1 � Introduction

With the development of society, the pace of urbanization is faster and faster and 
the pressure of urban traffic is also growing. So, the underground tunnels are rap-
idly applied, because of its fast, convenience and no occupying ground area. Since 
the tunnels are constructed underground, the difficulty is hard to imagine and the 
normal schedule can easily affected by the engineer disasters. How to real-time and 
accurately obtain the personals and the constructions information is an effective 
measures to avoid the above problems [1].

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
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The management monitor system of tunnel construction based on IOT can solve 
the problems. The real-time networking and data transferring between the remote 
central control center and the main control unit are realized by the arrangement 
of WiFi and GPRS network in the tunnels. The system can switch to the GPRS 
network automatically [2–3], when the tunnel WiFi network fails or the signal can-
not be covered, to achieve no blind messaging. The main control unit and the data 
acquisition unit are networked by ZigBee network and the data acquisition units are 
arranged throughout the tunnel by ZigBee network too, to ensure the real-time and 
accuracy of the system data.

112.2 � ZigBee Network

ZigBee Network has the advantages of low cost, low power, low complexity, high 
network capacity and reliability. There are usually three ZigBee devices in ZigBee 
Network, including the coordinator node, which is the core equipment of ZigBee 
Network, the routing node, which is the repeater and the terminal node, which gen-
erally has the communication functions. The coordinator node and routing node 
must be the FFD device and each ZigBee Network can only have one coordinator 
node [4].

The data transfer direction of ZigBee Network is two-way and there exits three 
topologies: star network (Star), tree network (Tree) and mesh-type network (Mesh). 
The mesh network and AODV algorithm are adopted and its basic principle is to 
obtain routing lookup and record through dissemination routing packets which con-
sist of routing request packet (RREQ) and routing reply packet (RREP) [5]. This 
method can increase the transmission depth of ZigBee Network, reduce the power 
consumption of ZigBee module and also improve the network transfer efficiency.

112.3 � The System Design

112.3.1 � The General Architecture Diagram

The management monitor system of tunnel construction based on IOT is composed 
of one main control unit that can be as the coordinator node of ZigBee network, 
multiple data acquisition units that the routing node and multiple ZigBee terminal 
nodes that the identification module wore on the body of the staff. The coordina-
tor node is located on the entrance to the tunnel and the four routing nodes are 
distributed uniformly on the semicircle weeks, which the coordinator as the center 
and the maximum effective transmission distance of coordinator node device as the 
radius. Then, the routing nodes are located on the vertex of the equilateral triangle 
respectively, with the maximum distance as the side length of the triangle, shown in 
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Fig. 112.1. That arrangement can ensure that there are at least two adjacent routing 
nodes to transfer information, which can avoid the interruption of communication 
caused by the failure of ZigBee routing nodes and further strengthen the stability 
of ZigBee network. Besides, the simple structure make low design cost and can 
inspect the failed node rapidly.

112.3.2 � The System Hardware Design

The system hardware mainly includes the remote central control center, the main 
control unit, the multiple data acquisition units and the multiple ZigBee terminal 
nodes, as shown in Fig.  112.2. As the human-computer interaction window of 
whole system, the main control unit includes wireless communication module, 
human-computer interaction modules, power modules, ZigBee network modules 
and MCU1 core modules of micro control unit. Wireless communication modules 
consist of GPRS and WiFi modules and are connected to MCU1 modules of micro 
control unit through serial port1 and port2, to realize the information transfer with 
remote central control unit. Human-computer interaction modules are connected 
to MCU1 modules by USB and can real-time display the status and fault informa-
tion. ZigBee network modules are connected to MCU1 modules by serial port3 and 
achieve the information transmission with data acquisition units. The LED indica-
tors, watchdog, clock, reset and EEPROM circuit make up of MCU1 modules of 
micro control unit.

As the information collection window of system, data acquisition unit includes 
power modules, MCU2 core modules and data acquisition modules. MCU2 core 
modules are composed of LED indicators, watch dog, clock and reset circuit. Data 
acquisition modules consist of temperature and humidity measurements, surface 
measurements and flammable gas measurements. It is connected to the terminal 
nodes via ZigBee wireless network. It receives the staffs’ location information sent 
by the terminal nodes, and also is connected to data acquisition modules through 
ZigBee network.

Routing node

Terminal nodeGateWay

Coordinator node

Fig. 112.1   The schematic layout diagram of ZigBee Network equipment in tunnels
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ZigBee terminal nodes, which are the active electronic tags worn on the body of 
the staffs, are connected to the data acquisition unit and send the location informa-
tion once in a while.

112.3.3 � The System Software Design

When the system is initialized successfully, the main control unit and data acqui-
sition unit are automatically or manually connected to the remote central control 
center via wireless network, as shown in Fig. 112.3. Then, the control center sends 
the control and query commands to obtain the information of sensors for tunnel 
construction management monitor system, the system status information and self-
diagnostic information. The main control units analyze and process the received 
data, store the system fault code, the fault time, the process parameters and the op-
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Fig. 112.2   The system hardware block diagram
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erating status in EEPROM and also display the information on LCD touch screen. 
Finally, it sends the analyzed information to the remote central control unit through 
WiFi or GPRS network.

In manual mode, when the network is connected successfully, the main control 
unit sends connection report to the remote central control center, through WiFi or 
GPRS network selected by the remote central control center. Meanwhile, the con-
trol and query commands are sent to main control unit via the selected network. 
Once the commands are received, coordinator is started and the received commands 
are parsed. Then, the parsed commands are sent to data acquisition units and the 
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Fig. 112.3   The flow chart of 
system monitors method
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routing notes are stared. The current temperature and humidity value, combustible 
gas concentrations, surface condition and staffs’ positions are collected by the data 
acquisition units. Besides, the collected information is sent to the main control unit 
via ZigBee network if needed.

In automatic mode, the WiFi network is selected firstly by the remote central 
control center. If failed, the GPRS network is then connected and the connection re-
port is sent by the main control unit. The other processes are the same with manual 
mode.

Shown in Fig. 112.4, when the detected temperature reaches 35 °C or the humid-
ity reaches 70 %, the main control units send commands to sound and light alarm 
module and the buzzer alarms to alert the staffs carefully. Also, when the real-time 
temperature or humidity of the tunnel environment reaches 40 °C or 80 % respec-
tively, the commands are sent to sound and light alarm module. Then, the light 
alarms and the fault locations are sent to alert the staffs to inspect the fault.

When the concentration of the detected combustible gas reaches 0.5 % or the CO 
reaches 200 ppm, the sound and light alarm module receives commands and the 
buzzers and fan equipment are started. When it reaches 1 % or 300 ppm, the light 
alarms and fault locations are sent to alert the staffs to inspect. When it reaches 2 % 
or 400 ppm, the sound and light alarms and the fault locations are sent. Meanwhile, 
the staffs stop work and evacuate and the professionals are requested to inspect the 
failures.

When the detected values of the acceleration sensors, the soil moisture sensors, 
or the air pressure sensors of the surface state information is more than 2 g, 60 % or 

Fig. 112.4   The flow chart of 
data acquisition
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770 mmHG respectively, the buzzers are started. If any two of them reach the value, 
the light alarms and the fault locations are sent to stop work and inspect the fault. If 
all of them reach the value, the sound and light alarm and all of the staffs evacuate 
and the professionals are requested to inspect the failures.

112.3.4 � The System PC Software

The functions of PC software are to display the operation status of each main con-
trol unit and the obtained data information of the sensors. Besides, the detected data 
can be readily stored in text format, to long-term track, report, query and analysis 
facilitate. The interface of PC software is shown in Fig. 112.5.

112.4 � Conclusion

The paper has briefly introduced the basic principle of management monitor sys-
tem of tunnel construction based on IOT and the design process of hardware and 
software system. The PC software has also been designed to monitor the system. 
The designed system can greatly improve the reliability and real-time of the sys-
tem. Above all, the system is cost-effective, easy maintenance and expansion node, 
which can increase the automation of tunnel construction management.

Fig. 112.5   The interface of PC software
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Abstract  As the embedded real-time database (ERTDB) has high requirements on 
the compression algorithm in terms of compression time, compression ratio and 
compression precision, in this chapter, the dead zone algorithm, swing door tend-
ing algorithm (SDT), and the improved SDT algorithms are analyzed in depth, and 
a lossy compression algorithm is designed which can be applied to ERTDB. This 
algorithm is based on SDT with two improved methods, the elimination of wild 
value and the optimization of approximate line, combined in this algorithm. The test 
result shows that it can achieve good compression effect in ERTDB.

Keywords  Embedded real-time database · Swing door tending · Compression 
time · Optimizing · Elimination

113.1 � Introduction

In the data compression of embedded real-time database (ERTDB), there are three 
key problems. Firstly, high compression ratio is important because the hardware 
resources are limited and a huge amount of data has to be stored; secondly, high-
speed performance of compression and decompression is required in the compres-
sion algorithm because the storage and the query of data is real time in ERTDB; 
thirdly, high compression precision is required in order to guarantee that the decom-
pressed data can describe the trend of process accurately. Generally speaking, it is 
contradictory to meet the requirement of compression ratio, compression time, and 
compression precision simultaneously; therefore, it is necessary to find the proper 
balance among those requirements in order to achieve better performance for the 
application of data compression technology in ERTDB.
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The most common lossy compression algorithms in process data compression 
are dead zone algorithm (DZ) [1]and swing door tending algorithm (SDT) [1, 2]. 
There are also many improved methods for SDT, such as adding the forced storage 
recording limit [3–5], optimizing the approximation line [3, 4], adaptively adjust-
ing the compression deviation[5–10], storing the point that has a great influence on 
compression precision [9], eliminating the wild value and dynamically adjusting the 
fitting function [10]. Although great effort has been devoted to the research of those 
algorithms, there is no research on whether they are suitable for ERTDB.

In this chapter, those lossy compression algorithms are analyzed in depth. The 
eliminate wild value and optimize approximate line SDT algorithm (EWOL-SDT) 
is designed and presented in order to meet the requirement of ERTDB on compres-
sion time, compression ratio, and compression precision of compression algorithm. 
EWOL-SDT algorithm may improve the approximate line and make up the draw-
back of SDT in wild value detection. The experimental and practical application 
results show the feasibility.

113.2 � Lossy Compression Algorithm Analysis

113.2.1 � Dead Zone Algorithm

The principle of DZ is as follows. A threshold is set in advance. If the deviation 
between the current data and the last stored data is larger than the threshold, the 
current data will be stored [1]. The compression precision of DZ is low so that the 
data cannot describe the tendency of process accurately after decompression. It has 
a bad compression result on the linear drift data.

113.2.2 � SDT Algorithm

The essence of SDT algorithm is to use a line that is determined by two adja-
cent stored points instead of other data between the two stored points [1, 2]. In 
Fig. 113.1, the last stored point is A, the distance between point A and point A1 is 
the same as the distance between point A and point A2 in the vertical direction. It is 
called the compression deviation ( )∆E  and can be set artificially. A parallelogram 
whose length of side is double of ∆E  and through point A and the current point 
is designed. If the parallelogram contains all points between point A and the cur-
rent point, the compression will be continued; otherwise, the previous point will be 
stored. As shown in Fig. 113.1, point D will be stored and used with line AD instead 
of A, B, C, and D.

Obviously, SDT algorithm has short calculation periods and is easy to imple-
ment. It also has high compression efficiency and compression deviation because it 
can be controlled; however, it is unable to detect and handle the wild value.



1029113  Research and Design of Lossy Compression Algorithm …

113.2.3 � Improved SDT Algorithm

113.2.3.1 � Forced Storage Recording Limit (FSRL)

No data can be stored for a long time if a measured point changes very slowly when 
the SDT algorithm is used to compress data. This will affect the accurate descrip-
tion of process trend [3–5]. In order to avoid such a situation, the forced storage 
recording limit (FSRL) can be set in advance. Once the length of current round of 
compression interval meets the FSRL, the current point will be saved.

113.2.3.2 � Optimize Approximation Line SDT (OL-SDT)

SDT uses the line, which connects two stored points, to represent all data between 
them. In this way, the points which are compressed do not work [3, 4]. In order to 
enhance the importance of the compressed points, an approximation line is designed 
at the end of every round of compression. It has an average slope of the maximum 
slope and the minimum slope. The last stored point is used as the starting point.

113.2.3.3 � Adaptively Adjusted Compression Deviation SDT (AAD-SDT)

The ∆E  of SDT is preset as a fixed value. Large ∆E  will lead to a high compres-
sion error; otherwise, the compression ratio will be very low. A better compression 
effect will be achieved if the ∆E  can be adjusted dynamically according to some 
indicators. There are three types of indicators. One is the result of the comparison 
between compression interval length (CIL) and FSRL. This algorithm is denoted by 
AAD-SDT1 [5, 6]. The second is the result of the comparison between the actual 
compression average error δ  and the expected compression average error Eδ . This 
algorithm is denoted by AAD-SDT2 [7, 8]. The third is the result of the comparison 
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between the standard deviation of the original data in current compression interval 
and in previous compression interval. This algorithm is denoted by AAD-SDT3  
[9, 10].

113.2.3.4 � Store Great Influence Point SDT (Max-SDT)

During the compression, some points greatly differ from other points. If these points 
are abandoned by SDT during compression, the compression precision will reduce 
dramatically; therefore, if we store these points, the compression precision will in-
crease [9]. We set an expected record limit (RL) in advance to find the point that 
has a maximum compression error after a round of compression. If the maximum 
compression error exceeds the RL, the found point will be stored.

113.2.3.5 � Eliminate Wild Value SDT (EW-SDT)

There are wild values (noise) in the actual data. They cannot be detected by SDT. 
Therefore, the wild value will be processed as normal data, which will not only in-
crease the data compression ratio but also affect the accurate description of process 
trend [10]. In order to detect the wild value, a noise limit (NL) should be set. If the 
deviation of a data with both its adjacent points is larger than the NL, the data is a 
wild value and will be ignored.

113.2.3.6 � Dynamically Adjust Fitting Function SDT (AF-SDT)

A straight line is used as the fitted curve in SDT. But in most cases, the data does 
not change linearly. If the changing trend of data is similar to a parabola, it will 
be better to fit the data with a shape of a parabola. If the changing trend of data is 
more approximate to the linear change, it will be better to use straight line as the 
fitting curve. In order to achieve a better compression effect, we can dynamically 
adjust the fitting function according to the changing trend of the actual data during 
compression [10].

113.2.4 � Algorithm Performance Analysis

In order to test the performance of these algorithms above, the algorithms are imple-
mented by C language. FSRL plays an important role in describing the data trends 
accurately, thus this paper will use it as a part of SDT. We use 15,222 actual current 
data obtained from small current earthed system for test, ∆E  is set to 5, and FSRL 
is set to 20. As for AAD-SDT, the range of ∆E  is from 3 to 7, Eδ  of AAD-SDT2 
is set to 2.5; the RL of Max-SDT is set to 3, and for EW-SDT, the NL is 50. Test 
results are shown in Table 113.1.
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As it can be seen, dead zone algorithm has a bad performance in every indicator. 
While compared with SDT, the CR of OL-SDT remains basically unchanged and 
the CE reduces by 9.1 %; AAD-SDT1 improves the CR by 37.5 % while the CE 
increases 32.9 %; AAD-SDT2 improves the CR by 51.2 % and the CE increases 
9.2 %; AAD-SDT3 improves the CR by 12.4 %, at the same time, the CE increases 
7.9 %; the CR of Max-SDT is decreased by 4.8 % with the CE rate by 41.2 %; EW-
SDT improves the CR by 3.1 % and the CE reduces 9.4 %; the CR of AF-SDT 
increases 16.4 % while the CE reduces 5.9 %. In respect of the compression time, 
OL-SDT, AE-SDT1 and EW-SDT use the same time as SDT; the compression time 
of other algorithms is more than twice as that of SDT.

113.3 � Design of Lossy Compression Algorithm in ERTDB

Lossy compression algorithm for ERTDB needs to achieve a good performance on 
time, space, and compression precision, which need to be taken into consideration 
in the design.

Based on the above-mentioned analysis, the dead zone algorithm cannot achieve 
a good result in the compression of process data with linear drift characteristics; thus 
it cannot meet the requirements of ERTDB. SDT algorithm takes a low time-cost 
and gives a good performance in CR and CE so that it can be used in the embed-
ded real-time database. Compared with SDT algorithm, the CR or the compression 
precision of AAD-SDT2, AAD-SDT3, Max-SDT, and AF-SDT has been improved; 
however, the compression time of them is too long to meet the requirements of 
ERTDB; OL-SDT algorithm can reduce CE without the CR upping. Although the 
compression time of OL-SDT has increased, it can still meet the requirements of 
ERTDB. The CR of AAD-SDT1 has been significantly improved, but its CE in-
creases a lot; as a result, the trend of process cannot be described accurately, and it 
cannot be used in ERTDB. EW-SDT algorithm can improve CR and CE while the 

Table 113.1   Test result of algorithm
Compression 
algorithm

Compression ratio 
(CR)

Compression average 
error (CE)

Compression time 
(ms)

DZ 1.97 15.93 38
SDT 4.77   2.28 26
OL-SDT 4.73   2.02 28
AAD-SDT1 6.56   3.03 26
AAD-SDT2 7.21   2.51 91
AAD-SDT3 5.36   2.46 59
Max-SDT 4.54   1.34 60
EW-SDT 4.92   2.01 26
AF-SDT 5.55   2.09 84
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compression time does not increase; what is more important, it can make up the 
drawback of SDT that cannot detect and handle the wild value, so it can be used in 
ERTDB.

As noted from the analysis above, the lossy compression algorithm used in ERT-
DB can adopt SDT with optimize approximation line and eliminate wild value, 
named as EWOL-SDT. EWOL-SDT improves the approximation line by an aver-
age slope of the maximum slope and the minimum slope at the end of every round 
of compression and eliminates the wild value through a noise limit.

DCur  is the value of the current point, DLast  is the value of the last point, DBeLast  
is the value of the before last point, DStored  is the value of the stored point. We de-
fine:

� (113.1)

� (113.2)

� (113.3)

Where, Smax  is the maximum up slope of the last point and the stored point, Smin  is 
the minimum below slope of the two points, S  is medium slope of the two points, 
TDif  is the time deviation between two points. The average slope SAvg  of the maxi-
mum up slope and the minimum below slope is shown as follows:

� (113.4)

where LastSmax  is the last Smax  of the current compression, LastSmin  is the last 
Smin  of the current compression. The steps of the algorithm are as follows:
Initialization: initialize the parameters such as ∆E NL, ,  and FSRL;

Step1:	 If the point is the first point of the current round of compression, store it 
and denote it by D DBeLast Storedand ,  finish the compression; otherwise, go to Step 
2;
Step 2:	 If the point is the second point of the current round of compression, denote 
it by DLast , finish the compression; otherwise, go to Step 3;
Step 3:	 Denote the point by D DCur Lastif  is a wild value judging by 
D D NLBeLast Cur and, , ,  go to Step 8; otherwise, go to Step 4;
Step 4:	 If the length of current compression interval is longer than FSRL, go to 
Step 6; otherwise, go to Step 5;
Step 5:	 Calculate Smax  by Eq. (113.1), Smin  by Eq. (113.2), S  by Eq. (113.3). If 
S S Smin max< < , go to Step 7; otherwise, go to Step 6;
Step 6:	 calculate SAvg  by Eq.  (113.4), calculate the point to store by SAvg  and 
the time deviation of the before last point and the stored point, store the point and 
denote it by DStored , go to Step 7;

S D D E T Smax max( ) / ,= − − }{ Last Stored Dif∆

S D D E T Smin min( ) / ,= − + }{ Last Stored Dif∆

S D D T= −( ) /Last Stored dif

S LastS LastSAvg = +( ) /max min 2
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Step 7:	 LastS S LastS Smax max min min, ,= =  go to Step 8;
Step 8:	 D D D DBeLast Last Last Cur= =, ,  finish the compression.

113.4 � Performance Test

The same original data are used to test EWOL-SDT, which is designed in this chap-
ter, where, ∆E  is set to 5, FSRL is set to 20, NL is set to 50. The test results are 
shown in Table 113.2.

As the result indicates, while compared with SDT, EWOL-SDT improves the CR 
by 2.5 %, reduces CE by 15.3 %. The compression time scales up by only 2 ms. It 
also makes up the drawback of SDT that cannot handle the wild value. Although the 
compression time of EWOL-SDT has increased, it is still more suitable for ERTDB 
than SDT considering its better performance than SDT on CR and CE. Compared 
with OL-SDT and EW-SDT, EWOL-SDT improves CR and CE while the compres-
sion time does not increase. As a result, it can achieve better compression effect in 
an ERTDB than OL-SDT and EW-SDT. Compared with AAD-SDT1, the CR of 
EWOL-SDT is reduced by 25 % but the CE is increased by 40.0 %. Because of high 
requirement of ERTDB on CE and accurate description of process trend, EWOL-
SDT will achieve better compression precision than AAD-SDT1 in an ERTDB. 
EWOL-SDT has a great advantage of AAD-SDT2, AAD-SDT3, Max-SDT, and 
AF-SDT in compression time, which shows that it is more suitable for ERTDB than 
the others.

113.5 � Conclusion

Based on the characteristics of ERTDB, which have high requirements on compres-
sion time, compression ratio, and compression precision, ENOL-SDT algorithm has 
been designed to meet the requirements of ERTDB in this paper. On the premise 
of guaranteeing the compression time, EWOL-SDT algorithm can improve com-
pression ratio and compression precision; EWOL-SDT algorithm was applied to 
ERTDB platform researched by Weihan Technology Co., Ltd and was shown to 
achieve a good effect.

Acknowledgements  This work is supported by the Fundamental Research Funds for the Central 
Universities (13MS21, 13MS24).

Table 113.2   Test result of EWOL-SDT
Compression 
algorithm

Compression ratio 
(CR)

Compression average 
error (CE)

Compression time 
(ms)

EWOL-SDT 4.89 1.88 28
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Abstract  In this paper, a channel assignment and recycling algorithm have been 
proposed, which assign wireless channels to the neighboring subnets to reduce the 
interference, meanwhile the network capacity has been improved by channel mul-
tiplexing between the far-away subnets and recycles channel when the subnet died 
out. The OPNET simulation results show that, it has a good performance in the 
aspects of network delay and throughput.

Keywords  MR-MC · Wireless channel · Algorithm

114.1 � Introduction

Wireless sensor network adopts the way of self-organization and multi-hop for 
communication, when all sensor nodes work at the same wireless channel, on one 
hand, it is hard to solve the problem of exposing and hidden terminal in essence; on 
the other hand, with the increase of sensor nodes, most of sensor nodes withdraw 
randomly as channel collision, and this will not only reduce the utilization ratio of 
channel, but also will decrease the network real-time performance and throughput 
[1].

With the development of wireless communication and system integration, the 
cost of wireless transceivers has been reduced greatly, so it is possible to equip mul-
tiple radios on sensor nodes, especially on backbone nodes (such as routers). So the 
MR-MC (Multi-radio Multi-channel) sensor network is the development direction 
of the future wireless sensor network.

The author has proposed an MR-MC manufacturing sensor network architecture 
based on the nested cellular topology structure in the previous research, the MR-
MC network can be transformed into multiple SR-SC (Single radio Single channel) 
by subnetting, and this not only can perform the advantages in network capacity and 
channel access delay brought by multiple radios and multiple channels to wireless 
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sensor network, but also keep pace with the current sensor network utmost, so the 
complexity brought by modifying MAC protocol has been reduced, and the existing 
research results can be made full use of [2].

114.2 � Research Background

In order to solve the problems of competition and collision, researchers have intro-
duced many multi-channel algorithms which mainly focus on modifying the current 
MAC protocols, but it is too complex and the delay brought by channel switching 
will affect the real-time performance of the network.

Ramachandran et al. proposed the BFS-CA (Breadth First Search-Channel As-
signment) algorithm [3]. In this algorithm, the coordinator creates multi-radio con-
flict graph (MCG) based on the neighboring node information, single-hop delay and 
channel interference value, and calculates the distance between every apex and the 
coordinator in MCG. When accomplishing calculating, starting from coordinator, 
after visiting the coordinator, BFS-CA visit every unvisited neighboring nodes in 
graph by turns to ensure the routers nearest to the coordinator having high channel 
assignment priority, and then starting from the neighboring nodes and visiting their 
neighboring nodes in turn until the neighboring nodes of all the visited neighbor-
ing nodes in graph have been visited, and this make the early visited neighboring 
nodes prior to the late visited neighboring nodes. In order to guarantee the network 
packets transceiving during the channel switching, every node needs to reserve a 
special radio working at Radio Frequency Monitoring (RFMON) model and this 
has reduced the utilization ratio of radio.

KOB etc. proposed that the Distributed Channel Assignment (DCA) algorithm 
choose the wireless channel having minimum interference value according to the 
local topology information to realize the maximization of channel utilization ratio 
[4].

It can be seen from the above analysis that every channel assignment algorithm 
has its own advantages and disadvantages, while the sensor network having a high-
relevance to application background, moreover the manufacturing environment has 
special performance requirements. Consequently, the multi-radio multi-channel as-
signment algorithm applicable to the manufacturing sensor network has the follow-
ing characteristics:

1.	 The manufacturing sensor network is a control network and has high require-
ment on real-time performance, while the traditional multi-radio multi-channel 
assignment algorithm has introduced extra network delay as wireless channel 
switching. Consequently, during the life cycle of sensor node subnet, every sub-
net has to adopt preassignment and fix assignment strategy;

2.	 Because of the limitation of wireless channel resources, even equip multiple 
radios on router, the shortage of channel number will restrict greatly the scale and 
the capacity of the sensor network. Because the single-hop communication dis-
tance of radio is limited, the neighboring subnets adopt different communication 
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frequency and far away subnets reuse wireless channel will improve the network 
capacity greatly, and decrease the interference between them;

3.	 Because the time of subnets formed is not same, when the network runs sta-
bly, and then the subnet will produce, break up and die out as the mobility or 
state change of sensor nodes, so the channel assignment is a persistent and order 
assignment process, and this requires that the channel assignment algorithm has 
extendibility and can recycle the idle channel resource as subnet died out;

4.	 This network is a mixed network, routers equip multiple radios, sensor nodes 
choose one of the neighboring routers as its central node according to the 
received signal strength from them and the number of sensor nodes in subnet, 
and then use single radio to communicate within subnet, so channel assignment 
algorithm mainly focus on the multiple radios and multiple channels on routers 
actually, and has no direct relationship with the sensor nodes themselves;

5.	 The nested cellular topology is based on MR-MC adopt layer network design 
plan. Routers use special radio to communicate with the coordinator, and the top 
network has been assigned a fixed wireless channel, so it has special advantages 
in the aspect of network connectivity;

6.	 The manufacturing sensor network has been divided into multiple sensor node 
subnets, and controlling the number of sensor nodes in subnet and changing the 
method of wireless channel competition on sensor node can effectively reduce 
the end-to-end network delay;

7.	 In manufacturing network, their locations are fixed relatively when the equip-
ment have been disposed, the locations of sensor nodes equipped on the equip-
ment are fixed relatively, their mobile range is restricted and can be predicted 
even move, thereby the topology structure of the entire network has no major 
change during a period of time.

The current algorithms cannot well satisfy the requirements of manufacturing sen-
sor network, so it is great significant to propose a channel assignment and to recycle 
algorithm according to the proposed network architecture.

114.3 � The Proposed Algorithm

The topology of the nested cellular network proposed in the previous research by 
the author is shown in Fig. 114.1 [2], and this paper has proposed a new channel 
assignment algorithm.

It can be seen from Fig. 114.1 that sensor nodes adopt single radio to commu-
nicate within a subnet formed with the router according to the strength of wireless 
signal received from the router. The neighboring subnets use different channels to 
communicate within them, and the far away subnets reuse wireless channels to im-
prove their utilization ratio and to enhance the network capability. While the com-
munication between subnets and coordinator is transmitted by routers. The routers 
use another radio and channel to communicate with each other and coordinator, if 
the network scale is large enough, that can be accomplished by different radios. So 
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the proposed multiple channel assignment and recycling algorithm mainly focuses 
on the multiple channels owned by the multiple radios on routers.

On account of the proposed network architecture by the authors in the previ-
ous research, channel assignment mainly assign channel for the multiple radios on 
router and make the neighboring subnets using different wireless channels to com-
municate within them, while the far away subnet can reuse the wireless channel to 
improve the network capacity, layer-networking can guarantee the connectivity of 
network, moreover controlling the number of sensor nodes in subnet and changing 
the competition method of wireless channel on sensor node can effectively reduce 
the end-to-end delay, and this can realize the goal of load equalization, decreasing 
transmission interference and algorithm complexity and having high extendibility. 
When the number of sensor nodes in subnet is less or more than minimum or maxi-
mum as the mobility or fault of sensor nodes, the subnet will die out or break up, 
at this time it is needed to recycle wireless channel from the nonexistent subnet 
or assign wireless channel for the new subnet, and this can effectively avoid the 
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“Ripple Effect” brought by channel assignment and the network delay brought by 
the frequent channel switching.

The ideal of the proposed algorithm is: the sensor network has been divided into 
different layers according to the number of radios on routers, and the number of lay-
ers is less than that of radios, which guarantee that different radio works at different 
network layer. When the network scale is small, a part of radios can stay in the idle 
state to save energy and improve efficiency. At the stage of network initialization, 
every sensor node starts and switches to its default channel. The coordinator acts as 
Channel Assignment Server (CAS), and then assigns wireless channel on account 
of the layer of wireless channel applying for and order according to the parameters 
passed from routers including the number of radios, neighboring routers and chan-
nel frequency, the neighboring subnets will be assigned to different channels, and 
to ensure that the interference between them is minimum as far as possible, while 
the far away subnets can be assigned to the same channel. During the life cycle of 
sensor node subnets, they will always use the assigned wireless channel to commu-
nicate within them to reduce the network delay brought by channel switching; when 
the subnet dies out, the coordinator recycles the wireless channel the subnet used to 
prepared for next assignment. As adopting layer model, the connectivity of sensor 
network can be fully guaranteed, while the minimization of interference between 
radios and the maximization of network capacity is the final goal of this channel 
assignment algorithm.

This proposed algorithm makes full use of the characteristics of the sensor net-
work architecture under manufacturing environment, according to the channel in-
terference and frequency reuse theory, not only ensure that the neighboring channels 
will not produce interference between them, but also can make full use of channel 
resource and improve the network capability greatly. The introduction of warning 
mechanism to channel assignment can effectively avoid the failure of channel as-
signment as there is no channel left for assignment, and improve the fault tolerance 
and robustness. Using the interference radius to judge whether existing interference 
between channels of the neighboring subnets are more accurate and persuasive than 
one-hop model and two-hop model, and this has shielded the difference between 
single hop distances as the unbalanced distribution of sensor nodes, otherwise it 
may affect the quality of wireless communication as the neighboring subnets will 
produce interference.

114.4 � Simulation Experiments and Results Analysis

114.4.1 � Simulation Model

OPNET is used to make a comparison between the proposed algorithm and two 
algorithms: DCA and BFS-CA [5]. The simulation model is shown in Fig. 114.2.

The simulation parameters are shown in Table 114.1.
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114.4.2 � Results and Analysis

The comparison of MAC delay under the three channel assignment algorithms is 
shown in Fig. 114.3.

It can be seen from Fig. 114.3 that, DCA algorithm has the maximum of MAC 
delay and the most fluctuation; The amount of delay and the amplitude of fluctua-
tion under BFS-CA algorithm and the proposed algorithm are similar, and they have 
no obvious performance difference [6].

The comparison of MAC throughput under the three channel assignment algo-
rithms is shown in Fig. 114.4.

It can be seen from the Fig. 114.4 that, DCA algorithm has the least network 
throughput which has sharp down pulse usually. The network throughput of BFS-
CA algorithm takes the middle place and has a process of jump at the time of net-
work initialization. The proposed channel assignment algorithm has the maximum 
throughput when the network runs stably and hardly, and has the phenomenon of 
fluctuation [6].

Table 114.1   Simulation parameters
Simulation time 1200s Number of 

coordinators
1

Number of sensor 
nodes

10 Number of radios on 
router

2

Number of routers 5 Number of channels 16

Fig. 114.2   Simulation model
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114.5 � Conclusion

This paper firstly analyzes the characteristics and the requirements of the multiple 
channel assignment algorithm of MR-MC sensor network under manufacturing en-
vironment, and then proposes a centralized channel assignment algorithm based on 
requirements and topology structure. The OPNET simulation results show that, this 
algorithm is better than DCA and BFS-CA algorithm and has a good performance 
in the aspects of network delay and throughput.

Acknowledgements  This paper is supported by the Fund of Key Laboratory of Science and Tech-
nology on Electromagnetic Compatibility.

Fig. 114.3   The comparison of MAC delay
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Chapter 115
A Social-Network-Based Intelligent 
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Group Consensus Requirements for 
Collaborative B2B E-commerce

Xiang Liu
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Abstract  Collaborative decision technologies are crucial to support the growing 
complexity and diversity of the collaborative B2B e-commerce with larger group 
consensus requirements. The predefined group consensus is reached through sev-
eral discussion rounds in a classic group decision-making by consensus models. 
However, the existing consensus models for the group decision with a low num-
ber of groups may not be the most appropriate approach to the collaborative deci-
sion with larger groups in collaborative B2B e-commerce context. In this paper, we 
present a social-network-based intelligent collaborative decision model with larger 
group consensus requirements for collaborative B2B e-commerce, which automates 
and supports the collaborative decision consensus-reaching processes. Finally, an 
example of the notebook on-line selling process is illustrated.

Keywords  Collaborative decision · Group consensus · Collaborative B2B 
E-commerce · Social network

115.1 � Introduction

Collaborative decision with larger group consensus requirements in collaborative 
B2B e-commerce context is a time-consuming process because all parties desire 
to maximize their own payoff while they may have common goals [2, 4, 5, 8, 9]. 
If some of the parties do not concede, it could take forever to reach consensus in 
a collaborative decision process. The approach to aggregate individual opinions 
into a group consensus opinion in a collaborative decision process is an insepa-
rable component of many e-commerce activities, such as supplier selection, auc-
tions, scheduling, contracting, etc. [9, 12, 13]. Collaborative decision with larger 
group consensus requirements is the evolution of the group decision. A consider-

© Springer International Publishing Switzerland 2015
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able amount of work on consensus for group decision is available in the literature 
[1, 2, 3, 5, 9]. They focused on consensus that is simply mathematically derived as 
opposed to a consensus that is derived from human interaction. However, the col-
laborative B2B e-commerce implies larger groups of buyers and suppliers in the 
collaborative decision process, and buyers and suppliers do not form their opinions 
independently from one another but interactively with other network members [7, 
8, 10, 11, 12]. Thus, it is necessary to modify the present vision on current existing 
models towards the collaborative decision.

We shall establish a social-network-based intelligent collaborative decision 
model with larger group consensus requirements for B2B e-commerce. It is re-
markable that the proposed social-network-based intelligent collaborative decision 
model is able to allow a certain degree of automation on the consensus-reaching 
process and integrate opinion leaders and the determination of their degree of influ-
ence in a network to consensus measurement by means of applying the theory of 
social-network analysis to identify the opinion leader and obtain the weigh vector 
of buyers and suppliers. After that, using the model can decrease the collaborative 
decision time and maximize the user’s utility.

The rest of this chapter is organized as follows. Section 115.2 interprets the so-
cial-network-based intelligent collaborative decision model in detail. Section 115.3 
demonstrates a detailed implementation process of the social-network-based col-
laborative decision model, its validity, and applicability. Section 115.4 concludes 
the chapter.

115.2 � The Proposed Model

The proposed social-network-based collaborative decision model includes a 
4-phase, which is elaborated step by step in the following:

The first stage  Set up collaborative decision social network of a point in time, 
shown as follows:

Step 1: The suppliers provide the information about the products on an e-
commerce platform by the supplier agent. The buyers filtrate, search for products 
from the e-commerce platform, and get the suppliers’ information response to 
the user by the buyer agent; then generate the collaborative decision social net-
work of a point in time according to the search result, including a group of buy-
ers B b b bt t= … ≥{ , , }( )1 2 1 and suppliers S s s sq q= … ≥{ , , }( )1 2 1 .

The second stage  Form collaborative decision problem including three steps, as 
follows:

Step 2: Select collaborative decision members. The moderator selects collab-
orative decision members including a group of buyers B b b bt t= … ≥{ , , }( )1 2 1  and 
suppliers S s s sq q= … ≥{ , , }( )1 2 1 , and then the buyer agents and supplier agents 
receive proposals from the moderator agent to participate in the collaborative de-
cision problem. Each agent will decide whether it can participate or not (buyer 
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agent and supplier agent’s decision is made by their corresponding human buyer 
and supplier), and then uses role functions to identify opinion leaders and obtain the 
weigh vector of buyers and suppliers λ λ λ λ λ λ λ= … …( , , , , , , , )b b bt s s sq

T
1 2 1 2 , where 

λ λbk sxk t x q≥ = … ≥ = …0 1 2 0 1 2, , , , , , , , ,  and ∑ ∑
k

t

bk
x

q

sx
= =

+ =
1 1

1λ λ .

Step 3: List the product alternatives. The moderator agent lists the product alter-
natives P p p pn= …{ , , }1 2  and identifies the set of attributes U u u um= …{ , , }1 2  and 
their types (benefit or cost), and decides the relative weights of the U u u um= …{ , , }1 2  
attributes.

Step 4: Let CYCLE be the number of iterative times, and then specify MAX-
CYCLE, the maximal number of iterative times to avoid the delayed convergence 
of collective solutions and endless rounds of iterative times; set CYCLE = 0, a cycle 
counter; specify the threshold of acceptable similarity δ, let δ δ= *  be the deadline 
of acceptable similarity and let 0 1< <ω .

The third stage  Automating and supporting collaborative decision consensus-
reaching processes include six steps, shown as follows:

Step 5: The moderator agent collects and normalizes the buyer and supplier pref-
erences.

Let D d k tbk ijbk m n= = …×( ) ( , , , )1 2  and D d x qsx ijsx m n= = …×( ) ( , , , )1 2  be the 
buyer decision matrix and the supplier decision matrix, where dijbk, dijsx  are 
the attribute values, given by the buyer b Bk ∈  and the supplier s Sx ∈ , for the 
product p Pj ∈ with respect to the attribute u Ui ∈ . The moderator agent col-
lects D dbk ijbk m n= ×( ) , D dsx ijsx m n= ×( )  and then constructs the buyer bk B∈  
and the supplier sx S∈  normalized decision matrices, shown below as follows: 
G gsx ijsx m n= ×( )  and G gbk ijbk m n= ×( ) .

Step 6: Decide whether the collaborative decision consensus is reached. Based 
on the additive weighted aggregation (AWA) operator, to fuse the normalized de-
cision matrices G g k tbk ijbk m n= = …×( ) ( , , , )1 2  and G g x qsx ijsx m n= = …×( ) ( , , , )1 2  
into a collaborative decision matrix G gij m n= ×( ) . For convenience, let 
G g G g G g Gsx ijsx m n sx ijsx m n bk ijbk m n

( ) ( ) ( ) ( )( ) ( ) , ( )0 0 0 0= = = = =× × × bbk ijbk m ng G= =×( ) , ( )0  
( ) ( ) .( )g G gij m n ij m n

0
× ×= =

Let G gij m nglobal global= ×( )( )  be the global opinion leader decision matrix, 
G gij m nlocal local= ×( )( )  be the local opinion leader decision matrix, and 
G gij m nintermediarie intermediarie= ×( )( )  be the intermediary decision matrix, where 
G G G bk sx G G G locbk sx bk sqglobal localglobal al⊂ ∈ ⊂ ∈∪ ∪, { , }, , {bbk sx, },

G G G bk sxbk sqintermediarie intermediarie⊂ ∈∪ , { , }.  The illustrated collaborative 
decision consensus evaluation rule such as if the global opinion leaders and the lo-
cal opinion leaders and intermediary influence are high (closeness centrality > 0.5, 
degree centrality > 0.5, betweenness centrality > 0.5), then calculate the similarity 
degree between G G G Gglobal local intermediarie and, , ,  shown as follows:

� (115.1)L G G
mn

g gij ij( , ) ( )global
(CYCLE) (CYCLE)

global
(CYCLE) (CYCLE= −

1 ))

j

n

i

m

==
∑∑

11
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� (115.2)

� (115.3)

If L G G L G G( , ) , ( , )* *
global
(CYCLE) (CYCLE)

local
(CYCLE) (CYCLE)≤ ≤δ δ aand intermediarie

(CYCLE)L G( ,

G(CYCLE) ) *≤ δ , then go to Step 8, otherwise, go to Step 7.
Step 7:  If CYCLE > MAXCYCLE then output a conclusion of no consensus, go to 

Step1. Otherwise, let G g G gbk ijbk m n sx ijsx
( ) ( ) ( ) (( ) , (CYCLE CYCLE CYCLE CYCLE+ +

×
+= =1 1 1 ++

×
1) ) ,m n  

G gij m n
( ) ( )( ) ,CYCLE CYCLE+ +

×=1 1 where

� (115.4)

� (115.5)

� (115.6)

where ∑ ∑
k

t

bk
x

q

sx
= =

+ =
1 1

1λ λ . Then, let CYCLE = CYCLE + 1, go to Step 5.

Step 8: Aggregate the buyers’ and suppliers’ preferences. Based on the AWA [6] 
operator, calculate the overall attribute values, shown as follows:

� (115.7)

to aggregate all the elements in the j th  column of G gij m n
( ) ( )( ) ,CYCLE CYCLE= ×  

and then get the overall attribute values g j
( )CYCLE  (j = 1, 2,…,n) of the prod-

uct p j nj ( , , , )= …1 2 .
Step 9: Rank all the products p j nj ( , , , )= …1 2  in accordance with the values 

g j
( )CYCLE  (j = 1, 2,…,n).
Step10: Transfer Gbk

( )CYCLE  and Gsx
( )CYCLE  from the reverse unitarization process 

into the individual buyer decision matrixDbk
( )CYCLE  and the individual supplier deci-

sion matrix Dsx
( )CYCLE .

The fourth stage  The output is shown as follows:
Step 11: End. output CYCLE, CYCLED k tbk

( ) ( , , , )= …1 2  and the results coming 
from ranking all the products p j nj ( , , , )= …1 2  to the buyer bk B∈  (k = 1,2,...,t) by 
the buyer agents and output CYCLE, CYCLEDsx

( ) and the results coming from rank-

L G G
mn

g gij ij
j

( , ) ( )local
(CYCLE) (CYCLE)

local
(CYCLE) (CYCLE)= −

1

===
∑∑

11

n

i

m

L G G
mn

gij( , ) ( )intermediarie
(CYCLE) (CYCLE)

intermediarie
(CY=

1 CCLE) (CYCLE)−
==
∑∑ gij
j

n

i

m

11

g g g i m jijbk ijbk ij
( ) ( ( )( ) , , , , ,CYCLE CYCLE) CYCLE+ = + − = … =1 1 1 2 1ω ω ,, , ,2 … n

g g g i m jijsx ijsx ij
( ) ( ( )( ) , , , , ,CYCLE CYCLE) CYCLE+ = + − = … =1 1 1 2 1ω ω ,, , ,2 … n

g g g iij bk ijbk
k

t

sx ijsx
x

q
( ) ,CYCLE (CYCLE) (CYCLE)+

= =
= + =∑ ∑1

1 1

1λ λ ,, , , , , , ,2 1 2… = …m j n

g w g j nj i
i

m

ij
( ) ( ) , , , ,CYCLE CYCLE= = …

=
∑

1

1 2
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ing all the products p j nj ( , , , )= …1 2  to the supplier sx S x q∈ = …( , , , )1 2  by the 
supplier agents.

115.3 � Illustrative Example

A self-developed auto-collaborative decision system is developed and used to effec-
tively and efficiently solve the multiple suppliers and buyers dynamic collaborative 
decision problem. Set up the collaborative decision social network of a point in time 
(Fig. 115.1).

Form the collaborative decision problem including three steps, such as 
Fig. 115.2, the buyer b1  decision matrixDb1  is one of ten buyer decision matri-
ces D d kbk ijbk= = …×( ) ( , , , )5 5 1 2 10 .

When CYCLE= 39, L G G L G Gs b( , ) . , ( , ) .( ) ( ) ( ) ( )
6
39 39

2
39 390 0707 0 0913= = . Since 

L G G L G Gs b( , ) . , ( , ) . ,( ) ( ) ( ) ( )
6
39 39

2
39 390 10 0 10< <  the global opinion leader s6 decision 

matrix Gs6
39( ), the local opinion leader and intermediary b2 decision matrixGb2

39( ) ,

and the normalized collaborative decision matrix G gij
( ) ( )( )39 39

5 5= ×  are of accept-
able similarity. Figure 115.3 is the buyer b1decision matrixDb1

39( ) , where the pre-
defined consensus is reached.

In order to evaluate the proposed model performance, let us suppose that a buyer 
agent asks the user to login to the system and input the same product-filtrating and 
search conditions (Table 115.1) in seven points in time; and then generate the col-
laborative decision social networks of seven points in time according to the search 

Fig. 115.1   Collaborative decision social network of a point in time
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result, including a group of buyers B j  and suppliers S j . Results of the collaborative 
decision of seven points in time in collaborative decision social network, which are 
summarized in Table 115.1.

The results show that the consensus is achieved in 39 iterative times in the first 
point in time. The number of manual supervision and iterative times tend to de-
crease as the collaborative decision number develops. A low number of suppliers 
and buyers’ human supervision are necessary, which contributes to saving much 
time and cost in a long term. No supplier and buyer are required to supervise their 
preferences at each round of the consensus-reaching process. Such supervisions are 
only necessitated at the beginning, in the first point in time due to the fact that all 
suppliers and buyers independently give their initial decision matrices.

Fig. 115.3   The buyer b1 decision matrix Db1
39( ) , where the predefined consensus is reached

 

Fig. 115.2   The buyer b1 decision matrix Db1
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115.4 � Conclusion

In this chapter, we present a social-network-based intelligent collaborative decision 
model with large-group consensus requirements for B2B e-commerce-deploying 
intelligent agents to facilitate the autonomous and automatic collaborative decision 
for on-line buying and selling while providing a fast response to a group of suppli-
ers and buyers who compete to provide and buy their products. In addition, we have 
implemented an intelligent collaborative decision social-network-based consensus 
support system upon such a model. The prominent characteristic model is that it can 
automatically modify the diverging individual opinions of the buyer and supplier 
so as to reach consensus among large groups of buyers and suppliers’ opinions and 
actualize the automated collaborative decision-making process. Due to its capacity 
to deal with larger groups of buyers and suppliers in the real world, we aim to apply 
the system to the entire supply chain of individuals.

Acknowledgements  This work was partially supported by funding from the Humanities and 
Social Research Program Foundation of the Ministry of Education of the People’s Republic of 
China (11YJA630068).
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Abstract  Data mining based on association rules (AR) can find out the potential 
relationship among the meteorological data to forecast the weather conditions; 
however, it is difficult for traditional AR algorithms to meet the requirement of 
massive meteorological data mining. To address this issue, we propose a frequent 
pattern (FP)-tree algorithm based on MapReduce to forecast weather in a cloud 
computing system. We conduct extensive experiment with real meteorological data 
to evaluate the performance of our algorithm.

Keywords  Association rules · FP-tree · Meteorological data · MapReduce

116.1 � Introduction

The meteorological data contains plenty of hidden meteorological laws. Association 
rule mining (ARM) can find out the potential relationship between the data, which 
can be used to effectively forecast the weather. The efficiency, adaptability, and 
usability bottlenecks are available in mining the massive meteorological data with 
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the traditional ARM algorithms [1]. The idea behind cloud computing is to allocate 
resource on demand dynamically and process massive data at low cost. With this 
technology, people can process massive amount of data in a short time [2].

There have been some studies seeking to make use of a few machine-learning 
methods to derive forecasting rules from observational meteorological data; 
however, those methods fall short of deriving any explicit and direct association 
relationships by data mining for weather prediction [3].

The traditional ARM algorithm—a priori algorithm—encounters many 
difficulties in dealing with massive data: It needs to repeatedly scan the database to 
get all frequent sets; it has high I/O overhead for scanning; it spends so much time 
in dealing with a particularly large number of candidate sets.

Considering that many meteorological elements are correlated in nature, in this 
chapter, we design a frequent pattern (FP)-tree algorithm for mining meteorological 
data [4]. It only needs to scan the database twice and directly combines the database 
to produce final FPs. Our algorithm includes two steps: (1) the map step takes an 
input pair and produces a set of intermediate key/value pairs, (2) the reduce step 
merges these values to form a possibly smaller set of values. We run the FP-tree 
algorithm on a real meteorological data set to forecast the weather. Some results 
show that the running time of the algorithm has decreased obviously by increasing 
the number of computing nodes.

This chapter proceeds as below: Sect. 2 introduces the MapReduce framework; 
Sect. 3 introduces the MapReduce-based FP-tree algorithm; Sect. 4 analyzes the 
experimental results; Sect. 5 concludes the chapter.

116.2 � Introduction of MapReduce

MapReduce is a parallel-operation programming model or computing model 
used for large-scale datasets. It mainly contains two concepts: map and Reduce 
to complete the map and reduce, respectively. Users specify the computation in 
terms of a map and a reduce function, and the running parallelizes the computa-
tion across large-scale clusters of machines, handle machine failures, and schedule 
inter-machine communication to make efficient use of the network and disks. The 
map operation is independent [5]. It meets the demands to operate each element in 
the independent group and then creates a new group to save intermediate values. 
The elements of an element set are properly merged by reduction. The reduce only 
obtains a simple answer, even the higher parallelism of the map [6, 7].

Figure 116.1 is the data flow diagram of the MapReduce framework. Firstly, 
a large number of data sets are divided into a number of small sub-data sets by 
the map operation; secondly, a sub-data set is assigned to a node; thirdly, each 
node processes its sub-data set to produce intermediate results; finally, the reduce 
operation merges all intermediate results into a single final result.
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116.3 � FP-Tree Based on MapReduce

The FP-tree-based algorithm is to divide the database and then distribute each part 
of the database to nodes or processors for mining, or to distribute the computation 
loading [7, 8]. During the mining process, the nodes will exchange required transac-
tions with each other. Simultaneously, all the algorithms proposed previously need 
to scan the local transaction database twice. The FP-tree is a compact representation 
of all relevant frequency information in a database. Every branch of the FP-tree rep-
resents a frequent item set and the nodes along the branches are stored in decreasing 
order of the frequency of the corresponding items with leaves representing the least 
frequent items [4, 9].

Our algorithm can divide into two parts, respectively, the computation of Ma-
pReduce twice, at last, combination to produce the final FPs. Figure 116.2 is the 
detailed process of the MapReduce FP-tree algorithm.

The explanations of the MapReduce FP-tree algorithm are as follows:

1.	 Format the input data according to the Hadoop requirement and store data in the 
Hadoop distributed file system (HDFS).

2.	 Scan the transaction database D and divide the data into several data blocks, via 
a MapReduce process, in which the same attributes gather together and calcu-
late the times of attributes that appear, and then judge whether it is less than the 
minimum support degree and export the FPs that the attribute is no less than the 
minimum support degree.

3.	 Group the FP collections with each group with a unique number; map every 
frequent item set to the number to formulate the G-list table.

4.	 According to the G-list table, group the transaction database. As to the mapper 
of each node, scan the assigned data blocks and process the data items, packet 
them averagely as much as possible, and then allocate them to the reducer of this 
group.

5.	 The reducer of each node processes the assigned data block based on packet, 
constructing the sub-tree of the FP-tree for data sets, obtaining the conditional 
pattern bases and conditional FP-tree by iteration. Then get a maximum K FP 
set.

Fig. 116.1   Data flow diagram of MapReduce
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116.4 � Experimental Results and Analysis

116.4.1 � Mining the Meteorological Data

Experiments use the completely distributed environment in the LAN by using two 
servers and a disk array to invent PC constructs three nodes cluster. The virtual 
machine has 4 GB memory, 100 GB hard disk, two 2-core central processing unit 
(CPU), the Ubuntu 12.04 operating system by using Hadoop 1.0.3 as the test plat-
form, and the Eclipse 3.7 for IDE programming environment.

The data used for predicting experiments are the data set of the China ground 
international exchange station climatic information provided by China Meteoro-
logical Data-Sharing Service Network. The data sets provide daily observation data 
of 194 basic, reference ground meteorological observation stations and automatic 

Fig. 116.2   Algorithm flowchart of MapReduce FP-tree
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reported stations in China between January 1, 1951 and July 31, 2012. The 53,463 
(Hohhot station) data include their factor conditions: 20–20-h precipitation, average 
station pressure, average wind speed, average temperature, average vapor pressure, 
average relative humidity, and small evaporation rate (Table 116.1).

116.4.2 � Prediction of Association Rules in the Meteorological 
Data

The Boolean association rules process the discretization and kinds of values. They 
show the relationship between these variables. As to the meteorological association 
rules data mining, our idea is to discretize the data, converting its properties into 
Boolean before Boolean ARM (Table 116.2).

Assume that various factors are divided into several grades and marked with a 
symbol. 20–20-h precipitation uses symbol J, the average wind speed uses symbol 
F, the average temperature uses symbol W, the average relative humidity uses sym-
bol S, the small evaporation rate uses symbols Z, as shown in Table 116.2.

The ARM using support and confidence cannot determine whether the ARM is 
meaningful. Based on this problem, it is proposed to calculate the correlation of 
rules.

Table 116.1   Partial data
Station 
index 
number

Year Month Day 20–20 h 
precipi-
tation

Aver-
age 
station 
pres-
sure

Aver-
age 
wind 
speed

Aver-
age 
tem-
pera-
ture

Aver-
age 
vapor 
pres-
sure

Aver-
age 
relative 
humid-
ity

Small 
evapo-
ration 
rate

53463 1951 2 1 0 8993 38 32766 25 61 28
53463 1951 2 2 0 9015 52 − 82 20 64 11
53463 1951 2 3 39 9001 23 − 67 31 83 3
53463 1951 2 4 15 9032 12 − 134 24 92 17
53463 1951 2 5 0 9055 8 − 237 7 78 13
53463 1951 2 6 0 9023 14 − 225 9 84 9
53463 1951 2 7 0 8956 0 − 189 13 78 11
53463 1951 2 8 57 8901 7 − 116 25 92 25
53463 1951 2 9 1 8959 27 − 140 17 86 16
53463 1951 2 10 0 8983 5 − 225 7 90 8
53463 1951 2 11 0 8980 7 − 204 10 83 11
53463 1951 2 12 0 8973 8 − 108 24 80 28
53463 1951 2 13 2 8957 13 − 92 30 91 12
53463 1951 2 14 0 8974 12 − 139 19 93 2
53463 1951 2 15 0 8996 50 − 132 21 86 19
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The relevancy of V is the than of the possibility of simultaneous events and 
the possibility of completely independent events. When V < 1, it indicates negative 
correlation between events, and this rule is meaningless; when V = 1, it indicates 
independence relation between events; when V > 1, it indicates positive correlation 
between events and that the rule is meaningful.

As to the data shown in Table 116.2 as an example, mine it with the association 
rules and calculate the confidence and correlation degree with the results obtained 
and shown in Table 116.3:

According to the rule table, the following rules can be summed up:

•	 When the average wind speed is 2 stages, the small evaporation rate is 1 stage, 
the confidence level can reach 100 %.

•	 When the average vapor pressure is 1 stage, the average relative humidity is 2 
stages, the confidence level can reach 57 %.

•	 When the average vapor pressure is 1 stage, the average relative humidity is 3 
stages, the confidence level can reach 43 %.

•	 When the average vapor pressure is 1 stage, the average relative humidity is 3 
stages, the confidence level of the small evaporation can reach 57%.

Table 116.3   Rule table
Rule number Rule left Rule right Degree of confi-

dence (%)
Correlation

1 Z(1) F(2) 100 5.56
2 S(2) Y(1) 57 1.63
3 S(3) Y(1) 43 1.54
4 Z(1) Y(1) S(3) 100 5.56
5 Z(1) S(3) 75 3.125
6 Y(1) W(3) 100 4.76
7 Z(1) Y(1) 71 1.69

Table 116.2   Some symbolized meteorological data records
The class of 
average wind 
speed

The class 
of average 
temperature

The class of 
average vapor 
pressure

The class of 
average relative 
humidity

The class of 
small evapora-
tion rate

F(2) W(2) Y(1) S(3) Z(1)
F(2) W(3) Y(1) S(3) Z(1)
F(3) W(3) Y(1) S(2) Z(2)
F(4) W(3) Y(1) S(2) Z(2)
F(1) W(4) Y(2) S(2) Z(3)
F(2) W(4) Y(3) S(4) Z(1)
F(1) W(4) Y(3) S(3) Z(2)
F(1) W(2) Y(1) S(3) Z(1)
F(5) W(1) Y(1) S(2) Z(1)
F(4) W(1) Y(1) S(2) Z(1)
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•	 When the average relative humidity is 3 stages, the average small evaporation is 
1 stage, the confidence level can reach 75 %.

•	 When the average temperature is 3 stages, the average vapor pressure is 1 stage, 
the confidence level can reach 100 %.

•	 When the average vapor pressure is 1 stage, the small evaporation rate is 1 stage, 
the confidence level can reach 71 %.

According to the obtained rules, it can predict the future event. Among the obtained 
rules, the occurrence possibility of the left end of the high confidence is also high, 
which deserves attention.

116.4.3 � Performance Evaluation

The data of the performance test use five blocks from the dataset. The size of the 
blocks is 680 KB, 5.5 G, 11 G, and 22 G. We use these five blocks of data to carry 
out three groups of experiments.

116.4.3.1 � On Single Machine and Distributed Environment

The first group of experiments carry out experimental tests on single machine 
and distributed environment with the five data sets. The minimum support degree 
is set to Minsub = 1000. The comparison of the experimental results is shown in 
Fig. 116.3a:

From Fig. 116.3a we can see that testing the small data sets in distributed envi-
ronment is more time-consuming than in single-machine environment because it 
takes some time to initiate the Hadoop calculation and occupies the storage space, 
which results in lower storage efficiency. When the data size exceeds the ability to 
run in single-machine environment, or the file size exceeds the default size of the 
data blocks, the advantage of parallel algorithm will be highlighted.

116.4.3.2 � Different Minimum Support Degree on Distributed Environment

The second group of experiments carry out experimental tests on distributed envi-
ronment using the 5.5-G size of data. When the minimum support degree is 500, 
700, 1000, 2000, test the impact of support for distributed computing rate with the 
experimental results shown in Fig. 116.3b.

From Fig. 116.3b we can see that when the support is increasing, the operating 
time is reducing because generating frequent item sets relies on the G-list. When 
the support increases, G-list records will be smaller. Thus, the number of group is 
smaller at the moment of mining and the computing time of the FP-tree is reducing 
correspondingly. It is worth nothing that the support larger may impact on the last 
generation rules. In practical application, we should find the support to enable the 
computing speed and accuracy to achieve the desired balance.
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116.4.3.3 � On the Number of Different Map Environment

The third group of experiments carry out experimental tests on the number of dif-
ferent map environment with the data of the size of 626.8 MB. By configuring the 
values of mapred.tasktracker, mapreduce.tasks, maximum of Hadoop, change the 
number of maps. In the experiments, the number of maps are 2, 4, 6, 8, 10, the run-
ning time is 301, 210, 190, 172, 160 s (Fig. 116.4).

The experimental result shows that the running time of the algorithm has de-
creased obviously by increasing the number of computing nodes. If the computing 
resources are sufficient, the algorithm can improve the computing speed in a more 
obvious manner; therefore, as long as appropriately adjusting the number of com-
puting nodes, even the algorithm under the condition of processing data sets on a 
very large scale, the computing speed will increase correspondingly.

116.5 � Conclusion

This chapter introduces a MapReduce implementation of FP-tree algorithm, and 
discusses its application in terms of meteorological data mining and prediction. 
With the map operation, the meteorological data-mining problem can be divided 
into several blocks to produce a set of intermediate key/value pairs. With the reduce 
operation, it merges together those values to form a possibly small set of values. 
There are a lot of interesting research issues related to the FP-tree-based mining, 
including further study, the implementation of constraint-based mining of FPs by 
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using FP-trees, and the extension of the FP-tree-based mining method for mining 
sequential patterns, max-patterns, partial periodicity, as well as other interesting 
FPs.
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Abstract  In order to improve the precision of Doppler and Strapdown inertial navi-
gation system (SINS) integrated navigation system with moving base, an in-flight 
alignment method is proposed by making an uniform circular motion of the aircraft 
according to the phenomena avaliable in the Doppler/SINS navigation system tests. 
The platform error-angles of the SINS can be estimated quickly and the prediction 
precise can be improved by this method. Experiment verifies the feasibility and 
validity of this method. Theoretical analysis shows that the steady state limit of the 
estimation can be highly reduced by proposed method, and the method is valuable 
for practical application.

Keywords  Airborne SINS · Doppler · In-flight alignment · EKF · Filtering 
estimation

117.1 � Introduction

As limited by the status of INS equipment and the level of theoretical research, 
the in-flight alignment cannot be implemented effectively just by using the exist-
ing INS equipment on airborne which can finish the work of solver on its own [1]. 
Most scholars tend to believe that the INS resolving capability can be improved 
with the assistance of some airborne mission equipment, and the attitude misalign-
ment angles can be estimated and compensated effectively by using the auxiliary 
information as reference as obtained from some established satellite positioning 
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systems. The in-flight alignment method for airborne SINS with the assistance of 
its own equipment is also called the in-flight integrated alignment or the stand-alone 
auxiliary alignment [2–5].

Doppler device is generally considered to be rigidly connected with the body 
[6–8]. Doppler velocity errors contain inherent errors of the equipment such as scale 
error, bias and noise, and installation errors such as structural misalignment. Bias 
and scale factor/sight line axial error are generally considered to be random con-
stants. As the Doppler device is based on the principle of the radar, the noise may be 
a function of the speed vector and is usually considered as fluctuation noise.

Because of the high speed precision of the Doppler radar speed gun, it is a rea-
sonable idea for us to use the Doppler radar speed gun to assist the moving-base 
alignment. On this basis, the paper aims at proposing an in-flight emergency align-
ment method with the Doppler observables and circular motion alignment. The 
paper uses the EFK filtering algorithm to solve the problem of uncertainty of the 
measurement noise, and the simulation illustrates that the EFK filtering algorithm 
can effectively decrease the errors and increase the convergence rate.

117.2 � Doppler and Integrated System Error Model

The principle of Doppler radar speed gun is to use the Doppler effect as generated 
when electromagnetic waves encounter the moving target, that is, the frequency of 
the echo signal generated by the encounter between the transmitting radar waves 
(the frequency is f0 ) and the moving object is f fd0 ± , where fd is the Doppler fre-
quency shift. If Vr  is the radial distance from the target to the radar, the formula for 
fd and Vr  is f f V c Vd r r= × +2 0 ( ) , where c is the velocity of light, and generally, 
c Vr>> .  Then it can be obtained that V fr d= × ( )λ0 2 , where λ0 0= c f  is the 
wavelength of the emitted electromagnetic wave; therefore, Vr can be obtained as 
long as fd ( f0 and c are known) is measured.

The errors of Doppler radar speed gun mainly consist of the following compo-
nents: (i) the error caused by changes in transmitter frequency (0.0048 %); (ii) the 
error caused by changes of the velocity of light (0.023 %); (iii) the error caused by 
measurement methods (0.0002 %); (iv) the error caused by the instability of the 
clock frequency (0.005 %); (v)the error caused by the changes of the phase which 
occurs when the signal gets through the receiver, the input amplifier and the band-
pass filter (0.02 %); (vi) the measurement error due to the time reference error of the 
tape recorder when the signal gets through the recorder for playback measurement 
and when there is no time recorder in the data processing apparatus (0.1 %). When 
summing up the above several errors, the radar speed error is about 0.1031 %, which 
meets the accuracy requirements of the navigation [1].

A common error model for Doppler velocity sensor is given by
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�

(117.1)

In this error model, the term related to off-axis and speed are used to denote the mis-
alignment errors or the sight line axial errors. dBSyz  and dBSzx denote azimuth and 
pitch sight line axial errors, respectively. As to the fix-wing airborne application, 
the product of the error and velocity components vy

b and vz
b  can usually be ignored 

because they are very little when compared with the bias of the Doppler device.
The output of the Doppler velocity sensors are combined with the INS velocity, 

by which a measurement is obtained for the use of processing the Kalman filtering 
algorithm for airborne. The difference between Doppler velocity and INS velocity 
is called Doppler bias which can be denoted as follow [1]:

� (117.2)

where vINS  is the velocity resolved by INS, vDOP  is the velocity measured by the 
radar.

Under normal circumstance, the Carrier-based aircraft in flight requires the 
pitch angleθ and roll angle γ  to be less than 5, and heading angle which is between 
0–360° to vary for different headings; therefore, the pitch angle error and the roll 
angle error have less impact on resolving the aircraft location in latitude and longi-
tude coordinates. The aircraft positioning errors mainly originate from the heading 
measurement error and the velocity measurement error [3].

117.3 � Doppler and Integrated System Error Model

The Earth’s rotation angular velocity and the gravitational acceleration are used by 
INS to conduct autonomous coarse alignment, then the velocity measurement is 
compared with the INS velocity, and the state vectors are estimated through Kalman 
filter, the estimated values are used to regulate the INS, and then the initial align-
ment is completed. Its principle is shown in Fig. 117.1.

The navigation parameters output by the navigation solver and the radar speed 
gun respectively are fused together through Kalman filter, and the estimated value 
of the parameter error the filter outputs is used directly to regulate the navigation 
parameter the SINS outputs. A combination of the output correction and feedback 
correction will be taken as the correction method. In the course of estimation, the 
output correction is firstly used and the feedback correction is used as the filter goes 
stable (that is to say, the estimation errors go stable), then the corrected navigation 
parameters will be the output of the navigation system. Figure  117.2 shows the 
navigation procedure of SINS with aid of radar.
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117.3.1 � Mathematical Model of Doppler/SINS In-Flight 
Alignment

1)	State equation

In the course of alignment, the body makes a slow rotary motion in the horizontal 
plane, the coupling of height channel and horizontal channel is weak, moreover, the 
height channel makes a damping by utilizing such auxiliary altimetry equipment as 

Fig. 117.2   Navigation procedure of SINS with aid of radar
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barometric altimeter; therefore, in the approximately horizontal rotation, the height 
channel parameters change so slightly that the impact of the height channel may be 
ignored. A local level N-E-D frame is used as the navigation frame, and the initial 
alignment state vector X is as follows:

�
(117.3)

where ϕE ,ϕN  and ϕU  are the attitude misalignments; δVx  and δVy  are the east 
and north velocity errors respectively; δλ  and δ L  are the longitude and latitude er-
rors respectively; ε εx y,  and ε z  are the lateral, longitudinal and vertical gyro drifts 
respectively; δVd  is the velocity offset error,; δ∆  is the drift angle error, and δC
are the scale factor error.

The system’s state equation can be written as below:

�

(117.4)

�
(117.5)

�

(117.6)

� (117.7)
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where f fE N, , and fU  are the specific force vectors measured by accelerometer in 
the navigation frame; V VE N, , L  and λ  are navigation parameters output by the 
system, ∇E  and ∇N  are the accelerometer random noises which obey a normal 
distribution with zero mean.

2)	Observation equation

In this algorithm, set the observation as the difference between the velocity value 
resolved by SINS and the velocity value measured by Doppler radar, then system 
observation vector Zk  is given by

� (117.9)

117.3.2 � Filter Design

The above state equation and observation equation can be expressed as follows:

�
(117.10)

where the vector of observation noise is v v vkE kN
T= [ , ] , the observation matrix H

is given by

�
(117.11)

where kd  denotes the consideration for the track direction of drift angle.
The system state equation is continuous and linear, and the observation equation 

is discrete and linear. The discrete state equation can be written as follows:

�
(117.12)

where ϕk k, −1  is the state transition matrix, Γk k, −1  is the model noise transition ma-
trix, Wk  is the model noise, Hk  is the observation matrix, Vk  is the observation 
noise.

The discrete Kalman filtering equations are formulated as follows:
The state step prediction:
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The state estimation:

The filter gain:

The step prediction mean square error:

The estimated mean square error:

117.4 � Simulation and Analysis

117.4.1 � Simulation Environment Settings

In the simulation experiment, as the body mainly makes a short time circular mo-
tion in the process of alignment, the INS error model previously established can be 
simplified, and the initial simulation parameters are set as follows:

•	 The initial position of 30 °N, 120 °E, initial azimuth, pitch and roll angles are 
chosen as 0 ° respectively, the initial leveling and the azimuth misalignment an-
gle are chosen as 6 arc min and 10 arc min respectively.

•	 The flight path design: in the previous 50 s, the carrier aircraft keeps climbing up 
at a speed of 60 m/s, and then keeps a straight flight at a stable speed of 60 m/s in 
the subsequent 50 s; then, with a body roll angle of 30°, the aircraft keeps doing 
circling maneuver at a angular velocity of 10°/s in 300 s, then the aircraft keeps 
a uniform level flight, the total simulation time is 400 s.

•	 A medium accuracy (1 n mile/s) SINS is chosen, the gyro drift relevant time τ  
is chosen as 10,800 s, the constant and random drifts of each gyro are chosen as 
0.02 (°)/h and 0.01 (°)/h (1σ), respectively, the random constant rms is chosen 
as 4 8 10 8. × −   rad, the accelerometer bias relevant time is chosen as 10,800  s, 
the constant and random biases of each accelerometer are chosen as 10 4− g  and 
5 10 5× − g  (1σ) respectively, the constant RMS is chosen as 4 8 10 8. × − rad.
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117.4.2 � Simulation Results and Analysis

The carrier aircraft makes some kinds of maneuvering flight such as climb flight, 
speed flight, level flight and circling flight; the total simulation time is 400 s; the 
alignment is performed in the circular motion, during which the resolved data of 
the Doppler/SINS is fused with the position and velocity measured by GPS; then 
the work of alignment is completed. Figures 117.3, 117.4, 117.5 show the position 
error, velocity error and error of the misalignment angle estimation in initial align-
ment.

The simulation results shown in Figs.  117.3, 117.4, 117.5 illustrate that the 
alignment algorithm for airborne SINS on moving base with the assistant of 
Doppler radar can get stable filtering errors through the filtering solver in less 
than 30  s. The attitude misalignment angle estimation errors are as follows: 
∆ ∆ ∆ϕ ϕ ϕE N U= ′′ = ′′ = ′25 7 26 4 3 24. , . , . ;  and the velocity errors are as follows: 
∆ ∆V m s V m sE N= =0 46 0 39. / , . / ;  in addition, the positioning errors of SINS as-
sisted by the GPS in position matching are as follows: ∆ ∆L m m= =12 7 15 3. , . .λ

The simulation results illustrate that the algorithm can obtain considerable align-
ment accuracy in a short time. In addition, the algorithm can effectively solve the 
problem of the uncertainty of measurement noise and increase the convergence rate. 
Compared with the theory in some relevant literatures that the steady-state errors of 
the 3 misalignment angles are the ultimate errors and can not be eliminated; and the 

Fig. 117.3   Localization error in alignment
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Fig. 117.5  Misalignment error of SINS in alignment

 

Fig. 117.4   Velocity error of airplane in alignment
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alignment algorithm can be regarded as an effective method to suppress the random 
errors of gyro and accelerometer. Furthermore, for the sake of obtaining the accu-
rate three-dimensional velocity information, it is very important to get the optimal 
radar output by integrating variety of factors.

117.5 � Conclusion

As to the issue that the respond time is affected by the ground static alignment of 
SINS/GPS integrated navigation system, the paper proposes an in-flight emergency 
alignment method with the Doppler observables and the circular motion alignment.

The system state equation and observation equation were founded, and the car 
test verified the method to be feasible and effective. The method can greatly im-
prove the speed and precision of the alignment and be regarded as an effective 
method to suppress the random errors of gyro and accelerometer. It may be noted 
that it would be an effective way of engineering implementation by combining a 
high-precision single-axis rate turntable with SINS into one system.
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Abstract  Network on Chip (NoC) has significantly solved the problem caused by 
the bus architecture of System on Chip (SoC). The multicast communication will 
become an increasingly important factor in future NoC-based system. Network cod-
ing (NC) can help to improve the performance of NoC. In this paper, we design a 
router architecture based on network coding. The design principle and working pro-
cess of this new router, especially the coding and decoding modules are discussed 
in details. Finally, a simulation model of the router is established.

Keywords  Network on chip · Network coding · Router

118.1 � Introduction

Network on Chip (NoC) is proposed to solve the communication challenges of the 
System on Chip (SoC). Multicast becomes one of the most important communica-
tion styles, as more and more on-chip applications appear. In the distributed shared 
cache system, multicast has taken 12.4 % of the total account of communication [1]. 
Unicast NoC cannot satisfy the multicast communication very well. Many multicast 
mechanisms, such as tree based [2] or path based [3], have been presented to opti-
mize the performance of NoC; however, NoC cannot achieve the maximum value 
of max-flow/min-cut theorem [4]. This will be the bottleneck of the throughput. 
Network coding (NC) is an efficient technique to solve this problem [4]. With this 
technique, two or more packets received and stored previously are coded together to 
generate one outgoing packet in the middle nodes, and at the destination node, the 
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coded packet can be decoded; therefore, NC increases the capacity of the link and 
also eliminates the competition of the packets, which are coded together.

NC is introduced to NoC recently [5–8]. The router architecture working on 
the centralized control mode [6] and routing algorithm based on bus [9] are de-
signed; however, the architecture of the NC module is ignored. In this paper, we de-
sign a new architecture of NoC router based on NC, including input (IPT) module, 
NC module, Switch Allocation (SA) module, crossbar (Xbar) module, and output 
(OPT) module. This paper mainly discusses the design of the NC module. The new 
router works on the distributed control mode, and it makes the NC operation more 
flexible and enhances the scalability of NoC.

The rest of this paper is organized as below: in Sect. 118.2, we introduce the 
architecture and the packet format of the NoC router based on NC. The detailed 
architecture of NC module is provided in Sect. 118.3. The evaluation and simulation 
results are presented in Sect. 118.4. Finally, the paper is concluded in Sect. 118.5.

118.2 � NC-Based Router Architecture

The structure of the new proposed router is shown in Fig. 118.1a. IPT module con-
tainsrouting computation, timing, and input buffer unit. Coding and decoding mod-
ule belong to NC module. SA module is used to allocate Xbar and implemented 
by the simple round robin arbitrators. The allocation may involve competition not 
only for the output port of Xbar, but also competition with other virtual channels 
in the same IPT module for the input port of the Xbar. Moreover, the packets from 
NC module is handled no differently than any other packets in both SA and Xbar 
module. Xbar interconnects IPT and OPT module, and connects the NC module and 
OPT module, either. Xbar and OPT module have dedicated ports for the NC module 
to decrease the blocking probability. The Virtual Channel Allocation (VA) unit is 
located in the OPT module.

Each packet travels through the router in the following five stages, Routing 
Computation (RC), NC, SA, Switch Transmission (ST), and Output. When a packet 
is injected into the router, it is firstly buffered and the out port is calculated in the 
RC stage at the same time. Information extracted in RC stage activates the coding 
or the decoding operation of NC stage. This stage produces the coded packets. The 
coded and un-coded packets get the permission of Xbar during SA stage. The per-
mission makes the packets to finish the ST stage and get new VC of the next node 
on the last stage. During this stage, the destination address is updated.

To support the network coding function, a new packet format, referencing to 
Fig. 118.1b, is introduced for this new router. There is at least one head flit in each 
packet. The UI in the head flit comprises the source address and the packet number. 
The packet number is a sequence number created by IP core or NC module for the 
new packet. Each packet owns a unique UI, and this assists the decoding module 
to find out the decoding packet. The decoding number named as DN1 or DN2 is de-
rived from the UI whose packet joins in the coding operation. DA is the destination 
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address for the current branch packet, and DAb for lateral branch packet. Each bit in 
the DA and DAb represents a certain node in the network.

118.3 � Network Coding Module

NC module contains the coding module and the decoding module. The two modules 
provide the coding function and the decoding function.

118.3.1 � Coding Module

The structure of coding module is presented in Fig. 118.2. As the new router works 
on the distributed control mode, the Coding Condition Judgment/Arbitration (CJA) 
module containing coding judgment unit and arbitration unit is necessitated to 
decide which packet to join in the coding operation. The Coding Operation (CO) 
module and the Create Head Flit (CH) module produce the coded packets coop-
eratively; in addition, the Reorganized Packets (RP) module assembles the coded 
packet. Coding Buffer (CB) is essential to store the flit coming from CO module. 
As the coded packet is a new one, UI module is built to create the UI for coded 
packets. The coding module cannot work smoothly without the Management (MA-
c) module. MA-c module includes Flow Control (FC-c), Buffer Allocation (BA-c), 
and Coding Start/End (CSE) module.

Fig. 118.1   a Router structure and b Packet format
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When a new packet comes into the router, IPT module extracts the information in 
head flit and calculates the out port. Both of them will be sent to the coding module 
to judge whether the packet satisfies the coding condition or not.

To save hardware resource, such as buffer and logic unit, two-stage arbitration 
with Round Robin is used to select two packets to join in the coding operation; then, 
the BA-c module will allocate a free buffer for the coded packet, which is generated 
by the two packets.

When the above procedure is ready, packets will be read into the coding module 
to finish the coding operation. The reading action needs to be controlled by the FC-c 
module, which manages both input buffer and coding buffer, and makes two packets 
join in the coding operation synchronously.

As all the flits from the same packet are added into the coding operation, the flits, 
which are outputted from the CO module, will lose the routing information and turn 
to un-head flits of coded packet; therefore, a new head flit of coded packet has been 
created from the CH module. The head flit does not inject into the coding buffer. In 
this way, the working time can be saved and it is beneficial for the control opera-
tion. When the reading signal from SA module comes, the RP module assembles 
the coded packet. The coded packet routes like the un-coded packet after it outputs 
from the NC module.

When the packet is not able to passes through CJA or BA module, it will skip the 
coding operation.

118.3.2 � Decoding Module

The structure of decoding module is shown in Fig. 118.3, including Find Decoding 
Packet (FDP) module, Delete Head Flit (DH) module, Decoding Operation (DO) mod-
ule, Decoding Buffer (DB), and Management (MA-d) module. MA-d module contains 
Flow Control (FC-d), Buffer Allocation (BA-d), and Decoding Start/End (DSE) module.

When a coded packet arrives at the destination, it will be stored in the input buffer 
as an un-coded packet firstly. By the time routing computation unit finds a coded pack-
et has arrived at the destination, it will send a decoding signal to the decoding module.

Fig. 118.2   Coding module structure
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When the FDP module gets the decoding signal, it tries to find the decoding packet 
from the IPT module. Two free decoding buffers, allocated by BA-d module, are neces-
sitated for the decoding operation to store the decoding packet and the decoded packet. 
The packets will be read into decoding module to decode the coded packet when the 
above is ready. The reading signal is similar to the reading signal in the coding module.

A shield signal will be created to stop the timing function in the IPT module 
and the reading of decoding packets from SA module when the decoding packet is 
found, in case the decoding packet is sent out of this node before the decoding op-
eration ends. As the router is working in the distribution mode, they cannot inform 
each other which packet is the decoding packet, and only the coded packet knows 
which one is the decoding packet in the network; therefore, when un-coded packet 
reaches the destination node, it waits several working cycles for the coded packet to 
confirm that it is a decoding packet or not. The timing function is used to count the 
number of the working cycle for the un-coded packet. When the timeout occurs, the 
packet is ejected from the network.

The coded packet deletes the head flit in the DH module before the decoding 
operation. As the head flit is added into the coded packet after the coding operation, 
it cannot join in the decoding operation, either. After the decoding operation, the 
packet is stored in the DB, and the switch allocation request signal is created in the 
meantime. During the decoding operation, the decoded packet’s flit type should be 
reorganized because the flit type has been reorganized in coding operation.

118.4 � Result

In this section, we will show our simulation model of this new router. This model 
has been built with Verilog HDL language with the simulation conducted with the 
ISE design suite. Our configuration of router has four virtual channels in each port. 
Each of these channels has a 16 depth FIFO and the data width is 32 bits.

Figure 118.4a shows the comparison among unicast, multicast, and NC router. 
The data in the parenthesis for network coding router means the resource cost of 

Fig. 118.3   Decoding module structure
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the NC module. The new router costs double hardware resource and its frequency is 
moderate, as the NC module is added into the router. This is a slight compromise be-
tween costing and performance; however, with the rapid development of technique, 
the cost of hardware resource can be reduced.

Figure 118.4b and c is the simulation in terms of the coding and decoding op-
eration. Figure 118.4b shows that two packets from the west and east direction are 
coded together to generate one packet. The total flit number of the two packets is 14. 
After the coding operation, the two packets turn to a coded packet, which contains 
only 10 flits. The number of flits in the coded packet is two (two new head flits) plus 
the number of flits in the longest packet in the coding operation. The blocking in 
the network is also mitigated to cut down the burden of the network. Figure 118.4c 
displays the decoding operation. The long packet is the coded packet, and the short 
one is the decoding packet. As the coded packet cuts off the head flit before the 
decoding operation, the decoded packet is two flits fewer than the coded packet.

118.5 � Conclusion

This paper shows the design of a new NoC router based on NC, especially, the 
architecture of NC module is addressed. The router works in a distribution mode, 
which has enhanced the scalability of the NoC and simplified the design. The simu-
lation result shows that NC module costs additional hardware resource overhead. 
With the research to be continued, new technique and theory will make the design 
simpler and less consumption of hardware resource.
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Abstract  MapReduce, as one of the main concurrent programming models based 
on cloud computing, has become the research hot spot of information technology. 
Aiming at the development of MapReduce application program of high quality and 
efficiency, the working mechanism based on the Hadoop MapReduce model is ana-
lyzed in this chapter and MapReduce concurrent workflow is elaborated at the level 
of development class library, including task creation, job initialization, task ini-
tialization, communication between task and job. In addition, in order to solve the 
problem of Reduce input imbalance, a universal Map-Balance-Reduce improved 
model is proposed in this chapter. The balance layer embedded an adaptive split-
ting algorithm is added to the MapRduce model before reduce targeted at Reduce’s 
defect of input imbalance, and its function is to guarantee the balanced Reduce 
input with the semanteme unchanged. The simulation indicates that the unbalanced 
degree of the improved MBR is obviously lower than that of MR; finally, some 
improvement prospects of the open source MapReduce model are discussed.

Keywords  MapReduce model · Concurrent programming · HeartBeat program · 
Framework model · Map-balance-reudce

119.1 � Introduction

Cloud computing is an inevitable development result of such technologies as dis-
tributed processing system, parallel processing, and grid computing for adapting 
to modern service needs. The cloud computing, as a new type of computing mode, 
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is also a new kind of computer resource composite mode and a kind of innovative 
business mode. As a new type of computing model and computer resource compos-
ite mode, it represents an innovative business model. MapReduce computing model 
draws upon the design idea of Lisp language applied in the field of artificial intelli-
gence in early years, which adopts the idea of transparent details such as concurrent 
processing, fault tolerance, and data distribution; and designs the Map operation 
and Reduce operation, in which, the former is capable of processing each logic 
block in input record and generating a group of middle key value pair set while and 
the latter can merge data of key values with the same key [1,2]

The concurrent study on MapReduce computing model is based on the develop-
ment of procedure-oriented language environment set, object-oriented multithread-
ing set and message passing interface (MPI) environment set [3,4]; but their de-
velopment principles are complex, and the development process is redundant and 
inefficient; thus in order to provide a concurrent computing of mass data processing 
of high quality and efficiency, Java class library set is analyzed for the implementa-
tion principles of Hadoop MapReduce and an universal prototype of MapReduce 
development framework is put forward to enhance the development efficiency of 
cloud computing program and the utilization ratio of cloud computing platform.

119.2 � Mapreduce Model

MapReduce is a coarse-grained concurrent programming model and a new technol-
ogy developed by Google company to process large database computing at PB order 
of magnitude on cheap computer cluster [5]. MapReduce model provides an inter-
face of upper layer than multithreading programming, shields many detail problems 
of earlier concurrent computing and distributed processing in particular, reduces the 
entry requirements for developers, eases developers’ burden, increases the devel-
opment efficiency of this model, and the utilization ratio of distributed resources. 
MapReduce implementation process includes two principal aspects of mapping and 
protocol, and the information transfer there between is achieved by key value [6].

Hadoop MapReduce is a concurrent computing model operated in HDFS, which 
belongs to the client-server file system. One host node is named NameNode, and 
other slave nodes are named DataNode. MapReduce can decompose the job of 
NameData node JobTracker into multiple map tasks which are then mapped to the 
TaskTracker of each DataNode node. One map task can be performed in any com-
puter node of cluster [7]. Multiple map tasks can be concurrently executed in mul-
tiple nodes in cluster. Map task is responsible for converting input record into key 
value. All the output of map task will be regrouped into the set of multiple orders, 
and a separate reduce task will be allocated to each set. Then the reduce task will 
process the key value of orders in set and multiple data values of associated key 
values. Reduce tasks are running concurrently in the cluster [8]. The implementa-
tion process of one MapReduce task and the type of data input and output can be ex-



1081119  An Improved Concurrent Programming Architectural Model …

pressed as follows: (input <k1,v1> → map → <k2,v2> → combine → <k2,v2> → re-
duce → <k3,v3>(output). MapReduce model is shown in Fig. 119.1.

119.3 � Mapreduce of Class Library Development Level

The MapReduce’s implementation of one job scheduling includes the following 
processes: create job, initialize job, and execute task with continuous communica-
tion process between task and job.

119.3.1 � Job Creation

Firstly, one job example is created by JobConf class and then is configured. When 
JobClient.runJob (job) starts to run job and generate a JobClient example, the job is 
divided into several data subsets based on the specific InputForma class configured 
by JobConf, and each data set corresponds to one map task. The information such 
as path, offset, and block size of each data block is packed in JobFile.jar. JobClient 
submits tasks to JobTracker by its method submitJob(), and then JobTracker will 
follow relevant information in JobFile.jar to schedule and execute Job. Then the 
JobStatus object recording Job status information is returned to JobClient example. 
At meantime, JobClient creates a RunningJob object to regularly monitor and print 
the status information of JobStatus object, as well as monitor information.

119.3.2 � Job Initialization

Job creation is followed by Job initialization. After JobTracker receives the Job, it 
will create one JobInProgress object which will manage and schedule tasks based 
on parameters such as Job.jar location and data to be processed by map task and 

Split 0

Split 1

Split 2

Split 3

Split 4

input
HDFS map

map

map

reduce part 0

reduce part 1

output
HDFSShuffle & Sort

Fig. 119.1  MapReduce model diagram
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reduce task. All job objects as submitted are saved in one of member variable jobs in 
map, and the member variable jobsByPriority of list will apply the dynamic prior-
ity management to the submitted Job objects. JobTracker will schedule the highest 
priority job by JobInitThread() method, and start substantial job initialization after 
implementing initTasks() method.

119.3.3 � Task Initialization

The JobInProgress object creates TaskInProgress object, by which the monitoring 
object of map and that of reduce will be created. Among them, the number of moni-
tored objects by Map is decided by the number of segmentation blocks in JobClient. 
readSplitFile(), and that by ruduce is decided by the setting of JobConfig class. If 
not specified, the default will be an object monitored by reduce. Afterwards, JobIn-
Progress will create JobStatus object to record information such as job implementa-
tion status and schedule. When JobTracker activates tasks by launchTask of each 
TaskInProgress, when Task object (i.e., Map Task and Reduce Task) is serialized 
and written in the service of TaskTracker, then the map task and ruduce task are 
started based on configuration.

119.3.4 � Communication Between Task and Job

Upon the start of job and task and the implementation of divided labor, JobTracker is 
responsible for initialization and scheduling at job level, and TaskTracker for man-
agement and implementation at Task level. In the process, TaskTracker calls run() 
method recurrently to connect with JobTracker. And after the successful connec-
tion, TaskTracker calls heartBeat() method to build communication with JobTracker 
at intervals (the default is 10 s): firstly, the status information of executed task on 
this node by heartBeat() program is sent to JobTracker; and then under the impact 
of heartbeat program the response dispatched from JobTracker is obtained by tran-
smitHeartBeat() method; finally, the instruction set transmitted from JobTracker is 
obtained by HeartbeatResponse.getActions() method. This set is stored in the form 
of array, and its content includes new task that JobTracker needs TaskTracker to 
perform and the tasks in progress for termination. Of course, before TaskTracker 
sends the heartbeat program to JobTracker, the number of tasks executed by this 
node and the utilization conditions of local disks should be monitored so as to judge 
whether the conditions for receiving new tasks are met, and then decide to set ask 
For New Task item of heartbeat program to be false or true based on conditions to 
control whether to accept the new task of JobTracker or not.
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119.4 � Improved Mapreduce Model: MBR

119.4.1 � Improved MBR Running Flow Diagram

One improved MapReduce model—Map-Balance-Reduce (MBR)—is put forward 
in this chapter. And the new model still remains simple, but the balance layer is 
added before reduce targeted at reduce’s defect of input imbalance. The function of 
balance layer is to guarantee the balanced reduce input while keeping semanteme 
unchanged, so the users’ required interfaces change from the two of map and bal-
ance into the three of map, balance, and reduce. The flow diagram of MBR archi-
tectural model is shown in Fig. 119.2.

119.4.2 � The Improved MBR Program Framework Model

The balancer class is added to the improved MBR model framework, and its param-
eters are the same with those of Mapper and Reducer classes. The concrete model 
framework is shown as follows.

public class Mapper<KEYIN,  VALUEIN, KEYOUT, VALUEOUT>{
Protected void map(KEYIN key, VALUEIN value, Context context);}
public class Reducer<KEYIN, VALUEIN, KEYOUT,  VALUEOUT>{
protected void reduce(KEYIN key, Interable<VALUEIN> value, Context con-

text);}
public class Balancer<KEYIN, VALUEIN, KEYOUT,  VALUEOUT>{
Protected void balance(KEYIN key, VALUEIN value, Context context):}.

srart

map

need to
balance

balance

reduce

end

yes

no

Fig. 119.2   Flow Diagram of 
MBR Model
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119.4.3 � Balance Strategy

In this chapter, the balance strategy is an adaptive splitting algorithm. When the data 
blocks is written for every time, multiple DataNodes selected by the NameNode is 
used to store the current block. Whether the written splitting should be with the last 
splitting in the same shard is decided by the current record information written to 
the file. The concrete algorithm is described as follows:

Input: pFile, pp      Output: DNarr
1:  len=length[pfile.b locks]
2:  bi=len % pp
3:  if pFile!=null and bi>0 and bi>pp
4:    then block=pFile.blocks[len -1]
5:         DNarr=the DataNode list of b lock
6:  else DNarr=chooseRadom()
7:  return DNarr

119.5 � Simulation Experiment Based on the CloudSIM

The Cloud computing simulation software—CloudSim is jointly released by the grid 
laboratory at University of Melbourne in Australia and Gridbus project group. Cloud-
Sim is extended on the original discrete event simulation package—SimJava has 
good cross-platform performance. In CloudSim platfrom, the method of Datacenter-
Broker class originally simply binds the task to the specified virtual machine running. 
In order to meet specific scheduling policy as required in this chapter, DatacenterBro-
ker class is extended with its bindCloudletToVm() method overloaded; at the same 
time, the cloud task class—Cloudlet and virtual machine class—Vm are extended.

In this chapter, the MBR adopts comprehensive dynamic feedback load balanc-
ing scheduling algorithm [5], homework InputSize is 50M; the number of Maps, 
respectively,10, 25, 50, 100, and 200; the number of reduce is 1. The simulation test 
result is shown in Fig. 119.3.

It can be seen from the Fig. 119.3, the disequilibrium degree of M-B-R adopting 
the Balance MapRedue is lower than that of M-R. With the increase of the number 
of Maps, the advantage is more obvious.
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119.6 � Conclusion

The MapReduce programming model is one of core technologies of cloud comput-
ing software system, through which a simple business processing model is extracted 
from complicated implementation details; and a series of interfaces with powerful 
functions and easy accessibility are provided. MapReduce is not only a program-
ming model but also an efficient task scheduling model. As a relatively popular 
cloud computing programming model, the application prospect of MapReduce is 
optimistic; however, some issues still exist such as simpler Job (task) scheduling 
algorithm, single message communication mechanism, and unclear computing and 
storage division. In order to improve the computing efficiency of MapReduce, hot 
issues of future MapReduce study will focus on the improvements in MapReduce 
task scheduling mechanism, the data storage strategies of communication with 
HDFS, the data input format and segmentation as well as the message communica-
tion monitoring.
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Fig. 119.3   Simulation result chart of unbalanced degree between M-R and M-B-R
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Abstract  Improvements have been proposed to overcome the shortage of existing 
algorithms based on the shape of the character. The background value assignment 
was adopted to describe the convex–concave characteristics, and the symmetry of 
convex–concave and the angle of concave region were proposed as supplement. The 
binary images of 25 uppercase characters and ten digits were identified correctly by 
the multilevel classifier. The new algorithm is immune to the size of character and 
tilt. Experimental results show that the improved algorithm effectively extends the 
range of identification, highlighting the advantages of shape-based algorithm.

Keywords  Character identification · Shape · Convex–concave · Symmetry of 
convex–concave · Angle of concave region

120.1 � Introduction

In the digital image, the target area is usually a form communicating with each 
other, a set of pixels with certain uniform consistency, and can be understood as a 
region. In general, the pixel value of a region is smooth and continuous. With the 
similarity criteria of these characteristics in the two-dimensional image, the pixels 
are grouped. Thus, the image plane is divided into a series of region containing the 
corresponding shape.

One of key technologies of character recognition is the feature extraction. In 
order to identify a character, we must describe the shape by extracting certain char-
acteristics to represent the shape. The representation and description of shape can 



1088 L. Song and J. Han

be divided into two categories: the region based and the boundary based [1, 2], in 
which, the methods based on boundary, for example, describing the line, curve and 
boundary by chain code [3], are commonly used. These methods have great contour 
features of objects, but they are fragile to size, tilt and other factors of a character; 
consequently, it may need to be pretreated such as normalizing, tilt correction, and 
thinning. These processes are more tedious and will exert adverse effect on the 
identification of the exact character quickly. As to the other category, the methods 
based on region make full use of all the information from the edge to the shape of 
interior; therefore, these methods have a stronger ability of shaping characterization 
and robustness.

The feature of overall shape, such as convex–concave of the characters has been 
used to extract feature [4, 5]. Because of the immunity to size and tilt of character, 
this method omits the normalizing, tilt correction and thinning to improve the speed 
of character recognition; however, it is less complicated in extracting convex–con-
cave feature to identify characters. So the complexity and storage space as required 
is relatively large. Such as calculation in transform domain [6], and computing his-
togram in logarithmic coordinates [7, 8] are needed. Other supplementary methods 
are demanded additionally, such as calculating the curvature to extract the feature of 
line and describing character by code to extract line and angular points.

As to this issue, new analysis and extraction algorithm based on convex–concave 
feature of characters is proposed in this chapter. And 25 uppercase characters (ex-
cept “I”) and 10 Arabic numerals (0–9) are recognized to show the feasibility and 
advantages of the approach.

120.2 � Description of Convex–Concave

The convex–concave means the convex and concave characteristics of the character 
shape showed in the human eye. There are many ways to describe the convex–con-
cave of characters and the background assignment method is used in this chapter. 
First, the binary image is scanned pixel by pixel. In addition, the background points 
(pixel value of 1) are selected as origin, from the origin as ray in the direction of the 
eight neighborhoods. Then the number of ray, which intersects with the foreground 
points (pixel values of 0) is assigned to the current background point. The pattern 
of Fig. 120.1a is the background assigned to the background assignment image as 
shown in Fig. 120.1b. Finally, the convex–concave of image is described by the new 
background value.

The background value of 8 represents all the eight rays from this point in eight 
directions intersect with foreground points, namely, the point is surrounded by 
strokes, the called loop area, as shown in Fig. 120.1a of the L1 and L2; the points 
background value for 5–7 are called concave area, as shown in Fig. 120.1a of the 
LC, RC, UC, DC. Obviously, the convex–concave characteristics of different char-
acters have visible differences between others, and the robust is strong.
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In this chapter, seven characteristics, the number of loop regions; the number and 
direction of the convex–concave region; the size of the loop; the symmetry of con-
vex–concave; the angle of convex–concave region; the location of convex–concave 
region and aspect ratio, are used for recognition.

120.3 � Extraction of Convex–concave

120.3.1 � Loop Region L

As mentioned above, the background value of loop region is assigned 8. But in fact, 
as the strokes encircle closely, there are deep concave region existing in some font 
characters; consequently, misjudgment of the loop may happen. The points on deep 
concave region are assigned 8 falsely according to simple background value assign-
ment. For example, character "6" as shown in Fig. 120.2a. To avoid this mistake, 
the second-assignment is to additionally detect whether its eight neighbors in the 
loop for the points are assigned to 8. If the point is not in a loop, the value wound 
be reassigned to 9, and regard it as the concave region, as shown in Fig. 120.2b.

120.3.2 � Concave Region C

Four different concave regions are shown in Fig. 120.1a. To distinguish them from 
each other, some definitions are shown as below:

Left-side concave LC: no foreground point on the left side;
Right-side concave RC: no foreground point on the right side;

Fig. 120.1   Concave region and background assignment
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Upside concave UC: no foreground point on the up side;
Downside concave DC: no foreground point on the down side.

120.3.3 � Size of Loop SL

Many characters have loop, so the size of loop can be used to distinguish from 
different characters. For example, “D” and “O” have a bigger loop, and “4” and 
“R” have a smaller loop. SL could be defined as the ratio of the loop area to whole 
character area.

120.3.4 � Symmetry of Convex–Concave CS

It is more complicated to identify the characters which have similar convex–con-
cave characteristics, such as “2” and “Z”, “5,” and “S.” Some papers adopt the cal-
culation of the level intersections to distinguish them. This method has some limita-
tions, such as the lower of “5” and “S” which have two intersections while the upper 
has one and two intersections; but it is too more difficult to accurately measure, and 
it is fragile to tilt. Interesting results have been found in studies that the upper and 
lower concave region of “S” and “Z” are symmetric in most common cases, while 
“5” and “2” are not symmetric. Therefore, CS is defined as the similarity of two 
concave regions of one character. For the sake of simplicity, CS is calculated by the 
ratio of the area of the upper and lower concave region of one character and CS = 1 

Fig. 120.2   Background assignment of “6”
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indicates symmetry. CS can also be set by other value to represent the symmetric 
degree of convex–concave according to the specific circumstance.

120.3.5 � Angle of Convex–Concave Region CA

Character “U” and “V”, “H” and “N” are similar; but “V” and “N” have acute-angle 
concave region, i.e., an acute angle between the left and right strokes. “H” and “U” 
have the right-angle concave region, as shown in Fig. 120.3.

Suppose one pixel is in concave region. The pixel of its 8-neighborhood will 
be set 1 when it is a foreground point, and set 0 when it is a concave point. CA is 
defined as the sum of 8-neighborhood; so the pixel satisfied CA > 5 must be found 
on acute angle concave region, and the pixel satisfied CA = 5 must be found on the 
right angle concave region. None of them could be found on the concave region 
excluding the acute/right angle.

Fig. 120.3   Background assignment of “U,” “V,” “H,” and “N”
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120.3.6 � Location of Convex–Concave Region CP

CP < 0.5 indicates concave region on the upper of character and CP > 0.5 indicates 
the lower.

120.3.7 � Aspect Ratio CR

“0” and “O” could be differed by the aspect ratio. Suppose CR < 0.75 corresponds 
to “0,” and CR > 0.75 corresponds to “O.”

120.4 � Experimental Results and Analysis

The multilevel classifier is designed to extract the convex–concave characteristics 
of 35 characters. One or more features are used by each level to classify the charac-
ter in a step-by-step manner. Lots of experiments are performed with 32 × 32 binary 
images including the commonly used fonts in VC6.0 environment.

120.4.1 � First-Level Classification

The characters are classified into three classes by the feature of no loop, 1 loop and 
2 loops, as shown in Table 120.1.

120.4.2 � Second-Level Classification

According to the convex–concave features of the first classification results, the three 
classes are classified into multi subclasses by multi conditions in the second-level 
classification, as shown in Table 120.2. As to Class 1, the subclass 1-1 is selected 
firstly by the left-side concave, and subclass 1-2 and 1-3 are selected by one and two 
right-side concaves, respectively. The subclass 1-4 is selected by the upside concave 
or the downside concave. Only “1” has no concave and belongs to subclass 1-5. 
Subclass 2-1 and 2-2 are classified by large or small loop. Class 3 only have two 
characters “8” and “B,” they could be classified by the left-side concave obviously.
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120.4.3 � Third-Level Classification

The character unable to be distinguished in the first two levels needs the third-level 
classification, as shown in Table 120.3. In addition, “N,” “H,” “V,” “U,” “D,” “0,” 
and “O” are also classified by calculation of the angle of concave region.

120.4.4 � Fourth-Level Classification

All characters are distinguished finally, as shown in Table 120.4.

Table 120.2   Second-level classification results
Subclass Feature Member
1-1 LC ≥ 1 2357JSTXYZ
1-2 RC = 1 CGKL
1-3 RC = 2 EF
1-4 UC ≥ 1/DC ≥ 1 HMNUVW
1-5 C = 0 1
2-1 SL < 0.7 469APR
2-2 SL > 0.7 0DOQ
3-1 LC = 1 8
3-2 LC = 0 B

Table 120.1   First-level classification results
Class Feature Member
1 L = 0 12357CEFGHJKLMNSTUVWXYZ
2 L = 1 0469ADOPQR
3 L = 2 8B
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Table 120.3   Third-level classification results
Sub-class Feature Member
1-1-1 RC = 1,C = 1,DC = 1 X
1-1-2 UC = 1 JY
1-1-3 LC = 2 3
1-1-4 LC = 1,CP < 0.5,RC = 1,CP > 0.5 2Z
1-1-5 LC = 1,CP > 0.5,RC = 1,CP < 0.5 5S
1-1-6 RC = 1 T
1-1-7 RC = 0 7
1-2-1 UC = 1,DC = 1 K
1-2-2 UC = 1 L
1-2-3 DC = 1 G
1-2-4 UC = 0,DC = 0 C
1-3-1 DC = 1 F
1-3-2 DC = 0 E
1-4-1 UC = 1,DC = 2 M
1-4-2 UC = 2,DC = 1 W
1-4-3 UC = 1,DC = 1,CA > 5 N
1-4-4 UC = 1,DC = 1,CA = 5 H
1-4-5 UC = 1,CA > 5 V
1-4-6 UC = 1,CA ≤ 5 U
2-1-1 LC = 1,RC = 1 4
2-1-2 LC = 1,RC = 0 9
2-1-3 RC = 1,DC = 1 PR
2-1-4 LC = 0,RC = 1 6
2-1-5 LC = RC = UC = 0,DC = 1 A
2-2-1 RC = 1/DC = 1 Q
2-2-2 CA ≥ 5 D
2-2-3 CA < 5 0O

Table 120.4   Fourth-level classification results
Subclass Feature Member
1-1-2-1 CP < 0.5 Y
1-1-2-2 CP > 0.5 J
1-1-4-1 CS = 1 Z
1-1-4-2 CS≠1 2
1-1-5-1 CS = 1 S
1-1-5-2 CS≠1 5
2-1-3-1 C = 1 P
2-1-3-2 C = 2 R
2-2-3-1 CR < 0.75 0
2-2-3-2 CR > 0.75 O
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120.5 � Conclusion

The 35 characters are identified correctly by multilevel classification by means of 
the convex–concave characteristics of shape. The method is immune to the size 
of the characters and tilt. In particular, the use of symmetry of convex–concave 
and the angle of concave region effectively extends the range of identification. The 
proposed algorithm fully shows the superiority of the identification based on shape. 
As it can avoid complicated calculation and mathematical transformation, the im-
proved algorithm could be much faster and convenient. It will be widely used in the 
recognition of printed and handwritten characters.
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Abstract  A demodulation algorithm for fiber-optic extrinsic Fabry–Perot interfer-
ometer (EFPI) pressure sensor is proposed and demonstrated in this chapter. This 
method provides a wide range of pressure measurement and overcomes disadvan-
tages of the traditional small sensing scale. The length of the sensing cavity could 
be recovered by using three quadrature phase-shifted signals. A theoretical descrip-
tion of the method is given here. An experimental sensing platform and calibrated 
behavior of the system were set up to prove the method. The results showed that the 
sensing accuracy is higher than 0.3 μm over a large range of 20 μm.

Keywords  Extrinsic Fabry–Perot interferometer · Demodulation system · Pressure 
sensor · Quadrature phase-shifted signals · Large scope

121.1 � Introduction

Optical fiber Fabry–Perot (F–P) sensors have been widely used due to their advan-
tages of small size, light weight, and being insensitive to an electromagnetic inter-
ference. Extrinsic F–P cavity interferometer, as one structure of the sensor families, 
can be used for aerodynamic studies of complex pressure sensing. The sensors, 
along with appropriate algorithms, can be used to calculate a variety of critical 
parameters including stress, temperature, pressure, and operational load. Demodu-
lation algorithms for extrinsic F–P interferometer (EFPI) sensors can be divided 
into two basic categories: intensity demodulation and phase demodulation [1–2]. 
The intensity demodulation method utilizes monochromatic light source. Physical 
perturbation is a function of the phenomenon being measured. It causes a change in 
received light intensity [3–4].
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Most traditional methods for F–P sensor were useful in the measurement scope 
which is smaller than ±λ / 8  [5–6]. Because the interferometer transfer function of 
a fiber F–P cavity can be represented as a cosinusoidal function. That is, when the 
induced pressure changes its polarity, the F–P interferometers would not be able to 
detect this change if the switch took place at a maximum or minimum of the transfer 
function curve [7]. Our method is proposed by using three quadrature phase-shifted 
signals and continuous monitoring of the changes of phase difference. In this way, 
we will be able to resolve this issue and enlarge the measurement scope.

This chapter is organized as follows: after describing the principle of operation 
in Sect. 121.2, the experimental setup and results of the static pressure measurement 
are shown in Sect. 121.3. Finally, conclusion is drawn in Sect. 121.4.

121.2 � Principle of Operation

A schematic of the EFPI sensor system with three quadrature signals unit is shown 
in Fig. 121.1. Our EFPI demodulation algorithm is based on an intensity demodula-
tion method [8]. The system can get feedback from the pressure composed on F–P 
cavity by using three light sources.

The EFPI demodulation system should match the premise, while the three dif-
ferent transmission wavelengths must be properly selected to meet the quadrature 
phase-shifted relationship. The phase difference of these signals which have dif-
ferent wavelengths is an odd multiple of / 2π  [9]. The / 2π  differential phase shift 
in their outputs can provide quadrature signals. When these three chosen resonant 
wavelengths are λ λ λ1 2 3, , , the phase at different wavelengths can be expressed as:

�
(121.1)φ

π
λi
i

nL
i= =

4
1 2 3, , , , 

Fig. 121.1   Schematic of the EFPI sensor system. λ1, λ2, λ3 represent the three light sources; D1, 
D2, D3 are the optical power meters
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Where n is the refractive index of the F–P cavity and its value is 1, because the 
cavity is filled with air; L is the length of the cavity; λ is the incident wavelength. 
The phase relationship between these three quadrature signals can be expressed as:

�
(121.2)

For selecting of the light sources, the wavelength separation between the resonant 

wavelengths should be an odd multiple of λ2

8nL
 [10].

In our case of a low-finesse F–P sensor, the reflectivity of the interfaces R is 
about 4 %, approximately, the reflected light intensity can be regarded as a two-
beam interference [11]. In order to facilitate the calculation process, these three 
wavelengths should use the same intensity: I I I I10 20 30 0= = = . The transfer func-
tion, in reflection of an EFPI cavity, is:

� (121.3)

where φ  is the light phase; I0 is the incident light intensity.
Since φ φ φ φ

π
1 2 2 3 2
− = − = , the reflected light intensity can be rewritten as:

�
(121.4a)

� (121.4b)

�
(121.4c)

Using the trigonometric transformation formula, Eqs.  (121.4a) and (121.4b) can 
recover the phase calculation formula for φ1; similarly, using Eqs.  (121.4b) and 
(121.4c) can recover φ2. Through the reflected light intensity, the phase expressions 
can be expressed as follows:

� (121.5a)

� (121.5b)

where set the approximation λ λ λ λ1 2 3≈ ≈ ≈ . This approximation is valid within 
1 % of error for cavity lengths higher than 20 μm [12]. For a given cavity length, it 

1 2 2 3 (2 1) ,  0,1, 2···.
2

n n
πφ φ φ φ− = − = + =

0· 2 (1 cos ), 1, 2,3,iR iI I R iφ= − =
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is always possible to define three resonant wavelengths that watch the above condi-
tions. Giving the phase difference between λ1 and λ2 as φ12, then

�
(121.6)

When the external pressure is applied, the cavity length will be changed. This will 
result in a variation in the phase difference.

�
(121.7)

In this way, the cavity length changes can be accurately obtained through the chang-
es of the phase difference.

�
(121.8)

In order to demodulate the cavity length in a wide range, it is necessary to carry out 
a continuous monitoring of the changes of the phase difference between λ1 and λ2
[13]. Then, based on the signal of the hopping place, adding or subtracting ≠  can 
obtain the ∆φ12. This method is proposed based on the traditional dual-wavelength 
method by adding a new incident light source and using new demodulation prin-
ciple to solve the relative changes of the cavity length. In this way, the common 
mode error can be eliminated. The traditional dual-wavelength method by using 
two light sources solves the absolute cavity length; thus, the influence of the light 
source cannot be eliminated. Meanwhile, the traditional method must define the 
cavity length varied within ±λ / 8.

Reflected light intensity at different wavelengths can be obtained according to 
the value of the cavity length L by theoretical calculating. Thus, using the above 
demodulation method can get two phases of the incident light source. By comput-
ing the changes of the two phases’ deviation, varied cavity length can be obtained. 
Comparing the calculated cavity length with the given cavity length, the theoretical 
accuracy of the F–P sensor is given. Figure 121.2 shows the precision compari-
son chart between our demodulation method and the traditional dual-wavelength 
method [14]. Figure 121.2a shows our method’s phase changes depending on cavity 
length and the precision calculation. Figure  121.2b is the traditional dual-wave-
length method’s precision calculation. In order to describe the measurement range 
and precision of the two methods more intuitively, the comparative data are illus-
trated by using a table (Table 121.1).

12 1 2 2
1 2

4 4
4 ,  0 1.·

L L
L N N or

π π λφ φ φ π π
λ λ λ

∆
= − = − = ± =

12 1 2 2
1 2

4 ' 4 '
4 ' ,  0 1' ' ' .·

L L
L N N or

π π λφ φ φ π π
λ λ λ

= = − =
∆

− ± =

( )
2

12
12 12 12 12

2 . ' .
4

L
L

φλφ φ φ φ
π λ π

∆ ⋅
∆ = ∆ ⋅ = ∆ = −

∆



1103121  Fiber-Optic Extrinsic Fabry–Perot Interferometer Pressure Sensor …

121.3 � Experiments and Results

An experiment was designed to demonstrate the demodulation system. The 
schematic view of measurement system and extrinsic type of F–P are shown in 
Fig. 121.3. Three different wavelength lasers were used to illuminate an F–P cavity 
through a wavelength division multiplexing (WDM) and a circulator. The reflected 
interference signals were separated by using another WDM and detected by three 
optical power meters. Our EFPI sensor head was made of all silica technology that 
uses a commercial fusion splicer for fusing the single-mode incident and reflected 
fiber (single-mode fiber (SMF): 9/125 μm) into the capillary. All the fiber ends were 
angled cut to avoid spurious reflections.

In our experiment, the F–P cavity was installed on a hydraulic chamber. Small 
displacements were made in the cavity by changing the pressure of the hydraulic 
device. An SM125 (MOI Co. Ltd.) was used for static calibration, and its accuracy 
can reach 0.005 μm. The measurement system would realize the demodulation steps 
by using switch 1. The SM125 would calibrate the cavity length by using switch 2.

In the experiment, the original F–P cavity length is L = 112.635 μm. Three dis-
tributed feedback laser (DFB) diode lasers were used as sources. Different wave-
lengths were selected by using the formula: ∆λ λ

=
2

8nL
, and the chosen resonant 

Table 121.1   Precision calculation
Measurement 
range

Precision Measurement 
range

Precision

New method 5 0.1 20 0.3
Traditional 
method

0.3 0.1 Not applicable Not applicable

The total length of cavity is 112.635 635 μm. The new method’s cavity length varies more than 
20 μm, and the theoretical accuracy is higher than 0.3 μm. When the F–P cavity length changes 
between 110 μm and 115 μm, the accuracy can reach to 0.1 μm. The traditional method’s cavity 
length varies more than 2 μm, and the accuracy can reach 0.1 μm in the range of less than 0.3 μm 
(≈ ± λ/8)

Fig. 121.2   Precision comparison chart between the three quadrature phase-shifted signals method 
and the traditional dual-wavelength method. a Precision calculation for three quadrature phase-
shifted signals method. The blue line shows the theoretical accuracy; the green line represents 
the phase changes depending on the cavity length. b Precision calculation for traditional dual-
wavelength method
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wavelengths were 1308.096,1310.001 and 1311.904 nm. Values of normalized in-
terferometer output intensity are shown in Table 121.2.

Figure 121.4a represents the phase changes over the cavity length. Figure 121.4b 
is the comparison chart between demodulation values through the measurement sys-
tem, calibration results by using SM125, and the simulation results under the same 
point of cavity length, in which the black line represents the calibration results, 

Table 121.2   Normalized reflected light intensity at different pressure
Pressure(map)
IR/Io
Wavelength(nm)

0 2 4 6 8 10

λ1 0.0240 0.0593 0.0943 0.0322 0.0224 0.1553
λ2 0.0230 0.1572 0.1587 0.0155 0.0240 0.1080
λ3 0.1359 0.1014 0.0664 0.1265 0.1365 0.0056

Fig. 121.4   Experiment results. The black line represents the calibration results by SM125, the 
red line represents the demodulation values through the measurement system, and the blue line 
represents the simulation results

 

Fig. 121.3   Reflected light intensity measuring system
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the red line shows the demodulation values, and the blue line displays the simula-
tion solutions. This figure shows the experimental results; it displays that a cavity 
length accuracy of 0.3 μm has been obtained. These data confirm the theoretically 
expected results. Because the two graphs are sharing the same horizontal axis, so 
we can see that this type of sensor system could be used for a wide range of pres-
sure measurement. Although the three light sources are selected based on the initial 
cavity length, this method has no limit to the initial cavity length and according to 
the accuracy requirements to determine the range of the cavity. Because of the lim-
ited experiment conditions, the cavity length changes only at most 1 μm, but also 
exceeds ±λ / 8.

121.4 � Conclusion

In summary, a demodulation algorithm for fiber-optic EFPI pressure sensor is pro-
posed. The premise is that the three different transmission wavelengths must be 
properly selected to meet the quadrature phase-shifted relationship. This method 
has successfully overcome the traditional dual-wavelength method’s disadvantages 
of small sensing scale, providing a wide range of pressure measurement. The de-
modulation theory for F–P cavity length has been verified through simulation and 
experiment. The measuring accuracy can reach 0.3 μm in a large scope which is 
more than 20 μm/112.635 μm.
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Abstract  In this chapter, wideband indoor multi-input and multi-output (MIMO) 
channel measurement was used to study the performance of the virtual MIMO 
formed by two users whose channels were measured while standing. In this mea-
surement, 19 datasets are available which result in 19 users. From those datasets, 
we formed 171 possible virtual MIMO pairs. To set up a virtual MIMO system, two 
spaced antennas from standard users are taken and brought together. The capacities 
are evaluated for the standard users and the virtual MIMO system, and the compari-
son is made between standard users and the virtual MIMO formed by those users. 
The results show that the use of the virtual MIMO improves capacity in a great 
proportion compared to standard users. The parameters such as K-factor, root mean 
square (rms) delay spread, and spatial correlation, which affect the capacity are also 
evaluated. The results show that the capacity improvement is mainly due to spatial 
correlation and rms delay spread reduction rather than the K-factor reduction.

Keywords  Capacity · K -factor · Rms delay spread · Spatial correlation · Virtual 
MIMO

122.1 � Introduction

The multi-input and multi-output (MIMO) uses multiple antennas in mobile station 
(MS) side as well as in base station (BS) side [1]. To overcome spatial correlations 
that arise for using multiple antennas, the virtual MIMO can be used for that ap-
proach. In that case, a system can have fewer multipath components best for root 
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mean square (rms) delay-spread reduction [2], and also there will be much space 
between antennas from users, so the spatial correlation will be reduced and system 
capacity improvement will be yielded. Virtual MIMO has been used in some spe-
cific applications such as wireless sensor networks [3, 4].

In this chapter, we study the capacity improvement by multi-user virtual MIMO 
compared to the individual users that form the virtual MIMO. We used 19 standing 
measurements, from which cooperating pairs are chosen to set up the virtual MIMO.

Virtual MIMO has recently emerged as one of the most significant wireless tech-
niques, as they can greatly improve the channel capacity and link reliability of wire-
less communications. Many papers have been dealing with virtual MIMO but in our 
knowledge they did not deal with wideband indoor cases. Contrary to them, in this 
chapter, indoor measurement datasets are used at a center frequency of 5.25 GHz 
with a 100-MHz signal bandwidth and BS antenna elements are set to 4.

The chapter is structured as follows. Section 122.2 shows the measurement system 
and campaigns. Section 122.3 shows the virtual MIMO system construction method 
and parameters. Section 122.4 presents the result, and Sect. 122.5 draws the conclusion.

122.2 � Measurement System and Campaigns

The measurement campaign took place in the Nuclear Regulatory Commission 
(NRC) building in Ruoholahti, Helsinki, Finland. The environments covered the 
following propagation elements: wide indoor areas, open office environments, of-
fice rooms connected by a corridor, and meeting rooms as illustrated in Fig. 122.1.

Fig. 122.1  Measurement locations in Finland
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The measurements were performed using 5.25 GHz measurement frequency with 
100 MHz radio frequency (RF) bandwidth. We used 19 standing datasets, from 
those datasets; a virtual 4 × 4 MIMO system was set up from two standard users of 
whom each activated only two of their antennas. The link considered here is the one 
from the BS to the two cooperating users.

122.3 � Virtual MIMO System and Parameters

To set up a 4 × 4 virtual MIMO, two pairs of user will be selected to communicate 
with the BS. Two antennas from two users will be associated together to set up four 
Tx-antennas. As described above, the number of antennas in the BS is 24, but we 
only consider four antenna elements with four channels. The selection of antennas 
in each MS and BS must be done by taking advantage of low spatial correlation. 
So for that approach, we consider the two spaced antennas in each mobile user and 
the four spaced antennas in the BS. From mobile users, the two spaced antennas 
correspond to antenna 1 and 3 or antenna 2 and 4. In our calculation, we consider 
the two spaced antennas 2 and 4 for each user that correspond to the dashed column 
matrix 2 and 4 of the user channel matrices as shown in Fig. 122.2.Then the two 
dashed column matrix of the two users channel matrices are brought together to set 
up a virtual MIMO channel matrix. The properties of user 1 (U1) and user 2 (U2) 
will be analyzed and compared to the properties of the virtual MIMO formed by 
U1 and U2.

The key parameters studied in this chapter are capacity [5, 6], K-factor [7, 8], 
rms delay spread, and spatial correlation. The rms delay spread [9, 10] is evaluated 
using Eq. 122.1.

�
(122.1)( )

22
22 ,i i i i i i

rms
i i i i

P P

P P

τ ττ τ τ
 ∑ ∑

= − = −  ∑ ∑ 

Fig. 122.2   Construction of 4 × 4 virtual MIMO system from standard users
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where τ  is the mean excess delay, 2τ  is the mean of the square of excess delay, Pi  is 
the received power (in linear scale) and iτ  is the corresponding excess delay of the 
i th path. And finally for a given channel matrix H, the correlation [11, 12] between 
the channels is defined as:

�

(122.2)

where Eτ  is the expectation of over τ , and * denotes the complex conjugation. The 
average correlation coefficient of the channel, denoted by ρ , is computed by taking 
the mean value of all , ij pqρ .

122.4 � Results

This section shows the results of all MIMO performance parameters such as the 
capacity, K-factor, rms delay spread, and spatial correlation.

122.4.1 � Capacity

Figure 122.3a, b, and c show the comparison between the capacity of standard user 
1, user 2, and the virtual MIMO. Three cases of capacities have been found using 
virtual MIMO: (a) virtual MIMO capacity is improved over both users (U1 and U2), 
(b) virtual MIMO capacity is improved over only one user (it can be either U1 or 
U2), and (c) virtual MIMO capacity degrades over both users (U1 and U2).

In the case where the virtual MIMO capacity is worse than both standard users, it 
has been found that at signal to noise ratio (SNR) of 30 dB, the losses are between 1 
and 9 bit/s/Hz. Figure 122.3d shows that the capacity is much improved by a virtual 
MIMO over both standard users. There are some cases where the capacity is improved 
by a virtual MIMO over only one user. There are also only a few cases where the 
capacity is not improved by the virtual MIMO. Table 122.1 shows the range of data. 
It is found that the virtual MIMO achieves the maximum capacity, but the minimum 
capacity is also achieved in a small portion. Figure 122.4a shows the capacity of each 
individual standard user versus how many of possible virtual MIMO pairs can be of-
fered to the users to improve the capacity of multi-user system. We have 19 measure-
ment datasets which are equivalent to 19 users. Each user can have 18 partners. From 
each user, we will have 18 virtual MIMO pairs. The capacity of each user is compared 
to the capacity of its own 18 possible virtual MIMO pairs to see how many of the 18

possible virtual MIMO pairs would increase the capacity over each user. The 
capacity of the MIMO system is a dependent quantity. Capacity is affected by many 
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other channel parameters such as K-factor, rms delay spread, correlation, etc. These 
parameters will be the key study in what follows and will be analyzed in a similar 
way as capacity.

122.4.2 � K-factor

From Table 122.1, the standard MIMO system has maximum K-factor + 11.29 dB, 
and we noticed that the virtual MIMO system lowered the K-factor in a great pro-
portion.

Fig. 122.3   a Capacity improved by the virtual MIMO over both users. b Capacity improved by 
the virtual MIMO over only one user. c Virtual MIMO capacity degrades over both users. d Per-
centage of capacity, K -factor, rms delay, and spatial correlation improving over both users or over 
only one user/degrading over both by the virtual MIMO system

 

Table 122.1   Range of capacity, K-factor and spatial correlation
Parameters Classical MIMO Virtual MIMO
Capacity, bps/Hz 18.42–32.050 17.81–36.11
K-factor −3.29–11.29 −3.82– 3.95
Rms delay 77.64–81.74 77.44–81.42
Correlation 0.387–0.480 0.347–0.51
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The virtual MIMO system tries to make the K -factor positive where the K -fac-
tor of the standard users is negative. Figure 122.3d also shows the proportion reduc-
tion of the K -factor over both standard users and over one standard user. There are 
some cases where the K -factor is

not reduced by the virtual MIMO system but these cases are small compared 
to the cases where the K -factor is reduced over both standard users and over one 
standard user. Figure 122.4b, similar to Fig. 122.4a, shows the number of possible 
virtual pairings which can reduce the K-factor compared to an individual standard 
user. From Fig. 122.3d, the improvement of K -factor over both is about 30 %. The 
percentage of the capacity improvement by virtual MIMO is much considerable 
compared to the percentage reduction of the K -factor by the virtual MIMO. So, 
it is difficult to mention that the capacity improvement is only due to the K-factor 
reduction. However, the contribution of rms delay spread and spatial correlation 
reduction by the virtual MIMO can be considered.

Fig. 122.4   a Capacities of users versus how many of the 18 possible virtual pairings could increase 
capacity for all pairs. b K-factor of users versus how many of 18 possible virtual channels pairs 
could reduce K-factor for all pairs. c rms delay spread of users versus how many of 18 possible 
virtual channels pairs could reduce rms delay spread for all pairs. d Correlation of users versus 
how many of 18 possible virtual channels pairs could reduce correlation for all pairs
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122.4.3 � RMS Delay Spread

From Table 122.1, the maximum value of rms delay spread is seen with standard 
users. Of course, the virtual MIMO falls below the two standard users as depicted 
in Fig. 122.3d from which the virtual MIMO system reduces the rms delay spread 
in great quantity below both standard users as well as only one standard user. Only 
in a few cases, the virtual MIMO system increases the rms delay spread over both 
standard users. However, the improvement of virtual MIMO capacity is greatly due 
to the rms delay spread reduction rather than K -factor reduction. Figure  122.4c 
shows the rms delay spread of standard users versus how many of 19 possible vir-
tual MIMO channels pairs could reduce the rms delay spread for all pairs. If we con-
sider one standard user, there exist more or equal to three possible pairs among 18 
pairs which results in the reduction of the rms delay spread. The exception is seen 
with the standard user 1 and user 3. So, it is difficult to say that the improvement in 
capacity is due only to the K-factor and rms delay spread. The contribution of the 
correlation reduction by virtual MIMO can be considered.

122.4.4 � Spatial Correlation

From Table 122.1, in some cases, the virtual MIMO reaches the maximum value. 
But the effect of this is not that much because the correlation is increased only by 
about 0.05. In a similar way to the K-factor, Fig. 122.4d shows the number of pos-
sible virtual pairing which can reduce correlation compared to an individual stan-
dard user. There are more or equal to six possibilities that virtual MIMO pairing can 
reduce correlation compared to its specific standard user. As shown on Fig. 122.3d, 
in many cases the correlation is reduced by the virtual MIMO. The percentage of 
reduction in the correlation by the virtual MIMO is much higher than the percentage 
of reduction in the K-factor and the rms delay spread. The capacity improvement by 
the virtual MIMO is mainly due to the effect of correlation reduction rather than that 
of the K-factor and rms delay spread reduction. Reducing correlation in a MIMO 
system has long been known to increase system capacity [13, 14].

122.5 � Conclusion

The results in this chapter are derived by using a real multi-user MIMO measure-
ment dataset, which shows the performance parameters of the virtual MIMO system 
compared to the standard user. It is found that the virtual MIMO system can provide 
capacity improvement. The results show that the system capacity is improved by 
about 47.3 % over both standard users and 33 % over only one standard user. But 
there are few cases where the virtual MIMO capacity degrades over both constituent 
users, which means that the capacity is not always improved by the virtual MIMO 
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system. However, the virtual MIMO is considered to be desirable because it tends 
to lift the capacity where the capacity is lowered by the standard user system. Also, 
considering one standard user, there exist more or equal one pairs that can improve 
its capacity. The K-factor is improved in a few cases by the virtual MIMO over 
both standard users, but it is improved much over only one standard user. However, 
contrary to the K-factor, the rms delay spread gives 48 % improvement over both 
standard users by the virtual MIMO system, and the spatial correlation is improved 
by about 59.6 % by the virtual MIMO over both standard users. It is found that only 
in few cases the rms delay spread and the correlation are increased by the virtual 
MIMO system. The results show that the improvement of capacity in the virtual 
MIMO system is more related to spatial correlation and rms delay spread reduction 
than the K-factor reduction.
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Abstract  As to the problem of test point selection for the weapon system, the 
chapter firstly studies the correlation model and the information entropy theory to 
transfer the test point selection problem into the graph searching problem; then, 
the evaluation function is defined as the heuristic information, which deduces the 
graph expansion way and guides the map search; finally, the method is verified by 
experiment. Experiment results show that the method can improve the searching 
efficiency of test nodes and provide an effective guidance for optimal test point 
selection of the weapon system.

Keywords  Test point selection · Correlation matrix · Information entropy · 
Heuristic graph search

123.1 � Introduction

With the performance and complexity of the weapon system, the costs of mainte-
nance and security have become increasingly high; thus, the development of the 
testability design of system is a task which brooks no delay. The premise of test-
ability design is the test point selection; therefore, selecting appropriate test points 
to obtain an equipment state has become the focus of current research. Reference 
makes the group number fuzzy by defining a test point to get an optimal test set 
using the implicit method [1]. Reference designs the evaluation standard for mea-
suring the test points so as to solve the optimal test set by using the implicit method 

© Springer International Publishing Switzerland 2015
W. Wang (ed.), Proceedings of the Second International Conference on Mechatronics 
and Automatic Control, Lecture Notes in Electrical Engineering 334,
DOI 10.1007/978-3-319-13707-0_123
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[2–4]. Reference uses the boolean logic for the test point selection problem by com-
bining the exclusion method and the implicit method, thus excluding redundant 
test set [5]. Reference optimizes the correlation matrix model by using the genetic 
algorithm and then uses the particle swarm optimization algorithm to search the 
optimal test point set [6]. Reference works out a minimum test set by using the 
method of decomposing matrix step by step and analyzing the weighted value of 
test points [7].

The above methods are adopted to find the optimal test point set under the condi-
tion of assuming the same test cost in the test points; but it is almost impossible that 
it happens in an actual system; therefore, this chapter presents a test point optimiza-
tion method based on the heuristic graph search by firstly defining the information 
entropy of test points and evaluation function of test cost, then defining the exten-
sion rule of graph nodes to search out the optimum test point set at best test cost, and 
finally verifying this searching algorithm by examples.

123.2 � Preliminaries

1.	 Correlation mathematical model

Correlation refers to the logic relationship existing between the component unit and 
the test point of unit under test (UUT), two component units, or two test points. The 
correlation mathematical model of UUT is described by the correlation matrix, as 
shown in Formula (123.1):

�
(123.1)

in which the matrix of row i  is:

� (123.2)

It represents the response information of the i th  component unit fault’s reaction in 
each test point information. While the matrix of column j is:

� (123.3)

It represents the components’ fault information of each test point, which can be 
measured. dij  is the boolean variable, namely, if the fault Fi can be detected by test-
ing point Tj , then dij = 1, otherwise dij = 0.

2.	 Information entropy of test points

Entropy represents an uncertain degree of system, and information measure is the 
entropy change before and after the information receipt [4]. Many references evalu-
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ate the information content of test points by using entropy [2–7]. This chapter uses 
information entropy to evaluate the information of graph node by combining the 
heuristic graph searching method.

According to the information theory, assume X Y,  to be discrete random vari-
ables, then entropy of X  is:

�
(123.4)

The conditional entropy of X  towards Y  is:

�
(123.5)

Information entropy about X  provided by Y , namely the mutual information en-
tropy between X  and Y  is:

� (123.6)

In the correlation matrix, assume 0 1{ , , , }mF f f f= �  is the fault set of system, P is 
the probability of fault isolation, then the entropy of F  is:

�
(123.7)

The available test set of system is 0 1{ , , , }nT t t t= � , if the test point t j  divides the 
system into k  subsets, encoding 1 2, , ,� k , respectively. According to the formula of 
total probability, the conditional entropy of F  can be expressed as:

�
(123.8)

Therefore, the information entropy about F  provided by t j  is:

� (123.9)

In order to calculate conveniently, this chapter deducts another expression. As
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In the formula (0 )r k≤ ≤  and because

�

(123.12)
so

�

(123.13)

Considering the testing cost, p Fjr( ) is defined as the ratio of least test cost of iso-

lating subset Minr  and total test cost of the left test points, namely ( ) r
jr

r

Min
p F

C
= . 

I F t j( , ) represents the information entropy of the test points. The smaller the infor-
mation entropy is, the less the testing cost for fault isolation will be.

123.3 � Heuristic Graph Search

123.3.1 � Graph Search About Test Points

Heuristic graph search is to sort extension table nodes by using heuristic informa-
tion of the problem, thus to achieve the aim of reducing the search range and reduc-
ing the complexity of the problem [9, 10]. The test point selection process explains 
the process of graph nodes.

The extension rule of graph nodes is defined as follows:

1.	 To define the alternative test point set St  and add all test points to alternative test 
point sets. Expand the available test point set of ti which is { ( )}t t jN t t S t= ∈ − ; 
t j is the expanded test point.

2.	 Assume the maximum fault number which is Nti max in the fuzzy set for the 
expanded test point ti , then the least test points of fuzzy isolation is log max

2
Nti . If 

max
2log { }ti
N

tNum N>  and Num Nt { } represents the number of elements in the set 
{ }Nt , then ti  will not be extended.

123.3.2 � Heuristic Evaluation Function

The test point selection is a problem of combinatorial optimization, which can 
be described by using the set covering model; but the set covering is N-P com-
plete problem. When the system scale is large, it is difficult to achieve the optimal 
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solution; therefore, the heuristic evaluation function is introduced in this chapter in 
order to speed up the test point search process.

The heuristic evaluation function of test point t is defined as follows:

� (123.14)

In this formula, g t( ) is the sum of test cost of the path from node t to root node s; 
h t( ) is the least test cost from the root node to the target node.

Define the function:

� (123.15)

In this formula, g t*( ) is the testing cost of node t  to root node s, h t*( ) is the test cost 
from the root node to the target node. Apparently, when the test node t  extends, 
there is *( ) ( )g t g t=  and *( ) ( )h t h t≥ ; clearly *( ) ( )f t f t≥ , then using f t( ) as graph 
searching algorithm of heuristic evaluation function belongs to the A* algorithm 
[11]. The test point selection problem under the condition of least cost in this chap-
ter belongs to the limited map. The path exists from the initial node s to the target 
node t . The algorithm A* can definitely find an optimal path to reach the target node 
[12]. The optimum test set under best test cost is the test point set from the root node 
to the target node.

123.3.3 � Test Point Selection Based on Heuristic  
Search Algorithm

The A* algorithm is to expand nodes through inspiring information provided by 
means of the evaluation function f t( ), then finding the best route to the destination 
node. This chapter uses the A* algorithm in terms of the test point selection problem 
with the specific steps shown as follows:

Step 1: Initiate the graph node s and add all the test points to the collection St .
Step 2: Determine whether the fault is completely isolated and whether the eval-

uation value is a minimum; if yes, then all test root nodes tracing pointer from node 
tx root node on the path is the best test point set. Then end the search, otherwise, go 
to Step 3.

Step 3: Get test points of minimum f t( ) value from the collection St; if there are 
several test nodes, then select the test point with minimum entropy as the expand-
ing node and delete the node from set St. To check whether the fault is completely 
isolated and whether the evaluation value is the least; if yes, go to Step 2, otherwise, 
go to Step 4.

Step 4: Calculate node values of collection again according to Formula (123.14) 
and go to Step 2.

( ) ( ) ( ).f t g t h t= +

* * *( ) ( ) ( ).f t g t h t= +
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123.4 � Simulation and Verification

This chapter uses the SK15HE gas turbine unit of conference [8] as an example to 
state the test point selection method of heuristic search graph. The correlation ma-
trix is shown in Table 123.1, in which 

1 6~f f  represent different faults, 1 7~t t  are 
available test points, and c is the test cost.

The first layer: Initialize the node s, add all test points to the alternative test point 
set St, and calculate heuristic evaluation value f t( ) for each test point value.

For test point t1, fuzzy maximum fault number 1 max 4tN = , minimum test points 

1

4
2log 2 {" "}t tM Num N = = <  , so 1( ) 5f t = . Delete t1 from set Nt, then Nt turns 

to { , , , , , }t t t t t t2 3 6 4 5 7 .
For test point t2 , fuzzy maximum fault number 2 max 3tN = , minimum test points 

2

3
2log 2 {" "}t tM Num N = = <  , so 2( ) 4f t = . Delete t2 from set Nt, then Nt turns 

to { , , , , }t t t t t3 6 4 5 7 .
For test point t3 , fuzzy maximum fault number 3 max 3tN = , minimum test points 

3

3
2log 2 {" "}t tM Num N = = <  , so 3( ) 5f t = . Delete t3 from set Nt , then Nt turns 

to { , , , }t t t t4 5 6 7 .
For test point t4 , fuzzy maximum fault number 4 max 4tN = , minimum test points 

4

4
2log 2 {" "}t tM Num N = = <  , so 4( ) 5f t = . Delete t4 from set Nt , then Nt turns 

to { , , }t t t5 6 7 .
For test point t5, fuzzy maximum fault number 5 max 5tN = , minimum test points 

5

5
2log 2 {" "}t tM Num N = = >  , so do not expand t5.

For test point t6 , fuzzy maximum fault number 6 max 3tN = , minimum test points 

6

3
2log 2 {" "}t tM Num N = = <  , so 6( ) 7f t = . Delete t6 from set Nt, then Nt  turns 

to { , }t t5 7 .
For test point t7 , fuzzy maximum fault number 7 max 4tN = , minimum test points 

7

4
2log 2 {" "}tM Num open = = >  , so not to expand t7.

Extended root node is shown in Fig. 123.1.
Second layer: Obviously, the estimated value of t2 is 2( ) 4f t = , which is the 

minimum value. Put t t t t t t1 3 4 5 6 7, , , , ,  into set " "tS , then set " "tN  is { , , , , , }t t t t t t1 3 4 5 6 7 ,  
and continue to expand in this way.

t1 t2 t3 t4 t5 t6 t7
c 3 1 2 2 2 4 1
f1 1 1 1 1 0 1 0

f2 0 1 0 1 0 1 0
f3 1 0 0 0 0 0 0
f4 0 0 0 1 0 0 1
f5 0 0 1 1 1 1 0
f6 0 1 1 0 0 0 1

Table 123.1   Correlation matrix 
of SK15HE gas turbine
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Third layer: As 3 4( ) ( ) 4f t f t= = , calculate 3
33 2( , ) log tw
tI F t w= , in which 

7

3

1 4 5 6 7

t
t

t t t t t

c
w

c c c c c
=

+ + + +
, thus 

1
12

3 2
1

( , ) log 0.2897
12

I F t = = .   4
44 2( , ) log tw
tI F t w= , 

 3

4

1 3 5 6 7

t
t

t t t t t

c
w

c c c c c
=

+ + + +
, thus 

2
12

3 2
2

( , ) log 0.4308
12

I F t = = ; expand t3 with the 

expansion method as shown above. The final complete extended search graph is 
shown in Fig. 123.2.

As can be seen in Fig. 123.2, the optimal test point set is { , , }t t t2 3 7 , and the test 
cost is 4.
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123.5 � Conclusion

In this chapter, the problem of test point selection based on correlation matrix of 
electronic system is discussed, and the test point selection problem is transferred 
into the searching graph node problem. To avoid the blindness of graph node 
search, the heuristic strategy is adopted based on the heuristic evaluation function, 
which is derived from the correlation model and the information entropy theory; at 
meanwhile, the cost of each testing point is considered when all fault isolation rate 
(FIR) satisfies the system requirement. Experiment results show that this method 
can manage to search optimal test point sets quickly and effectively while satisfying 
the requirement of system testability. The proposed method has practical guidance 
significance for fault diagnosis as well as complicated electronic systems.
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Abstract  A novel method of frequency-selective surface (FSS) transmission 
characteristics test is presented on the basis of the absorbing materials window of 
metal backboard which is derived from the characteristics test of finite size FSSs in 
engineering technology. The design method is validated by the numerical simula-
tion (the finite-element method) as well as the experimental results.

Keywords  Frequency-selective surface · Absorbing materials window of metal 
backboard · Transmission characteristics

124.1 � Introduction

In the past few decades, the frequency-selective surfaces (FSSs) are developed and 
investigated by many researchers for their spatial filtering characteristics, and they 
have been widely applied in a variety of applications. Several typical examples of 
these applications include radomes, dichroic reflectors, polarizers, and absorbers, 
etc. [1–3]. Although FSSs have been attracted much attention, most of the calcula-
tions and simulations of FSS are focused on infinite FSSs, while finite size FSSs 
are applied in engineering; therefore, it is highly valuable to design a novel method 
of finite size FSSs transmission characteristics test which has high accuracy and 
precision.

In this chapter, a novel method is proposed to solve the problem. It is obtained 
by the simulations of different FSS test settings and validated by the simulation and 
experimental results. The following sections describe the simulation and validation 
of the test method.
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124.2 � Test Theory of Frequency-Selective Surface

The test theory of FSS can usually be explained with the two-port network model, 
from the perspective of circuit [4]. As FSS is periodic structure, it can be modeled 
and analyzed with only one unit. Figure 124.1 has shown the equivalent two-port 
network model of FSS.

In Fig. 124.1, port 1 and port 2 represent the plane wave incident area and trans-
mission area, which are separated by FSS. Rin and Rout are the input and output 
impedance, which are embodied by the air characteristic impedance.

As the input and output impedance of port 1 and port 2 are constant, the lower the 
surface impedance Zs of FSS is, the more energy will be reflected back to port 1; the 
higher the surface impedance Zs becomes, the more energy is transmitted to port 1.

124.3 � Simulation and Analysis of Test Settings

Figure 124.2 shows the measurement system for obtaining the transmission charac-
teristics of finite size FSSs. The system is formed by the signal source, the spectrum 
analyzer, the receive and transmit antennas, FSS test window, and the absorbing 
materials, in which the settings of FSS test window are particularly important in 
achieving the desired measurement precision; therefore, in the following section, 
two methods with different FSS test windows are researched to design the perfect 
settings of the FSS test window.

It is necessary to note that the main subject of this chapter is to simulate the test 
method of finite size FSSs transmission characteristics rather than the simulation of 
infinite FSSs; in this sense, the simulation conditions should be almost exactly the 
same as the conditions shown in Fig. 124.2. The free space is modeled with radia-
tion boundary in high-frequency-selective surface (HFSS); the transmit and receive 
antennas are modeled with horn antenna, and the performance of the absorbing 
materials in HFSS is the same as the experimental conditions.

Fig. 124.1   Equivalent two-port network model of frequency-selective surface ( FSS)
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Besides, the experimental size of FSS model is not completely the same with 
the simulation model due to the limitation of the computer’s performance. But the 
result is still convincing because the transmission characteristics of the simulated 
model are stable when the finite size FSSs consist of 5 × 5 units, not less than this.

124.3.1 � Modeling and Simulation for the Submodule of the Test 
Method

The submodules of the measurement system shown in Fig. 124.2, including infinite 
FSSs, horn antenna, and absorbing materials, are designed and simulated through 
HFSS before the simulation of two different test methods.

Figure 124.3 presents the simulated parameters for each submodule, where the 
infinite FSSs are composed of the ring-aperture unit, and its design resonant fre-
quency is 1 GHz; the voltage standing wave ratio (VSWR) of horn [5–6] antenna 
is less than 1.7, its gain is about 12 dB, and the reflection of absorbing materials 
[7] is less than −30 dB. The performance follows the guidance of the experimental 
modules.

124.3.2 � Modeling and Simulation of Test Method

Two different test methods, type-I and type-II, are studied in this section. Both of 
them are obtained by arranging two antennas and the models of finite size FSSs in 
between, as is shown in Fig. 124.4 and Fig. 124.6. The distance between each an-
tenna and models meets the far-field requirements with the only difference between 
these two methods represented in the settings of the FSS test window.

Fig. 124.2   Schematic diagram of frequency-selective surface ( FSS) transmission characteristics 
test
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1.	 Type-I method: no FSS test window

As it can be seen in Fig. 124.5a, the simulation results with type-I method are con-
siderably different from the infinite FSSs, especially for 0.95 to ~1 GHz, where the 
value exceeds zero. It is completely impossible for FSS. A closer inspection of the 

Transmitting Antenna

Receiving Antenna

5×5 test model
Fig. 124.4   Geometry graph 
of type-I method
 

a b

c d

Fig. 124.3   Performance of each submodule. a S-parameters of infinite FSSs. b S-parameters of 
absorbing materials. c Gain of horn antenna. d VSWR of horn antenna
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electric field distribution in Fig. 124.5b suggests that the presence of the edge dif-
fraction is, in fact, responsible for that incorrect result.

2.	 Type-II method: the absorbing materials window of metal backboard

To effectively suppress the multipath effects and block the field edge diffraction, the 
absorbing material window of metal backboard is used here to compensate for the 
limited role of absorbing materials.

Figure 124.7 presents the HFSS simulation diagram of type-II method, where 
the boundary is set to radiation boundary to model free space and the transmission 
coefficients can be obtained from the S-parameters of the antenna.

a

b

Fig. 124.5   a Finite element method (FEM) simulation results using type-I method, infinite 
frequency-selective surfaces ( FSSs) simulation is also shown for comparison. b Electric field 
distribution
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Transmit Antenna Receive Antenna

The absorbing materials window of
metal backboard

5×5 test model

Fig. 124.6   Geometry graph 
of type-II method
 

Fig. 124.7   Simulation schematic diagram of frequency-selective surfaces ( FSSs) with type-II 
method

 

Fig. 124.8   Finite element method (FEM) simulation results using type-II method, infinite fre-
quency-selective surfaces ( FSSs) simulation is also shown for comparison
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With the type-II method, the error can almost be neglected, which can be seen in 
Fig. 124.8 because the edge diffraction has been blocked with this method.

124.4 � Validation of the Test Method

To ensure the measurement precision, the test has been carried out in the microwave 
anechoic chamber [8], where the ground is covered with the absorbing materials in 
order to reduce the multipath effects. The background is below −35 dBsm.

Figure 124.9 is about the test system of type-II method. The model under test is 
placed in the middle of these two antennas.

The measured and simulated transmission coefficients of type-II method are 
demonstrated in Fig. 124.10. The measured data are given for 0.6 to ~1.25 GHz 
band, which is the range of operation of the measurement setup. The measurement 
shows a perfect match with the HFSS simulation for 0.8 to ~1.1 GHz band; there-
fore, the type-II method can be adopted to achieve the transmission characteristics 
of finite size FSSs.

124.5 � Conclusion

The absorbing materials window of metal backboard has been proposed as a novel 
method to obtain the transmission characteristics of finite size FSSs with high ac-
curacy. The effectiveness of this method stems from the fact that the field edge 
diffraction can be blocked by type-II method; besides, the measured and simulated 
frequency response has been used to prove its validation. This novel method is ex-
pected to find great application values.

Fig. 124.9   Test system of 
type-II method
 



J. Lian et al.1130

References

1.	  Gao Q, Yan DB, Yuan NC. Properties analysis of loaded frequency selective surface. Chinese 
J Radio Sci. 2006;21(3):441–4 (In Chinese).

2.	  Courtney CC. Time-domain measurement of the electromagnetic properties of materials. IEEE 
Trans MTT. 1998;46(5):517–2.

3.	  Friedsam GL, Biebl EM. A broadband free-space dielectric properties measurement system at 
millimeter wavelengths. IEEE Trans. 1997;46(2):515–8.

4.	  Munk BA. Frequency selective surfaces. New York: Wiley; 2000. p. 284–293.
5.	  Shao YF. A simplified design of wide b and ridged horn antenna. Mod Radar. 2004;26(3):65–7 

(In Chinese).
6.	  Bruns C, leuchtmann P, Vahldieck R. Analysis and simulation of a 1-18 GHz broadband dou-

ble-ridged horn antenna. IEEE Trans Electromagn Compat. 2003;45(1):55–9.
7.	  Gau J, Burnside WD, Gilreath M. Chebyshev multilevel absorber design concept. IEEE Trans 

On antennas propag. 1997;45(8):1286–93.
8.	  Hou XY. The measurement techniques and analysis of frequency selective surface. Chinese J 

Sci Instrum. 2008;29(2):36–9 (In Chinese).

Fig. 124.10  Measured and simulated frequency response of type-II method, infinite FSSs are also 
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Abstract  The printed dipole antenna has been investigated to be an effective 
radiator for ultra-wideband (UWB) communication and radar systems. In order to 
broaden the impedance bandwidth of the normal planar elliptical dipole antenna, a 
novel planar elliptical dipole antenna, designed by means of loading balun trans-
former and slotting on elliptical dipole elements, is proposed. The simulation results 
show that the return loss of the modified antenna has been almost less than − 10 dB 
in the frequency from 2.2 GHz to 13 GHz. Compared with the normal elliptical 
dipole antenna, the simulated results demonstrate that the modified elliptical dipole 
antenna has better directional characteristics and gain performance.

Keywords  UWB (ultra-wideband) communication and radar · Planar elliptical 
dipole antenna · Balun transformer

125.1 � Introduction

With the development of ultra-wideband (UWB) communication and radar sys-
tems, a higher performance of UWB antenna is required now. The US Department 
of Defense has already made the UWB and high-range resolution radar as a key 
technology [1]. Antenna, regarded as the component of sending and receiving elec-
tromagnetic waves, is an essential part of radar system. Synthetic aperture radar 
(SAR) would get higher range resolution through UWB antennas [2]. The Federal 
Communications Commission (FCC) in the USA certified the use of UWB devices 
operating in the frequency range 3.1–10.6 GHz in 2002 [3]. When the ratio of the 
upper frequency and lower frequency is more than one octave, it is generally con-
sidered as UWB.

Traditional UWB antennas are categorized as follows: (1) wideband dipole an-
tenna, such as discone antenna, sleeve antenna; (2) frequency-independent antenna, 
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which has a self-similar structure, making it broadband characteristics naturally, 
such as biconical antenna, helical antenna, log periodic antenna, and planar spiral 
antenna; (3) transverse electromagnetic (TEM) horn antenna, which has the advan-
tages of high gain, narrow beam, widely used in point to point communication [4]. 
Compared with other UWB antennas, the UWB planar dipole antenna has many 
advantages in easy processing, light weight, low cost, and miniaturization [5].

Elliptical dipole antenna was first investigated to have good radiation perfor-
mances by N. P. Agrawall et al. in 1998 [6]. Hans Gregory Schantz achieved the 
bandwidth of planar elliptical dipole antenna to three octaves [7]. Hakki Nazli et al. 
enhanced the bandwidth of planar elliptical dipole antenna by way of loading two 
elliptical slots [8]. Zhen Tu et al. researched a cavity-backed elliptical dipole an-
tenna to enhance radiation patterns [9].

The organization of this chapter is as follows. In Sect.  125.2, the parameters 
of the proposed antenna are introduced. In Sect. 125.3, the simulated results are 
presented to verify the antenna performance. Finally, the conclusions of this article 
are given.

125.2 � Antenna Design and Geometry

The geometry of the normal planar elliptical dipole antenna is shown in Fig. 125.1a. 
The antenna is printed on a Rogers RO4003 substrate with relative permittivity of 
3.55 and thickness of 1 mm. The minor axis of normal planar elliptical dipole an-
tenna is about 0.3 lλ  ( lλ  is the longest operation wavelength), and the major axis 
is about 1.25–1.75 times of the minor axis [7]. Considering the lowest operation 
frequency of 2.2 GHz, the minor axis of dipole elements is 4.2 cm, and the major 
axis of dipole elements is 5.3 cm (a = 5.3 cm, b = 4.2 cm).

M. Dai et al.

Fig. 125.1   The geometry of planar elliptical dipole antenna, (a) the normal antenna, (b) front of 
the modified antenna, (c) back of the modified antenna

 



1133125  A Novel Planar Elliptical Dipole Antenna for Ultra-Wideband Application

Figure 125.1b and c shows the front and back of the modified planar elliptical 
dipole antenna. The outer contour of the modified antenna is the same as that of the 
normal antenna. In order to achieve UWB feed, a UWB gradient balun transformer 
is studied and designed, whose feed line is inserted into the circular slot on the back 
element. The circular slot is cut symmetrically with the radius R = 7.3 cm and the 
balun transformer is printed with W1 = 20.5 mm, W2 = 1.43 mm, W3 = 2.05 mm. As 
currents mainly distribute along the edge of antenna, properly slotting is also a good 
way to enhance the bandwidth. With loading UWB balun transformer proposed 
[10], the method of properly slotting on the front element is introduced in this chap-
ter and a better radiation performance is achieved. The size of the slot on the front 
element is comprehensively optimized with major axis b1 = 17.12 mm, minor axis 
a1 = 13.5 mm, while the slot is in the center of the front element.

125.3 � Antenna Performance

The antenna is simulated by using computer simulation technology (CST) micro-
wave studio. The comparison of return loss of the normal and modified planar el-
liptical dipole antenna is shown in Fig. 125.2.

Fig. 125.2   The comparison of return loss
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Compared with normal planar elliptical dipole antenna, the return loss of modified 
planar elliptical dipole antenna improves obviously. The return loss of the normal 
antenna is less than − 10 dB only in the frequency from 2.2 GHz to 3.2 GHz, while 
the return loss of the modified antenna is less than − 10 dB in most frequency from 
2.2 GHz to 13 GHz, except for the frequency from 3.48 GHz to 3.9 GHz where the re-
turn loss is less than − 7.3 dB. At the same time, it could be verified that by the method 
of slotting properly, the bandwidth of the modified antenna is further enhanced and 
significantly wider than the bandwidth, which is only from 2.5 GHz to 6 GHz [10].

The Figs. 125.3, 125.4, and 125.5 present E-plane and H-plane radiation pat-
terns for certain frequencies. In the low frequency range, these antennas behave like 
dipoles. As sidelobes appearing with the frequency increase, the omnidirectional 
characteristics of the antenna deteriorate gradually. However, the modified planar 
elliptical dipole antenna has smaller deterioration than the normal planar elliptical 
dipole antenna in omnidirection (Fig. 125.6).

Fig. 125.4   Radiation patterns when f = 6 GHz (a) E-plane (b) H-plane

 

Fig. 125.3   Radiation patterns when f = 2.5 GHz (a) E-plane (b) H-plane
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As it can be seen, the realized gain of the modified planar elliptical dipole anten-
na is higher than the normal antenna. With the frequency increasing, the maximum 
realized gain of the modified antenna is also increasing, because the omnidirec-
tional characteristics of the antenna deteriorate gradually, which results in strong 
directional characteristics and narrow beams.

125.4 � Conclusion

Nowadays, the rapid development of UWB communication and radar system put 
forward higher requirements for UWB antenna. Compared with the normal planar 
elliptical dipole antenna, a novel planar elliptical dipole antenna with balun trans-

Fig. 125.6   The comparison of realized gain of maximum radiation direction

 

Fig. 125.5   Radiation patterns when f = 11 GHz (a) E-plane (b) H-plane
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former is proposed, which has been verified to broaden operation bandwidth to six 
octaves and achieve a higher realized gain. And the modified antenna maintains 
advantages in arraying and low cost, which could be widely applied to UWB com-
munication and radar systems.
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Abstract  In order to improve the throughput of tags identification in the system 
of radio frequency identification (RFID), the anticollision protocol of adaptive tree 
slot is proposed, and that is a tag anticollision algorithm in view of the Q algorithm. 
In this protocol, the rest of the tags will be waiting until those that are in the first 
collision slot are decomposed with the method of the binary tree. Besides, the tags 
in the rest of the collision slots will be resolved by the tree slot. The advantage of the 
proposed protocol lies in the fact that it does not need the prior information about 
tags, which can reduce the complexity of the system; furthermore, the system with 
high identification efficiency can be kept, and the change of the tag quantity cannot 
influence it. It indicates in our simulations that the identification efficiency of the 
system does not fluctuate much when the number of tags is between 40 and 500; 
moreover, when the tag quantity does not approach to the original frame length, the 
identification efficiency of the system is higher than the tree slotted ALOHA (TSA) 
algorithm and fast k-slot selection (FKSS) protocol.

Keywords  RFID · Anti-collision · Identification efficiency · Tree slotted Aloha · 
Adaptive tree slot

126.1 � Introduction

Radio frequency identification (RFID) plays an important role in the technology of 
Internet of things, the most important problem of RFID system is the tag anticolli-
sion [1–5]. At present, the tag anticollision has been solved based on two aspects, 
which are respectively based on the ALOHA protocol [6] and the type of tree anti-
collision algorithm [7]. In every slot, the slot is defined as a success slot if only one 
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tag exists, and it is a collision slot if there are more than two tags. It is an idle slot if 
there is no tag. To enhance the efficiency of the system, the thought of the tree proto-
col is introduced into the ALOHA protocol by someone, which develops mixed anticol-
lision protocols, and the tree slotted ALOHA (TSA) [8] is the one with high throughput.

Fast k-slot selection (FKSS) protocol refers to the fact that the length of the 
frame is regulated to attain the optimum by means of judging the first k-slots. Its 
advantage is that it does not need the prior information about tags, but the highest 
throughput is gotten only when the length of the frame approaches to the tag quanti-
ty. Q algorithm [9–10] adopts the self-adaptive thoughts, and it regulates the length 
of the frame based on the present slot’s condition. Like FKSS algorithm, Q algo-
rithm also does not need the prior information about tags; however, the throughput 
of Q algorithm can only attain 0.34. Compared with the above two algorithms, the 
disadvantage of the TSA protocol is that the change of the tag quantity influences 
the system throughput. Generally, the tag quantity in the system is unknown; how-
ever, the high identification efficiency of the system is achieved when the length of 
the frame corresponds to the tag quantity, which needs the prior information about 
tags; therefore, it increases its complexity and decreases its application.

An anticollision protocol of adaptive tree slot without tag estimation on the basis 
of Q algorithm is presented in this chapter. Its thought is shown in Fig. 126.1. Ac-
cording to the present status of the slot, the frame length is adjusted dynamically. 
The tags in the first collision slot are decomposed by a binary tree in order to avoid 
wasting the slots; the length of the frame will be reset under the condition of the re-
maining collision slots, and those collision tags will be decomposed by the tree slot.

The main body of the chapter is arranged as explained below. The extant prob-
lem is introduced in Part II, and the fundamental thought of the TSA protocol is also 
presented in this part; the adaptive tree slot and its elementary process are proposed 
in Part III. The performance of the protocol based on the analysis of experimental 
simulation results is put forward in Part IV; the conclusion is made in Part V.

XXX XXXXXX

XXX

XX

XXX XXX

XXX

BinTree
TreeSlot

XX X

X X

X X

X X

Fig. 126.1   Diagram of the process of applied type system (ATS) algorithm
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126.2 � Extant Problems

The thought of the TSA protocol is that the frame is divided into some slots, and 
tags are randomly distributed to those slots. If there is a collision in the h th slot, 
which occurs in the frame of the m −1 th layer, the collision tags will need the frame 
length that is Ym

h  in the h th slot of the next layer to decompose, and it is supposed 
to be equivalent between the value of Ym

h  and the population of the collision tags 
Xm

h
−1 in the hth slot of the upper layer, which is:

� (126.1)

Nevertheless, the number of the collision tags is unknown to the reader; therefore, 
the TSA protocol determines according to the following way: if am−1 tags are dis-
tributed in the frame of the m −1th layer, there are b m1 1, −  success slots and bt m, −1 col-
lision slots, then the collision tags of the upper layer will be identified in the frame 
of the m th layer by using the length of Ym . Ym  is determined by Eq. (126.2), and it 
can be applied in any slots.

� (126.2)

The identification efficiency comparison among TSA, Q algorithm, and FKSS al-
gorithm is shown in Fig. 126.2, where the initial value of the frame length of Q 
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Fig. 126.2   Identification efficiency comparison among tree slotted ALOHA ( TSA), Q algorithm, 
and fast k-slot selection ( FKSS) algorithm
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algorithm is Y0 16= . Those of TSA and FKSS algorithm are Y0 128= , and the number of 
tags is 500. As it is shown, only if the tag quantity approaches the original frame length, 
the maximum of the throughput of TSA and FKSS algorithm is achieved; if the differ-
ence between the tag quantity and the original frame length is big, then the throughput 
of TSA and FKSS algorithm decline distinctly. Besides, the maximum of the throughput 
of Q algorithm is only 0.34, which is below the TSA and FKSS algorithm.

126.3 � Anticollision Protocol of Adaptive Tree Slot

The adaptive tree slot protocol adjusts the frame length in a self-adaptive way by 
judging the state of the current slot, which makes it meet certain rules between the 
tag quantity and the length of the frame, and collision tags will be decomposed by 
using the tree slot in the current slot to achieve a higher efficiency.

The adaptive tree slot protocol is based on the Q algorithm, and its specific op-
eration is shown below: If too many collision slots occur in a frame, the frame will 
be finished by the reader in advance, and a longer frame will be transmitted. On the 
contrary, a shorter frame will be transmitted because of too many idle slots. The 
above process will be implemented through three parameters: Q, Qfp, and C. The 
value of Y Q=2  is the frame length, and the value of Q changes dynamically, and 
its value is round Qfp( ) . Whether a new frame is opened depends on whether Q is 
equal to round Qfp( )  judged by the reader. In the adaptive tree slot protocol, the pa-
rameters adopt the rule in the Q algorithm, and the value of 4.0 is set to the original 
value of Q; in addition, the range of the step value is 0 1 0. .≤ ≤C 5.

The difference between the Q algorithm and the proposed protocol is that in the 
Q algorithm, if round Q Qfp( )= , the tag is identified and goes onto the next slot; 
however, in the proposed algorithm, if round Q Qfp( )=  and the collision occurs, 
with the method of the binary tree, the tags that lie in the first collision slot is de-
composed, and the rest of them will wait to be identified until the tags in the col-
lision slot finish decomposing. As for other collision slots below, the frame length 
will be reset, and the tags will be decomposed by using tree slot.

126.4 � Simulation Result

The simulation result will be presented in this portion, and the average result after 
500 independent experiments by using the method of Monte Carlo is gotten.

Figure 126.3 shows the throughput of the tag identification of different algo-
rithms. The tag quantity is between 10 and 500, and the initial value of the frame 
length is Y0 128= . As we can see, the throughputs of TSA algorithm and FKSS algo-
rithm are high; however, the highest throughputs are both achieved when the length 
of the frame approaches the tag quantity. The Q algorithm is with the lowest through-
put, whose maximum is about 0.34. The ATS algorithm is of high throughput; by 
comparison, it is with steady change. When the tag quantity is around 40–500, the 
efficiency of the tags identification is approximate to a straight line; besides, when 
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the tag quantity does not approach the original frame, the curve of the throughput of 
the ATS protocol is above TSA algorithm.

Figure 126.4 shows the throughput of the ATS algorithm with diverse Qs, and 
the tag quantity is between 10 and 500. As it is shown, if the value of 4 is set to the 

Fig. 126.3   Throughput of the tags identification of different algorithms. ATS applied type system, 
TSA tree slotted ALOHA, FKSS fast k-slot selection

 

Fig. 126.4   Throughput of ATS algorithm with diverse Qs
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original Q value, it is relatively reasonable, and it can get a satisfying result inde-
pendent of the number of tags.

126.5 � Conclusion

In this chapter, the anticollision of adaptive tree slot with adaptive frame length is 
proposed. The proposed algorithm can make a relative relation between the length 
of the frame and the tag quantity; besides, the tag quantity cannot influence the 
throughput of the system. As far as the results of the simulation are concerned, the 
anticollision of adaptive tree slot proposed is of high throughput of the system, and 
it does not need prior information about tags, which can reduce the complexity of 
the system.
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Abstract  This chapter proposes an infrared small target detection algorithm using 
two-dimensional least mean square (TDLMS) filter based on neighborhood infor-
mation. The structure of the TDLMS filter and prediction method is improved to 
make full use of neighborhood information of the predicted pixel, and the back-
ground is predicted using a nonlinear step adjustment method to improve the 
prediction accuracy. Experimental results show that the background can be effec-
tively suppressed, and the detection rate of infrared small target is improved if the 
background is predicted by the TDLMS filter based on neighborhood information.

Keywords  TDLMS filter · Neighborhood information · Background prediction · 
Infrared small target

127.1 � Introduction

Infrared target detection technology has broad application prospects, and it is wide-
ly applied in military and civilian fields. In the military field, the infrared target 
detection technology is a key technique in precision guidance and warning; besides, 
it can be used in industry, agriculture, medicine, and transportation in the civilian 
field. In terms of industry, the infrared small target detection technology can be used 
for the purpose of industrial control, robot vision, autonomous navigation, etc. In 
terms of medicine, it can be applied in biological tissue motion analysis, and it can 
also be used for traffic management, transport flow control in terms of transporta-
tion; however, due to the strong noise and interferences, the infrared target detec-
tion becomes difficult especially when the target is small. The target is easy to be 
submerged with the background because of the low signal-to-noise ratio (SNR); 
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therefore, the detection of the infrared small target is a challenging task, and the 
research is of great theoretical significance and practical value.

The background prediction is an important research of infrared small target de-
tection with many achievements having been obtained, for example, the background 
prediction method based on the fixed weight linear low-pass filter is simple, fast, 
and easy to implement, but it has some limitations due to its fixed weights [1–2]. 
The median filtering is an important method for smoothing background, which can 
attenuate random noise and retain edge information of the object at the same time 
[3–4]. The top-hat transform is also a practical infrared image background predic-
tion method, which features good real-time performance, but it is mainly applied for 
the procession under a smooth and slowly varying background [5–7]. Two-dimen-
sional least mean square (TDLMS) filter is an effective self-adaptive filter, which 
shows promising results in the infrared small target detection [8]; however, it still 
needs to be further improved. Many researchers have been devoted to improving 
the performance of the TDLMS filter and have already made much process [9–11].

Tae-Wuk Bae et al. proposed an infrared small target detection method by using 
the edge directional 2D LMS filter [11]. The edge direction information of sur-
rounding prediction pixels was used to predict the background pixels excluding 
small targets. This method has a better performance in chaotic regions than TDLMS 
filter based on neighborhood analysis [10], but it still cannot flexibly respond to 
changes in the background because only four directions are evaluated.

127.2 � TDLMS Filter

The TDLMS filter was proposed by Hadhoud and Thomas in 1988, as the expansion 
of one-dimensional LMS adaptive filter [8]. Figure 127.1 shows the structure of the 
TDLMS filter. The size of the reference input image (X) is M N× , and the size of 
the filter window is P P× . The output of the filter is given by Formula (127.1).

ΣTDLMS Filter

Y
W

X

P

P

E

Fig. 127.1   Basic structure of two-dimensional least mean square ( TDLMS) filter
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�

(127.1)

where Wj  is the weight matrix at the j th iteration. If the image is scanned in a left 
to right manner, then j m N n= × + . The weight matrix, Wj , is updated with the 
steepest decent method, which is given by

�
(127.2)

where je  is the prediction error, which is calculated by e D m n Y m nj = −( , ) ( , ). 
µ  is the step size, and it is closely related to the convergence rate [12]. When the 
filter is stable, a larger µ , the filter can respond timely to changes, thus both the 
background and targets will be predicted precisely. The subtraction image, which 
is obtained by subtracting the predicted background from the original image, will 
have a lower SNR; thus, it is difficult to detect the small targets. On the other hand, 
a smaller µ  makes the weights converge slower, and both the target regions and the 
background regions will be ignored in great degree, so the background prediction 
accuracy will decrease and some pseudo targets might appear.

The TDLMS filter is used as a background predictor in the infrared small target 
detection field. When a part of the background is covered by the filter window, the 
algorithm tends to converge after several iterations, and the background can be 
predicted because the infrared image background has strong correlation. When the 
filter window comes to a small target, the algorithm cannot achieve convergence 
before the filter window moves to the background region because the correlation 
of the target and the background is small; therefore, the output of the filter is the 
continuation of the background.

127.3 � Proposed TDLMS Filter Based on Neighborhood 
Information

127.3.1 � Structure of Proposed TDLMS Filter

In this chapter, an improvement to edge directional 2D LMS filter has been made. 
The structure of proposed TDLMS filter is illustrated in Fig. 127.2a. Comparing 
with the edge directional 2D LMS filter, the output block has been improved, i.e., 
the output block based on edge direction is replaced with output block based on 
neighborhood information. The proposed TDLMS filter uses eight input blocks, 
namely X m n ii ( , )( , )= 0 3 5 8� �  around the predicted pixels X m n( , ) , in which all 
the blocks have P P×  size as shown in Fig. 127.2b. Each input block will generate 
the corresponding predictive value Y m ni ( , ), i.e.,

Y m n W l k X m l n k m M nj
k

p

l

p

( , ) ( , ) ( , ), ( , , , ), ( ,= − − = − =
=

−

=

−

∑∑
0

1

0

1

0 1 1 0� 11 1, , ),� N −

1( , ) ( , ) ( , ),j j jW l k W l k e X m l n kµ+ = + − −
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�
(127.3)

These eight input blocks share the same weight matrix, which is updated by

�
(127.4)

127.3.2 � Output Based on Neighborhood Information

In order to improve the algorithm target extraction and background suppression 
ability, the output of the TDLMS filter is decided according to the relationship be-
tween eight predictive values and the predicted value. When the predicted value 
is greater than eight predictive values, it indicates that the center of input blocks 
has been moved to a small target as shown in Fig. 127.3a. Under this situation, the 
difference between the predicted value and the gray value of small target should 
be large enough to ignore the small targets; therefore, the average of two smallest 
predictive values is the output of the TDLMS filter, which can be expressed by

�

(127.5)

If the predicted value is not greater than eight predictive values, it means the center 
of input blocks may cover the background regions as shown in Fig. 127.3b. In order 
to accurately predict the background, the predictive value needs to be as close as 
possible to the predicted value. Then, the proposed method calculates the absolute 

Y m n W l k X l k ii j i
k

p

l

p

( , ) ( , ) ( , ), , .= =
=

−

=

−

∑∑
0

1

0

1

0 3 5 8� �

,
1( , ) ( , ) ( , ) ( , ), ( , ) ( , ) ( , ).l k

j j j j j jW l k W l k e m n A m n e m n X m n Y m nµ+ = + = −

Y m n
Y Y

Y Y m n Y Y m n i j i
j k

j i k i( , ) , min{ ( , )}, min{ ( , ), }, ,=
+

= = ≠ =
2

1 3 5� �88.

a b

Fig. 127.2   a Structure of TDLMS filter based on neighborhood information. b Input blocks
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difference between the predictive values and the currently processed pixel value 
X m n( , ), and the formula can be represented as below:

�
(127.6)

The filter output Y m n( , )  based on neighborhood information is given by

�

(127.7)

If the filter output is calculated by Formula (127.5) or (127.7), we know the cor-
responding subscripts j k, . Then, the block A m nl k, ( , )  in Eq. (127.4) is updated by

�

(127.8)

Figure 127.3 shows two situations when the filter window covers the target re-
gion and the background region. In the small target region of Fig. 127.3a, the fil-
ter output of TDLMS filter is the average of the two smallest predictive values 
(Y m n Y m n1 2( , ), ( , )  in Fig. 127.2b) corresponding to two red blocks in Fig. 127.3a. 
If the output of TDLMS filter is based on edge direction, the filter output will be 
the average of Y m n Y m n3 5( , ), ( , ) . The difference between the filter output and 
the small target gray value will become smaller so that the small target might be-
come too dim to detect or will even disappear. In the edge region in Fig. 127.3b, 
the filter output of TDLMS filter uses two predictive values Y m n Y m n1 3( , ), ( , )  in 
Fig. 127.2b can predict the background more accurately than the filter output us-
ing Y m n Y m n2 6( , ), ( , ), which will be selected by edge directional 2D LMS filter, 
because the average of Y m n Y m n1 3( , ), ( , )  is closer to the predicted value than the 
average of Y m n Y m n2 6( , ), ( , ). There would be fewer false alarms, and the prediction 
accuracy will be improved.

d m n Y m n X m n ii i( , ) ( , ) ( , ) , ( , ).= − = 1 3 5 8� �

Y m n
d d

d d m n d d m n i j i
j k

j i k i( , ) min{ ( , )}, min{ ( , ), }, ,=
+

= = ≠ =
2

1 3 5 8� � ..

A m n
X m n X m nl k j

l k
k
l k

,
, ,

( , )
( , ) ( , )

.=
+
2

a

b

Fig. 127.3   Input blocks in 
different areas
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127.3.3 � Adaptive Nonlinear Step Size

In this chapter, adaptive region-dependent nonlinear step size will be adopted [11]. 
The step size will be updated according to the variance of predictive values exclud-
ing the maximum and minimum among Y m ni ( , ), and it is updated by

�

(127.9)

where max min,µ µ  are the maximum and minimum µ . 2
( , )g m nσ  is the variance of 

the set

127.4 � Experimental Results

Computer simulations are conducted on three video sequences, which contain one 
or more small dim flying targets. In these experiments, we choose 10

max 1 10µ −= × , 
11

min 1 10µ −= × , and P P× = ×3 3 . Figure  127.4 shows the detection results by 
using the proposed algorithm. The detection results will be obtained by binarizing 
the subtracted image. The binarization image will be obtained through adaptive 
threshold segmentation based on minimum error [13].

2
( , )

max
min log

( , ) ,
1 g m n

m n
e

σ

µµ µ
−

= +
+

g m n Y m n i Y m n Y m n g m ni i i( , ) { ( , ) | , ,min( ( , )),max( ( , )) ( , )= = ∉1 3 5 8� � }}.

Fig. 127.4   Detection results 
of infrared small targets. 
a Original images. b Back-
ground prediction images. 
c Result images
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Figure 127.4 shows that the backgrounds of the original images have been es-
timated precisely, and the targets are ignored or even disappeared in the predicted 
images. Even if the contrast ratio between the target and the background is very 
low, the small targets could be detected by the proposed algorithm, which also has 
a good performance in multi-target detection. In the experiment, we can see that the 
proposed algorithm has good performances.

In order to fully illustrate the performance of the proposed algorithm, we make 
a comparison among the detection results using the proposed TDLMS filter, edge 
directional 2D LMS filter, and the basic TDLMS filter. Figure 127.5 shows the de-
tection results of three different methods. From the detection results of the first test 
image, we can see that the proposed TDLMS filter and Tae-Wuk Bae’s edge direc-
tional 2D LMS filter have a better performance under low contrast conditions. The 
detection results of the second test image illustrates the proposed TDLMS filter has 
a better performance than the other two filters in multi-target detection. The detec-
tion results of the third test image indicates the shortage of the edge directional 2D 
LMS filter, which might result in the incomplete extraction of the target, while the 
proposed filter can extract the targets integrally.

To compare these three methods quantitatively, two metrics, the detection rate 
(DR) and the false alarm rate (FAR), are employed and defined as below:

�
(127.10)

Where Tn  is the number of targets which is detected correctly, TN  is the number of 
targets in video, Fe  is the number of frames which has false alarm, and FN  is the 
total number of frames of the video. The statistical results are listed in Table 127.1.

The statistical results reveal that the proposed algorithm has effective perfor-
mance in both DR and FAR. The experimental results prove that the proposed algo-

,n e

N N

T FDR FART F= =

Fig. 127.5   Detection results 
of three methods. a Original 
images. b Detection results 
using the basic filter. c Detec-
tion results using Tae-Wuk 
Bae’s filter. d Detection 
results using the proposed 
filter
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rithm can improve detection ability and attain best balance between DR and FAR. 
From the comparison, we can clearly see that the proposed algorithm has significant 
advantages in DR. Subjective and objective comparison results reveal that the pro-
posed algorithm has better target detection and background prediction ability.

127.5 � Conclusion

The proposed algorithm can respond flexibly to the changes in the edge region and 
predict the background exactly, so it can make small targets in subtraction image 
easy to be distinguished. Experimental results demonstrate that the proposed meth-
od has good target detection and background prediction ability in the infrared small 
target detection field. Compared with the other two algorithms, the performance of 
the proposed algorithm is better, especially in DR.
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Abstract  This article proposes an algorithm based on the human visual attention 
mechanism to solve the infrared target detection problem provided that the targets 
are submerged in the background. Firstly, the regions of interest (ROIs) of the image 
are obtained by the top-hat transform of mathematical morphology and the method 
of adaptive thresholding segmentation. Secondly, the image’s signal-to-noise ratio 
(SNR) is enhanced by processing the ROIs using the difference of Gaussians (Dog) 
filter which has the characteristic of human vision in the scale space. Then, the 
points which have the local maximum SNR in the detected image can be regarded 
as the candidate targets. At last, considering the targets are easily submerged in the 
background and to prevent the targets not being detected, the algorithm proposes 
searching the missing targets again using the Retinex theory. Experimental results 
with real forward-looking infrared (FLIR) images show higher detection rate and 
lower false alarm rate than other methods, especially for the targets submerged in 
the background.

Keywords  Visual attention mechanism · Top-hat · Dog · Scale space · Retinex

128.1 � Introduction

The research and application of target detection are an important branch of com-
puter vision. With the development of infrared image technology, the detection of 
infrared targets draws great attention to the researchers at home and abroad, espe-
cially the detection of the infrared target in the complex background.

Recently, many algorithms have been provided to deal with the detection of the 
infrared target. They involve single-frame detection [1–5] and multi-frame detec-
tion [6, 7]. With the further study of researchers, the algorithm of infrared target de-
tection based on biological vision draws great attention and has good effects [8–12]. 
Sungho Kim et al. [11] used the filter of Laplacian of Gaussian (Log) in the scale 
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space to improve the signal-to-noise ratio (SNR) of the images, then Tune-Max of 
the signal to background contrast and the method of Tune-Max of the signal-to-
clutter ratio (SCR) were used to detect the targets. Shao Xiaopeng et al. [12] firstly 
proposed the algorithm using the filter of Log and morphological methods to pre-
process the image, then true targets could be obtained by applying local threshold-
ing segmentation.

The algorithms above can have good effects in most of the conditions but cannot 
effectively detect the targets when they are submerged in the background. Consider-
ing this, this article proposes a new algorithm based on the human visual attention 
mechanism. Instead of using all the data in the image to detect the targets, it just 
focuses on small parts of the image called the regions of interest (ROIs). After pro-
cessing the ROIs using the Dog filter in the scale space, the points whose SCR is 
a local maximum and bigger than a threshold are regarded as the targets. In order 
to prevent some targets are missing, the local domain of each targets which are 
judged to be missing is enhanced by the algorithm of multi-scale Retinex (MSR). 
By segmenting the enhanced local domain the missing targets can be detected. Fig-
ure 128.1 shows the flowchart of the proposed method.

128.2 � The Analysis of the Algorithm

128.2.1 � The Achievement of the ROI

Considering the initial process of searching the targets in the human visual system 
is to locate the targets in a small area of the image, this algorithm just processes the 
ROIs of the image. Through this, it can reduce the complexity of the process.

Fig. 128.1   The flowchart of the algorithm. ROI region of interests, Dog difference of Gaussians, 
SCR signal-to-clutter ratio
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128.2.1.1 � Top-Hat

Morphological methods have a wide application in the preprocess of the infra-
red target detection. This algorithm adopts the usual filter top-hat to suppress the 
background and enhance the contrast of the targets. The top-hat filter is defined as 
(128.1):

� (128.1)

where [ ( )A B A B B° = ⊕Θ . It is called the opening operation. The opening A by B 
is the erosion of A by B, followed by a dilation of A by B. The image processed by 
top-hat filter is the result the original image subtracts the original image’s opening 
result image. Through this method, it can suppress the background of the image.

128.2.1.2 � The Obtainment of ROIs

After suppressing the background, the method of adaptive threshold segmentation 
is adopted to get the ROIs. The binarization threshold can be obtained by using 
(128.2):

� (128.2)

where TH k( )  is the binarization threshold of the kth frame,m k1( )  is the mean 
value of the kth frame, and ( )kσ  the standard deviation of the kth frame. t  is a con-
stant; it often takes 3–6. According to (128.2), it can get the threshold and segment 
the ROIs from the image. Results are shown in Fig. 128.2.

128.2.2 � Enhancing the SNR to Get the Candidate Targets

After getting the ROIs, we need to process the ROIs according to their visual sa-
liency. This article adopts the Dog filter which is the on-center filter and the off-
surround filter in the scale space to process them. It not only can suppress the 

Tophat A A B= − °( ),

1( ) ( ) ( ),TH k m k t kσ= +

Fig. 128.2   The results of the ROIs. a Original image. b Top-hat filter. c ROIs
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background but also enhance the targets. After getting the candidate targets in the 
scale space, the real targets can be selected by processing the SCRs of them.

128.2.2.1 � Dog Filter in the Scale Space

It is necessary to get more image details when detecting the targets. The scale space 
theory brings a parameter viewed as scale in the image to build the model. By 
changing this parameter continually, we can get more image information.

Gaussian convolution kernel is the only linear kernel to achieve scale transfor-
mation, and the Dog filter is based on it. It is defined as (128.3)

� (128.3)

where 
2 2( ) 2

2

1
( , , ) / 2

2
x yG x y eσ σ

πσ
− += . It is the Gaussian function whose scales 

are variable; ( , )x y  is the spatial coordinate; σ is the standard deviation, which de-
termines the smoothing degree of the image. Large scale means the general features 
of the image, and small scale means the details of the image.

When the center of the Dog filter and the center of the target are the same, a peak 
response will appear. According to this feature, it can detect the location of the tar-
gets. And it is found that there are some connections between the scale of the gauss 
and the scale of the target [13]. It has been shown as (128.4)

� (128.4)

In the actual process, by subtracting two images obtained through two continuous 
scales of Gaussian filter, one Dog filter image can be obtained. After comparing 
each points’ Dog response with other 26 points’ Dog response, which are the eight 
points in its 9 × 9 neighborhoods in the current scale image and two adjacent scale 
image’s nine points in the same location, the points with the local maximum re-
sponse are selected as the candidate targets. The process is shown in Fig. 128.3.

( , , ) ( ( , , )  ( , , ))* ( , ) ( , , ) ( , , ),D x y G x y k G x y I x y L x y k L x yσ σ σ σ σ= − = −

h s= 2 2 .

Fig. 128.3   The process of obtaining the candidate targets in the scale space
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128.2.2.2 � Selecting the Targets

After getting the candidate targets, there are also some noises which need to be 
excluded. By thresholding the targets’ local SNR, the true targets can be identified. 
The local SNR of the target is calculated as (128.5)

�
(128.5)

where Tµ  and Bµ  are the mean value of the candidate targets and background, 
respectively. Each candidate target satisfies | | ( , , ),T B BD x yµ µ σ σ− =  is the stan-
dard deviation of the background which can be calculated by the image in the scale 
space. The domain of the target and background are set to be 2 2σ  and 4 2σ  
respectively. Afterwards, the points whose SCRs are greater than the threshold and 
which have local maximum SCRs are selected as the targets. The threshold value in 
this article is set to be 3. The results of the selection are shown in Fig. 128.4.

128.2.3 � Accurate Detection of Using Retinex

Through the above process, most of the targets can be detected, but it is difficult to 
detect the targets almost submerged in the background. Considering this, this article 
proposes enhancing a certain area of the obtained target in the last frame using the 
theory of MSR and segmenting the targets from the local area.

The theory of Retinex is based on the theory of color constancy. By simulating 
human visual constancy, it can compensate the details of the image and enhance it. 
The principle of the single-scale Retinex theory can be expressed as (128.6)

� (128.6)

where S x y( , )  is the input image distribution function. 
2 2

2

( )
( , )

x y
F x y e

c
λ − +

= , it 
satisfies F x y dxdy∫∫ =( , ) 1 . r(x, y) is the enhanced image we get.

The theory of MSR has the advantage of single-scale Retinex in low, middle, and 
high scales. It is defined as (128.7):

| |
( , , ) ,T B

B

SCR x y
µ µσ
σ
−

=

1( ) ( ) ( ),TH k m k t kσ= +

Fig. 128.4   Results of selecting the targets. a Original image. b Candidate targets by Dog. c Detec-
tion results
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�
(128.7)

Generally, k takes 3. 1 2 3 1/ 3ω ω ω= = =  It can have good effects if C kk ( , , )= 1 2 3  
in F x yk ( , )  takes 15, 80, and 120, respectively.

In the algorithm, the steps of MSR for the image are as follows:

a.	 Detecting the targets in the current frame by the method of 2.1 and 2.2. If there 
is no target and the targets in the last frame detected are not at the border of the 
image. It means that in this frame the target’s SNR may be too small to detect, 
then go to step c. If there are targets in this frame, go to step b and continue to 
judge.

b.	 Traversing each target detected in the last frame, judge whether there is a target 
in this frame close to it. Only if the target in the last frame does not appear at the 
border of the image and there is no target close to it, go to step c.

c.	 Enhancing a local region surrounding the target in the last frame using the theory 
of MSR. The region can be set to be several times of the target’s size; in this 
article the region is set to be five times of the target’s size.

d.	 Segmenting the target in the local region using the method in 2.1.2.

Figure 128.5 shows the final results using the above-described method.

128.3 � Experimental Results

In this section, there are three experiments to demonstrate the detection accuracy of 
the algorithm. In the first experiment, the algorithm is tested by a variety of back-
ground images. The results are shown in Fig. 128.6.

In the second experiment, four frames (66, 110, 377, 548) from the video im-
ages whose frame rate is 25 frames/s and has a resolution of 320 × 240 to test the 
algorithm are selected. The proposed algorithm is compared with Kim’s and Shao’s 

( , ) {log ( , ) log[ ( , )* ( , )]}.
K

k k
k

r x y S x y F x y S x yω= −∑

Fig. 128.5   The enhancement image by multi-scale Retinex
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algorithm. In Fig.  128.7, the targets are almost submerged in the background in 
frame 66, but it can only be detected by the proposed algorithm. In frame 110 and 
548, Shao’s algorithm will miss the targets. In frame 377, Shao’s algorithm wrongly 

Fig. 128.6   Detection results. a Original images. b Detection results by the proposed algorithm

 

Fig. 128.7   Experimental results. a Original image. b The proposed algorithm. c Kim’s algorith. 
d Shao’s algorithm
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detects a target. Thus, when the target’s and background’s gray-level value are 
greatly different, the proposed algorithm and Kim’s algorithm can effectively detect 
the targets, but Shao’s algorithm will have sometimes false detections. When the 
target is almost submerged in the background, the proposed algorithm works best.

In the third experiment, in order to research the algorithm accurately, the indica-
tors of the false negative rate (FR) and false alarm rate (FAR) to test the algorithm, 
which are calculated as (128.8), are used. The video images which involved 2121 
frames are selected. Their frame rate is 25 frames/s, and they have a resolution of 
320 × 240 to test, some of which have more than one target and some have no target. 
The results are shown in Table 128.1.

� (128.8)

In the table, we can see Shao’s algorithm has a large FAR. The article’s algorithm 
is similar to the Kim’s algorithm in FAR. But the article’s algorithm can greatly 
improve the FR.

128.4 � Conclusion

Aiming at some infrared targets’ SNR is low, this article proposes an algorithm of 
detecting the infrared targets based on the visual attention mechanism. By using 
the top-hat filter and the adaptive threshold segmentation method, the ROIs of the 
image can be segmented. After getting the ROIs of the image, the Dog filter in the 
scale space is used to improve the SNR of the image and detect the targets. In order 
to prevent the missing targets, the theory of MSR is used to research the missing 
targets. By comparison of the proposed algorithm with Shao’s and Kim’s algorithm, 
it demonstrates the effectiveness of the proposed algorithm.

FR[%] .= ×
Number of missing targets

Number of true targets
100

FAR[#/ ] .image
Number of incorrectly detected targets

images
= ×100

Table 128.1   The FR and the FAR of the algorithm
Algorithm Missing image 

numbers
Incorrectly detected 
image numbers

FR (%) FAR (%)

Kim’s 212 0 10 0
Shao’s 217 19 10 0.9
The proposed algorithm 27 3 1.3 0.1

FR false negative rate, FAR false alarm rate
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Abstract  The environment perception technology is most important key technol-
ogy in the application of unmanned platform, and the panoramic vision imaging 
technology is one of most important methods in the environment perception; but 
the hyperbolic and parabolic single viewpoint reflective panoramic vision system 
used most widely have some defects, such as requiring expensive imaging lens 
or high precision installation, etc. On this basis, we propose the multi-viewpoint 
parabolic reflective panoramic vision system without expensive telecentric lens and 
high precision installation, present parametric model of imaging system, and ana-
lyze properties of the caustic surfaces. In the end, we design the multi-viewpoint 
parabolic reflective panoramic vision system to achieve the relational expression of 
the parameters about the maximum horizontal detection range and resolution, and 
analyze the affecting facts and then do experimental verification. The results indi-
cate that the targets in farther position can be detected by using this multi-viewpoint 
parabolic reflective panoramic vision system.

Keywords  Unmanned platform · Caustic surface · Virtual projection center · 
Multi-viewpoint

129.1 � Introduction

With the fast development of information technology, the unmanned platform is 
widely used in military and civilian fields, such as unmanned aerial vehicles and 
unmanned vehicles. The environmental perception is the most important key tech-
nology of unmanned platform. It can enhance mobility of unmanned platform and 
improve ability of monitoring and tracking to targets. The panoramic vision system 
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plays an important role in the application of unmanned platform because of its large 
field of view of 360° [1].

The reflective panoramic vision system can be divided into two kinds: single 
viewpoint and multi-viewpoint based on the number of viewpoint. Currently, the 
hyperbolic and the parabolic single viewpoint reflective panoramic vision system 
are the main types with the former combining perspective lens with hyperboloid 
reflector while in conformity with the perspective imaging model. It is more use-
ful because the perspective lens feature low price and is easy to buy; however, the 
optical center of perspective lens and the focus-center of hyperboloid mirror must 
be located at the two focal point of hyperboloid during installation; otherwise, the 
multi-viewpoint imaging will be caused; and the latter combines telecentric lens 
with paraboloid reflector. It conforms to parallel projection imaging model while 
having more compact structure, good image quality; but the telecentric lens is more 
expensive [2].

Because of the shortcomings of single viewpoint reflective panoramic vision 
system, this chapter designs the multi-viewpoint parabolic reflective panoramic vi-
sion system by means of combining lens with parabolic reflector. The system has 
both good imaging effect and economic practicality.

129.2 � Multi-Viewpoint Parabolic Reflective Panoramic 
Vision System

The parabolic reflector is processed and polished by high precision numerical con-
trol machine, and its surface is plated with chromium by vacuum evaporation. As 
shown in Fig.  129.1, the charge coupled device (CCD) camera has been placed 
vertically on a fixed base, and optical axis of lens aligned with the centerline of 

Parabolic reflector
Optical axis

CCD camera

Lens Glass tube

Cover

Fixed base

Fig. 129.1   Schematic diagram of multi-viewpoint parabolic reflective panoramic vision system. 
CCD charge coupled device
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parabolic reflector. The reflection picture on reflector could be clearly imaged by 
adjusting the lens aperture and depth of field. Finally, with the reflection picture 
captured, the panoramic images with a wide visual field of 360° can be acquired 
continuously.

129.2.1 � Analysis of Viewpoint Distribution

The multi-viewpoint parabolic reflective panoramic vision system does not have 
single viewpoint, Rahul [3–4] proved that tracks of all viewpoints will form 
curved surface known as caustics. Each point on the caustic surface represents the 
three-dimensional position of a viewpoint, as shown in Fig. 129.2a. According to 
Fig. 129.2b, point A in the scene along the incident ray L1 is tangential to the caustic 
surface, and the tangential point C is the viewpoint of the incident ray.

129.2.2 � Analysis of Imaging Model

Since caustics of system has rotationally symmetric characteristic, calculating 
and deriving can be done in the two-dimensional coordinate system xOz. From 
Fig. 129.3, world point A along the incident ray L1 intersect parabola at A2, is tan-
gential to the caustic surface at C. Reflected ray L2 entering optical centre F images 
on the CCD, the image point is I. To calculate the coordinate of point A, we can 
use point C as the center of projection to solve the single viewpoint reflective pan-
oramic vision system.

Due to the reversibility of optical path, the coordinate of t point A corresponding 
to point I can be acquired by inverse projection. The incident ray L1 intersect projec-
tive cylinder at A1, A1 is the projection point to be solved. Referring to Fig. 129.3, 

Pinhole

Caustics

a b

Fig. 129.2   Viewpoint distribution of the system
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the coordinate of point I and point A2 are (− r, − H + f) and ( x2, z2), the distance be-
tween optical centre and the vertex of parabola is H, the focal length is f.

Let the parabolic equation be given by x2 = 2pz. The gradient K2 of reflected ray 
L2 is:

� (129.1)

So, the equation of reflected ray is:

�
(129.2)

From parabolic equation, we derive tangent gradient of parabola at point A2:

�
(129.3)

The normal line equation of parabola at point A2 is then given by:

�
(129.4)

From Eq. (129.2) and (129.4), we solve for the gradient K1 of incident ray L1:

�
(129.5)

2
2

2

H
cot( ) .

zf
k

r x
α +

= = =

z
z

x
x= −

H+
H2

2

.

k
dz

dx p
x

x

px x

= = × =
=

1

2
2

2

2 .

z
p

x
x z p= − + +

2
2 .

k
x p p x p

p p p x
1

2
4 2

2
2 3

2
2

3 2 2

2 2
=

+ + −

+

( )

( )
.

H H

H

θθ
L1L1

dd
ll

rr

ZCZC

xx

αα

OO

A1A1

FF

ff
CCDCCD

L2L2

CC
BB

SS

II

A2A2

zz
AA

HH

hh

Projective 

cylinder

Projective 

cylinder

Fig. 129.3   Imaging principle 
diagram of system
 



1167129  Reconnaissance Technology about Reflective Panoramic Vision …

The equation of incident ray L1 is derived as:

� (129.6)

So, the coordinate of projection point A1 can be got.

129.2.3 � Properties of Caustic Surfaces

Rahul presents some characteristic properties of caustics such as surface singulari-
ties in his study. The singular point is only located on the optical axis in rotationally 
symmetric system. Thus, there is singular point on caustic surfaces which is called 
a cusp in the paper, as shown in Fig. 129.3. Let the coordinate of ZC be (0, zC), 
the extended line of A1 A2 intersect z axis at B, the coordinate of B is (0, h). From 
Eq. (129.6), we get:

� (129.7)

We substitute parabolic equation and Eq. (129.5) into (129.7), to get h:

�
(129.8)

As seen from Eq (129.8), h is the quadratic function on z2, and its maximum value 
is the z coordinate of the cusp point zC; therefore, the coordinate of zC is (0, pH/(p 
+ 2H)). In practical applications, the panoramic vision systems mostly have a pro-
jection center; however, the parabolic reflective panoramic vision system designed 
in this chapter does not have a single viewpoint, and does not have a unique projec-
tion center. In addition, the multi-view panoramic vision system will cause paral-
lax. So we need to assume that cusp zC as the virtual center of projection, which is 
similar to the single viewpoint projection model.

129.3 � Analysis of Parameters

129.3.1 � Maximum Horizontal Detection Range

Referring to Fig. 129.3, the red rectangle denotes the side face image of rectan-
gular parallelepiped target, its area is δ = l × d ( l ≥ d). From parabolic equation, 
Eqs. (129.1) and (129.5), we derive that the world points which vertical field angle 
is θ can be imaged on CCD, and image points form a circumference which radius 
is r. So there exists a one to one correspondence between θ and r [5]. In practice, 
we think that the target can be observed effectively, when the length and height of 
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target occupies at least two pixels on image plane respectively on CCD (pixel size is 
μ). In this case, the slant range U between target and the virtual center of projection 
is called the maximum horizontal detection range when the vertical field of view is 
θ. As U is much larger than the length, breadth, and height of target, the maximum 
horizontal detection is derived by the geometric proportions:

� (129.9)

From Eq. (129.9), we solve for the U:

�
(129.10)

Therefore, the premise is to guarantee clear panoramic image. The maximum hori-
zontal detection of system is relevant to the size of the target itself, relative position 
between system and target.

129.3.2 � Resolution

From Fig. 129.3, the red rectangle denotes target, the distance between perspective 
lens and target is given by U1, which is much larger than the length and height of 
target. The angles between z-axis and reflection lights which are reflected by inci-
dent lights across top and bottom edge are defined α2 and α1, and they can be solved 
by Eqs. (129.1) and (129.8) [6]. Hence, the length i and height j of target on image 
plane can be calculated as:

�
(129.11)

As the panoramic image has image distortion and it is closer from the center of 
target surface, the distortion is more serious, and the bottom edge of target image is 
closer than top edge; thus, we can calculate the length by using α2, which is derived 
by the geometric proportions:

� (129.12)
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Therefore, if the f is certain, the resolution is relevant to the size of target, relative 
position between system and target.

129.4 � Experiment Results and Analysis

Figure 129.4 shows multi-viewpoint parabolic reflective panoramic vision system 
designed in this chapter, where p = 15.75 mm (the parameter of parabolic reflector). 
In order to use the maximization of CCD target surface, and not decrease strength 
of system, let f = 12 mm, H = 31 mm.

We select a moving car as target whose length l is 3.81 m and the height d is 
1.86 m. Figure 129.5 shows a partial graph of the experimental results, target size is 
3 × 2 pixels. The maximum horizontal detection distance is measured of 490 meters, 
r = 630 pixels is obtained by experimental results. Figure 129.6 shows the simula-
tion results; therefore, the experimental results agree with the simulation results 
indicating that the targets in farther position can be detected.

Figure 129.7 shows partial graphs of panoramic image at 250 m, 300 m and 
400 m, respectively; accordingly, the target size are 10 × 5 pixels, 8 × 4 pixels and 
5 × 3 pixels. From Fig. 129.8, we can conclude that the resolution is relevant to the 
distance between system and target; and the resolution is descending as the distance 
increases.

Fig. 129.4  Multi-viewpoint 
parabolic reflective pan-
oramic vision system
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Fig. 129.6   Simulation results 

Fig. 129.5   Test graph of 
the maximum horizontal 
detection

 

Fig. 129.7   Partial graphs of panoramic image at 250 m, 300 m and 400 m
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129.5 � Conclusion

The multi-viewpoint parabolic reflective panoramic vision system designed by us 
will avoid some defects of the hyperbolic and parabolic single viewpoint reflective 
of the panoramic vision system such as requiring expensive imaging lens or high 
precision installation, and the maximum horizontal detection range can reach 500 m 
approximately, so the targets in farther position can be detected by this system.
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Abstract  In recent years, the food safety problems emerge in an endless stream. 
We urgently need to solve the problem of food safety to ease public trust crisis. This 
chapter discusses some key techniques of vegetable safety that relates to the whole 
platform. The whole system adopts a three-layer architecture: the data access layer, 
business logic layer, and user interface. According to the survey, in authority, we 
adopt the three levels of the general user, enterprise, and government. On this basis, 
we complete the vegetables space back, vegetable information query, data statistics, 
the vegetable transportation route analysis, and other functions. This chapter shows 
all links of information of vegetables from planting to the last. The platform of the 
assistant decision function is very beneficial to some extent for the government and 
the relevant government departments to supervise the vegetable safety.

Keywords  ArcGIS Server · SilverLight · Quality and safety · Traceability · 
Platform

130.1 � Introduction

Due to the speedy development of Chinese economy and the escalation of people’s 
living standard, people pay more attention to the quality and safety of agricultural 
products. In recent years, a series of food safety incidents occurred in the “poison 
milk powder,” “Clenbuterol,” “sulfur ginger,” “drainage oil,” “dyeing bread,” “beef 
paste,” “medicine with apple,” etc. Recently, the illegal use of copper sulfate for 
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industrial use was traced to shorten the curing cycle of preserved eggs in some egg 
processing enterprises. The frequent occurrence of food safety incidents has erupted 
public crisis of confidence that almost spook the people’s consumption. It is urgent 
to solve the problem of food safety. Therefore, people also raised the research boom 
of food safety in china. In fact, as early as the 1990s, many countries have carried 
out the research of food traceability system, such as the European Union, the USA, 
Canada, Japan, Australia, Korea, and so on. In China, the quality and safety of ag-
ricultural products traceability started late; there are many imperfections compared 
with developed countries. But the government and scholars have done a lot of re-
search and implementation[1].

At present, the establishment of a traceability system is one of the effective ways 
to solve the problem of food safety. So, how to establish an effective system is 
worth to discuss. Some people built a system which mostly focused on the access to 
product traceability information. These systems were mainly embodied as tabular 
data, a few combined with spatial data. Even if some people in the construction pro-
cess used the geographic information system (GIS) technology, they just displayed 
the map with a lack of correlation analysis with GIS technology. This chapter focus-
es on the key technology, the function, some problems, and solutions of vegetable 
traceability platform, especially the application of Silverlight and WebGIS.

130.2 � Some Key Technologies of the Platform

130.2.1 � ArcGIS Server

The ArcGIS Server is an enterprise GIS product on the Web by the Environmen-
tal Systems Research Institute (ESRI) company, which can be used for GIS ap-
plications’ network publishing and processing. ArcGIS Server builds centralized 
management and supports for multiple users. It provides an efficient framework 
platform for creating and managing GIS application based on the server. The Arc-
GIS Server is a distributed system, which is distributed in various roles of multiple 
machines for collaborative work. The function of GIS is mainly reflected in the 
server implementation and management. At the same time, the ArcGIS Server is a 
server manager, to manage the various geographical resources.

Developers use the ArcGIS Server to build Web applications, Web services, 
and other enterprise application on .NET and J2EE on the Web server. The ArcGIS 
Server fully embodies the advantages of ESRI software architecture based on the 
standard. It makes full use of ArcObjects—the core components library of the Ar-
cGIS. The ArcGIS Server provides WebGIS services based on industry standards. 
We can use a variety of development environments, application servers, and data-
base management systems (DBMSs) to achieve it [2].
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130.2.2 � Cloud Computing

Cloud computing technology is very popular in recent years. Sometimes cloud com-
puting is compared to the third wave of information technology, after the personal 
computer and the Internet. That remarkably shows its important status in the in-
formation industry. Since the “cloud computing” concept is proposed, it attracted 
more and more attentions of the government and community. In many countries, 
companies have done a lot of research. Reactions to the concept of cloud computing 
vary widely. The definition from the National Institute of Standards and Technology 
is as follows: Cloud computing is a model for enabling convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction. This con-
cept points out the essence of cloud computing that we put information technology 
(IT) resources as a service to provide on the Internet. Under the cloud computing 
environment, everything is a service [3].

130.2.3 � ArcGIS API for Silverlight

ArcGIS application program interface (API) for Silverlight is produced by the 
ESRI Company, which is used to develop the WebGIS application on the Silver-
light platform for a set of programming interfaces. ArcGIS API for Silverlight visits 
the ArcGIS Server map service, video services, geometric services, geoprocessing 
services, feature services, network services through the representational state trans-
fer (REST) interface. It can realize query and retrieval, network analysis, temporal 
perception, and other functions [4].

130.3 � System Framework Design

The whole framework breaks through the restriction of the two-layer model, which 
consists of the client/server (C/S) and the browser/server model. It adopts a three-
tier architecture, which is the data access layer (DAL), business logic layer (BLL), 
and the user interface (UI) from bottom to top. This three-layer architecture is bene-
ficial for the system development, maintenance, deployment, and expansion, which 
makes it easy to allocate resources and reflect the low coupling characteristics.

The bottom of the system is the data access layer, which is the manipulation 
layer for various data. It includes the storage, management of the spatial data, and 
the attribute data, while providing data services for the business logic layer. The 
attributed data is stored in the database. As far as possible, we separate the GIS and 
conventional Web development. We used the ArcGIS online maps.
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The middle layer is the business logic layer. It creates the system and data sepa-
ration. It builds a bridge between the data access layer and the user interface. It 
avoids direct access to data that causes data loss or damage. It also lays a good 
foundation easy to expand and to maintain the system.

The top layer is the user interface, which means that the client part is realized 
in the application. That also refers to our receptionists. It is responsible for direct 
interaction with the user, management, and the Web page. It sends the user input to 
the business logic layer, to receive user input data, and displays the processed data 
desired by users. In this case, we use controls of ESRI Silverlight API to achieve the 
map interaction between the users (Fig. 130.1).

130.4 � Function

130.4.1 � System Function Design

According to the authority, we divided the ordinary users, production enterprise us-
ers, and government regulation users.

For ordinary users with minimal permissions, you can browse according to the 
trace code to get the vegetable basic information and vegetables logistics information.

For production enterprises users with some senior permission, you can also up-
load product information in addition to the basic query.

For government regulators with the highest authority, you belong to the adminis-
trator user. You can maintain the user information and publish the vegetable safety 
analysis.

Silverlight, ESRI silverlight API UI 

BLL 

DAL 

ADO.NET service、WCF 
service, Webservice, GISClass 

ADO.NET Entity Framework 
SQL server 2008 

VS2008

Fig. 130.1   The overall frame structure chart of the system. UI user interface, BLL business logic 
layer, DAL data access layer, ESRI Environmental Systems Research Institute, API application 
program interface, GIS geographic information system, SQL sequential query language, WCF 
Windows communication foundation
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130.4.2 � Major Functions

130.4.2.1 � Information Input Function

We take the vegetables information into the database through this module, for later 
query or analysis.

130.4.2.2 � Product Query

The query is the most basic function of GIS. The system can be queried according 
to the bar code or name, showing the query results in the form of a table.

130.4.2.3 � Space Traceability

According to the bar code, we can trace back, and we connect the logistics node, 
then check the logistics distribution path. In the development process, we use the 
TouteTask class of ArcGIS API for Silverlight. The specific operation is that the 
users input the bar code information and click the check button; then information 
is displayed in the table. Then you click the button of the show path, the map will 
show the way to link the path. Then a car icon will travel according to the path. The 
speed of the car can be controlled. Compared with the traditional form, the display 
mode and map are combined, with positioning information. Putting a car icon en-
hances the dynamic effect, which makes the back more intuitive (Fig. 130.2).

Fig. 130.2   Space traceability chart
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130.4.2.4 � Data Statistics

The system dynamically generates statistical charts about vegetables. Statistical 
charts can be a pie chart or a scatter plot, which makes data expression more vivid 
(Fig. 130.3).

130.4.2.5 � Path Analysis

In this module, we can carry out the optimization design of the path according to the 
start and end points of vegetable transportation, such as the least time or the shortest 
distance. This can help to make transport personnel route decisions (Fig. 130.4).

Fig. 130.4   The best path analysis diagram

 

Fig. 130.3   Pie chart
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130.5 � Discussions

130.5.1 � Making Full Use of the Spatial Analysis Function 
of GIS

The powerful spatial analysis function is the greatest advantage of GIS, compared 
with others. Therefore, how we can use GIS better for the vegetable safety service 
is a problem that is worth discussing. The platform makes full use of the spatial 
analysis function of ArcGIS Server. We developed a vegetable space back function, 
best path analysis function, etc. These functions provide a great technical support 
for decision making for the relevant departments.

130.5.2 � The Stereo Back

Most systems have only the three-dimensional display of the vegetable origin. 
The platform presents different nodes of information data three-dimensionally 
that are integrated of space and time. The trace function of the vegetable was 
improved with the help of GIS, and truly realizes the three-dimensional informa-
tion display.

130.5.3 � Study the Combination of Cloud Computing and GIS

The goal of cloud computing is that through the network the user can maximize the 
use of virtual resource pools at any time, any place, processing large computational 
problems [5].

ArcGIS Online is a public resource website online in the ESRI Company, which 
provides a one-stop map of cloud services. This study related to the cloud comput-
ing is the use of ArcGIS Online and ArcGIS Web Mapping API. In the process of 
platform development, we visit the free high-quality map through the ArcGIS On-
line. At the same time, we combine two-dimensional vector road data for query and 
traceability, which enhances the query visual effect.

130.5.4 � Data Interaction Problem

For security reasons, Silverlight is not allowed to directly access the database. 
Silverlight does not support Dataset, that is to say Silverlight does not fully sup-
port ADO.NET. Taking safety and efficiency under consideration, the Windows 
communication foundation (WCF) rich Internet application (RIA) Service is pro-
posed. Containing the WCF component in Silverlight plug-in, developers can use 
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the requested data into a WCF service, to operate the database through the WCF 
service. It is said that the developers can create a WCF service operation of the da-
tabase, and the Silverlight application program is to call these operations.

WCF RIA Service solves the problems of application logic layer and data layer 
interaction. It provides a safe and efficient solution for application access and modi-
fies the database.

130.6 � Conclusion

Vegetable quality and safety problems are related to the benefit for the people’s 
livelihood. From the farm to table, vegetables go through a lot of links. Every link 
has the possibility of contamination and is very important, so we must complete all 
in one service. This system can provide consumers with vegetable product informa-
tion query, provide the interface for the production management of manufacturing 
enterprise, and provide a good platform for the implementation of government regu-
lation. A prominent characteristic in the process of system construction is that many 
functions are combined with each other and in the map, which makes up a single 
previous traceability system shortcoming. That makes the query and traceability 
more intuitive, so the user has better experience.
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Abstract  Wireless sensor networks (WSNs) have been applied in many differ-
ent areas. Data transmission quality of service (QoS) has become a hot research 
point for the WSN, especially for the emergency data. Many researchers focused 
on developing WSN access and routing algorithms for the transmission of QoS, but 
less research has been focused on the mobile user equipment (UE) acting as a gate-
way for WSN data transmission. In this chapter, we propose a UE-gateway-assisted 
adaptive transmission algorithm for the WSN, which designs a new signaling to 
select the UE-gateway as the access point. Simulation results show that the WSN 
system energy cost and data transmission delay can achieve a better system perfor-
mance by using the adaptive scheme compared to the traditional scheme.

Keywords  WSN · Mobile gateway · Base station · Energy consumption · 
Transmission delay

131.1 � Introduction

With the development requirement of Internet of things (IOT), the wireless sensor 
network (WSN) has caused an increasing interest for industrial and research. The 
WSN has played a vital role in our daily lives, i.e., e-health care, environment moni-
toring, industrial metering, surveillance systems, etc. The WSN can be described as 
a network of sensing nodes and may enable interactions among persons, computers, 
and the surrounding environment [1]. Since the fundamental advantage of the WSN 
can be deployed in ad hoc manner, one great challenge is to create an organizational 
structure among WSN sensor nodes to guarantee the data transmission [2].

© Springer International Publishing Switzerland 2015
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The existing research about the quality of service (QoS) of WSNs includes two cat-
egories: medium access control (MAC) algorithm improvement and routing algorithm 
improvement. For WSNs, MAC plays an important role in the communication of QoS, 
i.e., channel access, transmission delay, and energy consumption. The existing MAC 
algorithms for WSNs mainly include sensor-MAC (S-MAC), timeout-MAC (T-MAC), 
and Berkeley-medium access control (B-MAC) which cannot provide a QoS guaran-
tee. Distributed and mobility-adaptive clustering (DMAC) is an efficient algorithm to 
reduce the energy consumption and transmission delay, which is designed for WSN 
data gathering [3]. Zebra-medium access control (Z-MAC) is a hybrid MAC protocol, 
which can switch between carrier sense multiple access (CSMA) and time division 
multiple access (TDMA) mode for the WSN node transmission access [4]. Current 
research of routing algorithm for QoS improvement mainly includes sequential assign-
ment routing (SAR) [5], SPEED (a stateless protocol for real-time communication) 
[6], etc. SAR is the first routing algorithm to guarantee the WSN transmission QoS. It 
considers the energy, service type, and packet priority of WSN nodes. SPEED routing 
algorithm is proposed with providing end-to-end guarantee for real-time service [7]. 
This algorithm requires each node to maintain its neighbors and geographic informa-
tion in order to find the efficient transmission path. Recently, another WSN QoS-aware 
algorithm is proposed, where real-time data traffic is mainly focused on the image or 
video sensors [8]. The algorithm of finding the efficient transmission path is proposed 
which can reduce the end-to-end delay for WSN data transmission [9]. And another 
algorithm provides a QoS-optimizing scheme by improving the sensor scheduling and 
data routing algorithm [10].

In all the above algorithms, the sensor data is transmitted to the WSN sink unit 
by multi-hop. The end-to-end transmission delay may become large, especially for 
the specific WSN areas based on belt-shaped topology or linear topology. Simul-
taneously, sensor nodes near the sink unit would forward data more than the nodes 
far from the sink node, and their energy will be exhausted more quickly, which will 
cause a disconnection problem for the WSN.

This chapter proposes an adaptive access scheme by using the mobile UE-gate-
way assisting the WSN data to reduce the transmission delay and reduce the WSN 
energy cost. Especially, when the sensor node has emergency data to transmit, the 
UE-gateway will transmit the emergency data to the server directly instead of using 
the conventional multi-hop transmission mode to the sink unit.

The remainder of this chapter is organized as follows: Sect. 131.2 describes the 
UE-gateway-assisted adaptive transmission scheme in details. Section 131.3 is the 
numerical results and performance analysis part. Section 131.4 concludes the chapter.

131.2 � Proposed Scheme

131.2.1 � System Scenario

The scenario of mobile-UE-gateway-assisted adaptive transmission scheme is 
shown in Fig. 131.1. The UE-gateway is in the WSN area and has a WSN and cellu-
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lar network interface, which can overhear the DATA frame from node 3 transmitting 
to node 4 in the WSN channel.

Afterward, it receives an acknowledgment (ACK) frame from node 4 transmit-
ting to node 3. And then, if UE finds the data and emergent data type, the UE broad-
casts transmission end-up signaling immediately and instructs node 4 not to receive 
the DATA frames from node 3. Finally, UE forwards all the DATA frames to the 
cellular base station (BS) by overhearing/receiving from node 3.

131.2.2 � Adaptive Transmission Scheme Design

In the proposed algorithm, the UE-gateway does not need to execute the carrier 
sense multiple access-collision avoidance (CSMA-CA) and is able to use the chan-
nel preemptively, which will access the channel with the highest priority without 
any back-off period (non-CSMA). The UE-gateway broadcasts immediately the 
transmission end-up signaling on this channel after receiving the ACK frame from 
node 4 after it identifies that this data is an emergent data type, and the next hop 
sensor nodes cannot contend the channel successfully for data transmission. The 
detailed UE-gateway-assisted packet adaptive transmission process is shown in 
Fig. 131.2.

The UE-gateway-assisted adaptive transmission process is as follows:

Step 1  UE overhears a DATA from node 3 transmitting to node 4, and the UE over-
hears a corresponding ACK frame from node 4 transmitting to node 3.

Step 2  UE broadcasts end-up signaling and makes node 4 not to receive any frames 
except the beacon frames. In this state, node 4 still discards all data frames received 

Fig. 131.1   User equipment ( UE)-gateway-assisted transmission scenario. WSN wireless sensor 
network, BS base station
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from node 3. Node 4 can still wake up periodically according to the beacon interval 
of node 3. And it is not influenced if node 4 itself has data to transmit to the next hop.

Step 3  UE overhears the DATA frames from node 3 and responses an ACK frame 
to node 3 for each DATA frame. Simultaneously, node 4 does not receive any DATA 
except the beacon frames.

Step 4  UE forwards all the received DATA of node 3 to cellular BS directly, and 
then BS transmits them to the server.

Step 5  When the UE-gateway is leaving this area, it sends the leaving signaling 
to node 3 and makes node 3 send recovery signaling to node 4 because node 4 and 
node 3 are in synchronization by using the periodical beacon frame.

Step 6  Node 3 sends the recovery-beacon to node 4, and node 4 returns to normal 
working state. When node 3 sends DATA frames again, node 4 receives and trans-
mits the data to its next hop. The sink nodes receive the data and then transmit them 
to the server for further processing.

Fig. 131.2   User equipment ( UE)-gateway-assisted transmission process. ACK acknowledgment, 
BS base station
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131.3 � Performance Evaluation

131.3.1 � Simulation Scenario Description

The performance of the UE-gateway-assisted adaptive transmission scheme for 
the WSN is evaluated in this section. Two sensor networks of 100 and 200 sensor 
nodes are considered in simulation. In these cases, the nodes are distributed in a 
200 × 200 m2 square field. The initial energy of sensor nodes is 0.5 J. The chosen 
UE-gateway has enough energy.

In the WSN, a sensor node consumes (k)Rx elecE kξ=  J of energy for receiving a  
k-bit packet. At the same time, the energy consumption is 2

elec amp(k,d)TxE k kdξ ξ= +  
to transmit a k-bit packet to another node over a distance of d  meters [11, 12]. In 
our simulation, we set elec 50 J/bitnξ °= , and 2

amp 100 pJ/bit/mξ °= . The simulation 
parameters are shown in Table 131.1.

The sensor nodes distribution scenario is shown in Fig. 131.3a and 131.3b, where 
the numbers of system sensor nodes are equals of 100 and 200.

a b

Fig. 131.3  WSN nodes distribution graph. a Number of system sensor nodes equals 100. b Num-
ber of system sensor nodes equals 200

 

Parameter Value
Field size 200 m × 200 m
Initial energy of nodes 0.5 J
Number of nodes 100 nodes, 200 nodes
Data packet size Random (20, 100) Byte

Table 131.1   Simulation 
parameters

131  A Mobile-Gateway-Assisted Transmission Scheme for Wireless Sensor …
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131.3.2 � Numerical Results

The sensor node transmits its packet to the UE-gateway if the gateway finishes the 
adaptive transmission process. Otherwise, it transmits the packet to the next hop 
according to the routing table of the WSN. The system energy cost with simulation 
time (rounds) can be described as follows: The energy cost of each transmission is 
mainly based on the transmission distance; the energy cost is exponentially incre-
mental about the distance. In addition, the transmission hops are another important 
factor, and the energy cost increases with extra hops. From Fig. 131.4a and 131.4b 
we can see that the proposed algorithm can reduce the system energy cost because 
we use the UE-gateway to forward the detected data.

The main simulation results of different WSN sizes are shown in Table 131.2 
and Table 131.3. The average energy consumption and transmission delay have the 
same trendline.

Since there are several UE-gateways in the WSN, the average delay of the WSN 
data transmission is smaller than the conventional WSNs with no UE-gateway, and 
the delay is reduced with the number of UE-gateway increasing. For the 200 nodes 
WSN, the average transmission distances between the nodes are shorter; the energy 
consumption per round increases about 75–90 % compared with 100-node network 
because it used more hops to forward the data. Moreover, the impact by using the 
UE-gateway for adaptive transmission that can be brought is obviously improved in 
energy consumption and transmission delay.

131.4 � Conclusion

In this chapter, we proposed an UE-gateway-assisted adaptive transmission scheme 
for the WSN. The adaptive transmission scheme can reduce energy consumption 
and transmission delay largely for the WSN with UE-gateway assisted because the 
UE-gateway will forward the data to the BS directly. This scheme can be used in 
transmitting any WSN packet, and the UE-gateway will play a more and more im-
portant role for the IOT application.
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a

b

Fig. 131.4   System energy cost in the WSN. a Number of system sensor nodes equals 100. b Num-
ber of system sensor nodes equals 200. UE user equipment
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Table 131.3   Performance comparison of 200 sensor nodes
Performance metrics WSN with no UE-gateway WSN with 4 UE-gateways
Network lifetime (rounds) FND 43.7 82.4

HND 240.5 418.4
LND 582.5 1398.5

Energy consumption (10−3 J/round) 97.9 96.3
Delay (slots/round) 103.5 50.3

WSN wireless sensor network, UE user equipment, FND first node dies, HND half node dies, LND 
last node dies

Table 131.2   Performance comparison of 100 sensor nodes
Performance metrics WSN with no UE-gateway WSN with 4 UE-gateways
Network lifetime (rounds) FND 73.8 244.9

HND 388.3 952.0
LND 958.6 2955.6

Energy consumption (10−3 J/round) 57.6 53.9
Delay (slots/round) 51.5 21.4

WSN wireless sensor network, UE user equipment, FND first node dies, HND half node dies, LND 
last node dies
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Abstract  Quality of service (QoS) of wireless sensor networks (WSNs) com-
munications has become one research hotspot, especially for the emergency data 
transmission. Many researchers focused on developing WSN routing algorithms to 
guarantee the transmission QoS, but less research has been concerned in the mobile 
user equipment (UE) acting as a gateway for WSN data transmission. In this paper, 
we first propose that the system application requirement for WSN, where UEs of 
mobile cellular network (MCN) act as sensor nodes and gateways for WSN. And 
then, we investigate QoS key technical challenges in the convergent networks of 
MCN and WSN. Finally, based on an analysis of technical challenges, we discuss 
the research points of QoS for WSNs.

Keywords  WSN · Mobile UE-gateway · Base station · QoS · Machine-to-machine

132.1 � Introduction

With the continued requirements of the machine-to-machine (M2M) development, 
Quality of service (QoS) of WSN has caused an increasing interest for industrial 
and research. In order to satisfy fast-increasing M2M communications require-
ments, multiple wireless networks convergence has become the trend [1, 2]. The 
QoS of WSN has also enormously promoted the development of M2M communica-
tions [3]. Generally, M2M is based on commonly and ubiquitously used technolo-
gies – wireless sensor network (WSN) and mobile cellular network (MCN), which 
usually uses the cellular system as the backhaul networks [4].

WSN is described as a network of sensing nodes and can interact with the sur-
rounding monitored things [5]. Since the fundamental advantage of WSN can be 
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deployed in ad-hoc manner, one great challenge is to create an organizational struc-
ture amongst WSN sensor nodes to guarantee the data transmission QoS [6]. For 
MCN, the profit brought by the WSN is mainly in applications extension. Compa-
rably, with the help of MCN, the performance of WSN can be improved. The whole 
QoS architecture is shown in Fig. 132.1, and the converged networks make QoS 
more challenging to improve the WSN efficiency [7, 8].

132.2 � QoS Requirements for WSN

In the new QoS-Guaranteed scheme for WSN, it includes two types of gateways: 
fixed gateway and mobile gateway, which is shown in Fig. 132.2. The gateways 
are dual-mode and have two interfaces: WSN and cellular networks [9]. Then, the 
data of WSN can be forwarded to the BS by the gateway. The mobile UE can also 
acquire the necessary information with the downlink data from the BS.

The WSN applications and services requirements are based on the existed WSN 
infrastructure and the perspective of the market they serve [10–13], which is shown 
in Table 132.1.

WSN is composed of lots of sensor nodes distributed in certain application area. 
Each sensor node has the capability of detecting data, such as temperature, pressure, 
humidity, noise etc. WSN nodes can send its detected data to sink node. Since most 
of the applications types have the same requirements on the network, we divide 
the existed data delivery models into four types: periodical, event-driven, query-
driven, continuous mode [14, 15]. QoS requirements in WSNs mainly focus on 
the transmission delay and packet loss. Different applications have different QoS 
requirements, which we have expressed in the above section part. Since WSNs 
interact with the different environment [16, 17], the whole WSNs bring QoS chal-
lenges from different applications. Their particular characteristics are described as 
follows:

Node QoS
 Level

Network/Infrastructure 
QoS Level

User/Application/Task
QoS Level

QoS
requirement

QoS
control

QoS
negotiation

QoS
feedback

PHY layer
（synchronization、data

processing）

Transmission 
layer

Applicaton layer
（ types of servie）

MAC layer

Network layer

Topology and 
coverage Cross

layer 
coordi
nation

Energy
control

Paging and 
location

Fig. 132.1  WSN QoS architecture 
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Gateway

Service
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BS

Mobile UE-
Gateway

Fig. 132.2   System application scenario 

Service applications Requirements
e-Health care
Monitoring vital signs
Telemedicine points
Remote diagnostics

Need to divide the transmission service types, emergency com-
munication should have a high priority
Guarantee different service having different delay and packet 
loss level
Manage the data transmission takes place in applications
Avoid access to a single channel resource

Metering:
Industrial metering power
Gas
Water
Heating

Monitored and controlled by a central server entity
Have the ability to control metering device
The network should be optimized to enable to transmit mass data 
simultaneously
For the mobile UE can move, the sensor should be able to com-
municate with low mobility
Be able to communicate with other connected object

Remote monitoring/control
Environments surveillance
Pollution and disaster 
surveillance

Fixed in remote areas for many years, low communication costs 
are extremely important
Allowing detected data transmission during fixed time period
Can dynamically adjust these time periods
WSN can be transmitted in an on-demand mode
Have the capability to change the working state of sensor nodes, 
e.g. activate or deactivate

Security
Surveillance systems
Theft/vandalism 
application

Make alarm if moving by unauthorized persons
Security mechanisms (in order to avoid stealing or breaking)
Monitoring the mobile information and alarm activate and 
deactivate

Table 132.1   Applications and services requirements
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1.	 Multiple service types: Different applications have different service require-
ments. Therefore, different types of sensor nodes raise challenges for QoS sup-
port. Generally, sensor nodes of monitoring security are more important than 
those of monitoring environment.

2.	 Packet criticality: The data packet of different monitor system reflects the criti-
cality of the real application, which has different transmission priority. For 
instance, some important application types may require higher priority. QoS 
guarantee mechanisms can be used in the system transmission architecture.

3.	 Unbalanced load: In most applications of WSNs, load mainly focuses on the 
data traffic of sensor nodes transmitted to the sink nodes/gateway. Load balance 
scheme should be designed for unbalanced data traffic in different application.

4.	 Energy balance: In order to prolong the WSN lifetime, energy consumption 
should equably distribute among most sensor nodes, and so the energy of sensor 
nodes in certain area will not be drained out very soon.

5.	 Multiple gateways: There maybe exist multiple gateways in the convergent 
MCN and WSN to collect the detected data and transfer them to the backhaul 
networks. But, if the sensors and gateways are not uniformly distributed then it 
can cause few gateways to overload.

132.3 � QoS Current Research for WSN

The existed research related to the QoS in WSNs mainly is divided into two cat-
egories: MAC algorithm improvement, routing algorithm improvement, and cross-
layer solutions.

For WSNs, MAC plays an important role in the communication QoS, i.e. channel 
access, transmission delay and energy consumption. The existing MAC algorithms 
for WSNs mainly include S-MAC, T-MAC and B-MAC, which cannot provide QoS 
guarantee. An implicit prioritized access algorithm (I-EDF) is designed for WSNs, 
where cellular backbone network is adopted [18]. All nodes are synchronized and 
use the earliest deadline first (EDF) schedule algorithm for packet transmission 
to guarantee the QoS for different services. Watteyne propose a dual-mode MAC 
protocol, which solved the transmission delay problem for different applications 
[19]. As soon as collision occurs, protected mode is used to offer collision-free 
transmission. DMAC is an efficient algorithm to reduce the energy consumption 

Service applications Requirements
Tracking and tracing
Traffic information
Road tolling
Road traffic optimisation

Sensor module be able to get its detailed location
Sensor module should be able to communicate in a mobility 
mode
Sensor module and its interfaces enable to survive and operate 
after an accident
Have a high priority when an accident happens

Table 132.1   continued
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and transmission delay, which is designed for WSN data gathering [20]. Z-MAC 
is a hybrid MAC protocol, which can switch between CSMA and TDMA mode for 
WSN node transmission access [21].

Current research of routing algorithm improvement mainly includes the following 
algorithms, i.e. SAR (sequential assignment routing) [22], SPEED (A Stateless Pro-
tocol for Real-Time Communication) [23], et al. SAR is the first routing algorithm to 
guarantee the WSN transmission QoS. It considers the energy, service type and packet 
priority of WSN nodes. SPEED routing algorithm is proposed with providing end-to-
end guarantee for real-time service [24]. Recently, another WSN QoS-aware algo-
rithm is proposed, where real-time data traffic is mainly focused on the image or video 
sensors [25]. This proposed algorithm finds the least cost and energy efficient path to 
satisfy the service requirement. The QoS optimizing scheme is proposed by improv-
ing the sensor data transmission algorithm, where it uses the base station to broadcast 
the QoS information to each sensor node [26]. M. Perillo et al. provide QoS guarantee 
scheme by the hybrid optimization of scheduling and routing algorithms [27].

In the above algorithms, the sensor data is transmitted to the WSN sink unit by 
multi-hop mode. The end-to-end transmission delay may become large. Simultane-
ously, sensor nodes near to the sink unit can forward data more than the nodes at 
which far from the sink node and its energy maybe exhausted more quickly, which 
causes the disconnection for WSN. Besides, the data criticality should be consid-
ered and different priority levels should be assigned. And QoS concerns in WSNs 
should not be simply described as a single problem of transmission reliability. Other 
factors should be taken into account, such as latency, energy, and bandwidth.

132.4 � Future QoS Research Points for WSNs

QoS control mechanisms should reduce the energy consumption, transmission de-
lay and packet loss in data delivery. Further, the data transmission should have its 
QoS requirements according to its service types of application. The following are 
main research points of QoS support in the convergent WSN and MCN.

1.	 QoS-based data traffic model: It is very important to analyze how the QoS-con-
strained traffic while minimizing transmission delay and increasing the packets 
loss. Especially for the mass data in the UE-gateway, it needs resource allocation 
to guarantee the data transmission.

2.	 QoS-based services types: The type of detected data denotes the criticality of the 
application scenario. QoS scheme may be required to distinguish packet impor-
tance and establish a priority structure. Some applications may require a diverse 
mixture of sensors for monitoring. Thereby it needs to define different service 
type for sensor nodes, which makes WSN QoS requirements more challenging 
in the heterogeneous network environment.

3.	 QoS-supported adaptive transmission types: In the conventional method, the 
WSN data is transmitted to the sink node by multi-hop mode. In the convergent 
WSN and MCN, it is vital for how to choose the optimal UE-gateway for guar-
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anteeing service data transmission of high priority and how to finish the sensor 
nodes data transmission after using the mobile UE-gateway.

4.	 QoS-supported adaptive load balance: When one gateway covers a large number 
of sensor nodes or high traffic and its neighbor UE-gateway has fewer nodes and 
lower traffic, this causes load unbalance and fast energy consumption of some 
sensor nodes. How to manage WSN load balance under the help of BS and UE-
gateway has become research hot point.

5.	 QoS-supported adaptive UE-gateway access: After a UE-gateway enters the 
WSN coverage area, it may cause the gateway access (re)selection or even 
regrouping of the WSN nodes. How to make a balanced trade-off between the 
complexity, performance gain and energy consumption etc during the UE-gate-
way (re)selection and WSN regroup process is an important issue for further 
research.

132.5 � Conclusion

MCN and WSN are transforming from heterogeneous to convergent to satisfy the 
increasing requirements of M2M communications. WSN QoS technical challenge 
still exists in M2M communications. In this paper, we analyze the system architecture 
for QoS guarantee scheme, where we list many applications requirements. Further, 
we analyze the transmission QoS challenges taken by the converged MCN and 
WSN. Finally, some research open issues are stated in order to stimulate more QoS 
research. We are convinced that the QoS in the MCN and WSN converged process 
should widely be researched in order to stimulate M2M application in the future, 
which can also promote the industry development of the Internet of things (IoT).
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Abstract  The tobacco industry is an important industry in China’s economic con-
struction. Tobacco warehouses and archives, such as high- and low-voltage rooms, 
have an urgent need of secure, reliable, and energy-saving fire safety systems, in 
order to prevent all kinds of unexpected fires. This chapter analyzes the tobacco 
warehouses and archives, such as high- and low-voltage power distribution rooms 
with fire risk, which are able to illuminate the mechanism of water mist fire sup-
pression systems and its features. We conducted a fire test in a real tobacco ware-
house and checked the validity of the high-pressure water mist system to assure the 
safety of the tobacco warehouse.

Keywords  Fire risk · Tobacco warehouse · File reference room · High-pressure 
water mist fire protection system

133.1 � Introduction

During the “Eleventh Five-Year” the State Tobacco Monopoly Bureau conducted a 
large-scale integration of the national cigarette factories. Most of the old branches 
were closed while new factories under automated management were being con-
structed.

There are lots of regulations adapted for the production-storage mode of large 
foreign tobacco companies, combined with the automated production equipment 
and transforming the old tobacco factories into joint production factories. That is to 
combine the processing lines, expand the tobacco lines and cigarette envelopes, and 
elevate the library which include library materials and finished products’ recipes.
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In each building, facilities and equipment within the cigarette factory such as 
the boilers control room, compressed air machines, and air conditioners, even the 
smoke production equipment, are highly valued. For example, a desk M8 machine 
costs over 100 million Yuan.

Therefore, the production and storage areas of the cigarette factory are under 
risk to cause a big fire hazard [1]. In this chapter, the author gives a description 
in accordance with the participation in the transformation system operation and 
management of the cigarette factory. Meanwhile, the author gives an illustration of 
why the installation of high water mist fire extinguishing system is the first choice.

133.2 � Water Mist System and Principle

In recent years, domestic and foreign institutions have invested a lot of manpower 
and resources to develop water mist fire suppression technology and products. The 
practice shows that the water mist fire extinguishing system, especially high-pres-
sure water mist extinguishing system, expands the scope of the application of the 
traditional system with both the advantages of water spray and gas extinguishing 
[2].

133.2.1 � Principles

It can also be defined by the National Fire Code of Dv0.99 that is less than 400 µm 
or 200 µm. Water mist fire extinguishing systems mainly rely on the endothermic 
vaporization cooling effect, which is to cut off oxygen by the extinguishing fires 
stifling effect. It is the basic mechanism of water mist fire suppression [3, 4, 5].

133.2.1.1 � Vaporization Endothermic Cooling Effect

Since only one tenth the size of the water droplets of water spray, specific surface 
area expanded 10–100 times, its efficiency is 200–300 times [5]. Therefore, when 
the ambient temperature is rising, the water mist can quickly vaporize to absorb a 
lot of burning calories to reduce the fire temperature.

133.2.1.2 � Isolated Choking Effect of Oxygen

With fine mist spraying into the fire, the water droplets absorb a lot of heat in the va-
porization process, and the rapid expansion of volume can be enlarged 1700 times.
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133.2.2 � Classification

According to the classification, the system can be divided into three parts: high-
pressure systems (> 3.45 MPa), medium-pressure systems (1.21 MPa to ∼ 3.45 MPa) 
and low-voltage systems (≤ 1.21 MPa). The system application can be divided into 
open and close systems (wet, dry, and preaction systems). Currently, the tobacco 
warehouses should use a precaution control system for safety; the wet control sys-
tem is designed in this way (Table 133.1).

133.3 � High-Pressure Water Mist and Water Spray 
Technology Are Relatively Fine Dry Powder Fire 
Extinguishing Systems

According to the statistics, the tobacco warehouse fire extinguishing system may be 
installed with high-pressure water mist system, water sprinkler system, and fine dry 
powder system. The performance of each of the three fire extinguishing systems is 
compared.

133.3.1 � Fire effects

The water spray system has a water loss after a big fire. The super fine powder 
extinguishing system cannot uniformly cover the complete combustion surface, fire 
effects are inadequate [2], cannot sustain in fire. High-pressure water mist fire con-
trol systems are able to control the oxygen barrier stifling effect smoldering fires 
and can efficiently fight the fire without damaging the electrical equipment [4].

133.3.2 � Environmental Impact

High-pressure water mist, which reduces the sedimentation through droplets, 
adsorbs the gas concentration of the fire area and reduces smoke toxicity.

Table 133.1   Classification of water mist fire extinguishing system
System pipe network Working pressure 

(MPa)
Type System application

Single system
Double fluid system

Low pressure(≤ 1.21)
Pressure(
1.21,
 3.45),
High pressure(≥ 3.45)

Open systems
Close systems (Preaction, 
wets)

Overall situation
Part systems
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133.3.3 � Interface with Relevant Professional

The high-pressure water mist extinguishing system does not produce harmful gases 
after the fire, which also eliminates the need for separating smoke under fire mode, 
but needs to set up drainage measures in the pump equipment room.

133.3.4 � Operations Management

The routine maintenance of the high-pressure water spray system is simple and 
costs little. And the pump just needs to be started once a month to check whether it 
works properly.

133.4 � High-Pressure Water Mist Extinguishing System 
Experiments

133.4.1 � Simulation High Rack Warehouse

The size of the simulation overhead warehouse is 12.0 m (L) × 12.0 (W) × 8.5m 
(H). At the top of the warehouse, the closed nozzle set K = 2.04, in each of the two 
shelves, the closed nozzle set K = 1.25. The closed nozzle response temperature is 
57 ℃, working pressure is 10 MPa, response time index (RTI) is < 20, sprinkler 
heads spaced no more than 3.0 m, as shown in Fig. 133.1.

The high-pressure water mist system to extinguish fires in the process elevated 
the warehouse shown in Fig. 133.2. From ignition to complete extinguishment, it 
took a total of 1 min 32  s, its closed nozzle response time was only 19  s. After 
the water mist system startup, the fire temperaturelowered quickly and effectively 
inhibited the fire achieving good results. After the success of the water mist fire 
suppression, the fire area remains small, the water loss and the impact on tobacco 
are small as well.

133.4.1.1 � Analog Single Warehouse

The simulated single warehouse size 12.0 m (L) × 12.0 (W) × 5.6m (H). At the top of 
the warehouse, the closed nozzle setting K = 2.04. Closed nozzle response tempera-
ture is 57 ℃, working pressure is 10 MPa, and RTI < 20. Maximum nozzle spacing 
is 3.5 m, as shown in Fig. 133.3.

Figure 133.4 shows a set of test images. Two minutes after ignition with diesel, 
the glass bulb of high-pressure water mist closed nozzle ruptures and release of 
water mist begins. At this moment, we should cover the oil basin fire with a cover 
plate. After 50-second mist spray, the flame on the smoke box has been restrained, 
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Fig. 133.1   Simulated test 
overhead warehouse layout 
(mm)

 

with only a few sporadic small flames left. 2 minutes and 33 seconds’ spray later, 
the small flames haven’t been completely extinguished, with smoldering fires in the 
smoke box. Then the control valve at the top of the water mist nozzle is to be closed, 
and the water mist gun begins to work. 1'29" later, extinguish small fires completely 
and continue to spray at regular intervals for 1 min, then all the smoldering fires 
will be put out.

133.4.1.2 � Shi Ma Warehouse Fire Test

The size of the test storage is 120.0 m (L) × 60.0 (W) × 4.0 m (H), provided at the top 
of the warehouse, library closed nozzle K = 1.25. Closed nozzle response temperature 
is 57 ℃, working pressure is 10 MPa, and RTI < 20. Maximum nozzle spacing is 
3.0 m. The test arrangement is shown in Fig. 133.5.  The packing-case is ignited by 
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Fig. 133.3   Single warehouse 
layout test
 

Fig. 133.2   Analog overhead warehouse fire test procedure. a Ignition. b Extinguishing process. 
c Extinguishing completed
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petrol in the test. The size of the ignited oil disc is 0.5 m (L) × 0.5 m (W) × 0.2 m (H), 
and the amount of ignited gasoline is 500 ml. Two ignition points are set, which are re-
spectively located below and in the middle of the nozzle. In addition, a high-pressure 
water mist spray gun is set on the spot, the working pressure of which is 10 MPa.

Figure 133.6 shows the spray water mist fire extinguishing process. After igni-
tion, after 24 s the closed glass bulb sprinkler bursts and sprays the fire, the flames 
are extinguished after 1 min and 51  s, and the discharge of water mist spray is 
stopped. Three minutes and 34  s after the flame resurgence, the water mist fire 
extinguishing system reboots and uses the gun to assist the fire, and after 28 s, the 
flame is completely extinguished.

133.4.2 � Typical Examples of Introduction

133.4.2.1 � Protected Area

This project uses the high-pressure water mist fire suppression system to protect 
a high-bay warehouse overhead warehouse. Protection of an area of 2448 m2, the 
number of sprinklers is 576, using DN32 mm preaction valve box system, keeping 
the object of the warehouse shelves and the top layer.

133.4.2.2 � System Design Type

The high-pressure water mist system by system action is divided into open and 
closed systems, including wet systems and preaction systems. The project is to 
improve the reliability of the system to prevent accidental spraying, using the high-
pressure water mist preaction system.

133.4.2.3 � Design Parameters

Roof closed nozzle is using K = 2.04, the inner shelf closed nozzle is using K = 1.25. 
Shelves within the nozzle which is layered set above the nozzle increases the col-
lector hood. The nozzle design flow equation is:

Fig. 133.4   Figure simulation single warehouse fire. a Ignition. b Extinguishing process. c Extin-
guishing completed
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Fig. 133.5   Shi ma fighting 
tobacco warehouse layout 
entities
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�
(133.1)

Wherein the nozzle flow parameters K and P represent the pressure in MPa, the start 
nozzle temperature is 57℃, continuous spray time is no less than 30 min, and the 
minimum working pressure nozzle P = 10 MPa.

The installed closed nozzle spacing is not greater than 3 m, not less than 2 m, 
and the wall is not greater than the distance of 1.5 m. Therefore, the sprinkler heads 
protected areas are determined, which is shown in Fig. 133.7–133.8.

Calculated flow system:

�
(133.2)

Wherein q is the flow rate nozzles, N is the number of nozzles and Q is the units of 
L/min. The system flow is simultaneously opening 14 nozzle flows, calculation is 
based on all the shelves sprinkler nozzle flows and the role of the open area of 140 
m2 which leads to the system flow of 413 L/min. System design working pressure 
is according to the most negative point of minimum working pressure of 10 MPa 
to calculate the nozzle. The pipe network hydraulic calculation uses the Darcy–
Weisbach equation, which derived H = 13 MPa.

10 .q K P=

Q q N = 1.1* * .

Fig. 133.6   Shi ma tobacco warehouse fire process diagram. a Ignition. b Fire started. c Fire inhib-
ited. d Flame goes. e Recrudescence. f Fire started. g Gun fire. h Flame goes
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133.5 � Conclusion

The high-pressure water mist fire extinguishing system is a new and efficient sys-
tem, a saving and investing and environmentally friendly fire extinguishing system. 
The fire test proves the good effect of the high-pressure water mist. Studies show 
that the high-pressure water mist has good smoke and dust effects and improves vis-
ibility, which will help firefighters to enter the reservoir disposal. It can also reduce 
the temperature of the treasury to reduce the indirect loss caused by fire.

Fig. 133.7   The head portion disposed within the plane of the shelf (mm)
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