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Abstract. Despite an increase in the number of knowledge bases published ac-
cording to Semantic Web W3C standards, many of those consist primarily of
instance data and lack sophisticated schemata, although the availability of such
schemata would allow more powerful querying, consistency checking and debug-
ging as well as improved inference. One of the reasons why schemata are still
rare is the effort required to create them. Consequently, numerous ontology learn-
ing approaches have been developed to simplify the creation of schemata. Those
approaches usually either learn structures from text or existing RDF data. In this
submission, we present the first approach combining both sources of evidence,
in particular we combine an existing logical learning approach with statistical
relevance measures applied on textual resources. We perform an experiment in-
volving a manual evaluation on 100 classes of the DBpedia 3.9 dataset and show
that the inclusion of relevance measures leads to a significant improvement of the
accuracy over the baseline algorithm.

1 Introduction

There has recently been an increase in the number and size of RDF knowledge bases,
in particular in the context of the Linked Open Data initiative. However, there is still
a lack of knowledge bases that use expressive ontologies and instance data structured
according to those ontologies. Many datasets focus on instance data and give less atten-
tion to the ontological layer. One of the reasons for this is the effort required to build
up an ontology. To address this problem, a multitude of approaches have been devised
using a plethora of methods [24]. In particular, there have been two main branches of
research: On the one hand, lexical ontology learning approaches aim at constructing on-
tologies from textual input [25] and, on the other hand, logical learning approaches use
existing RDF data as input to construct ontologies [15,3]. In this work, we present the
first algorithm, we are aware of, which combines lexical and logical ontology learning.
This constitutes the first step on a larger research agenda aiming to improve ontology
learning algorithms to a state in which they achieve sufficient precision and recall to be
employed in practice. Previous studies have shown that current algorithms have not yet
achieved this goal (see e.g. [20]) and ontology learning remains an extremely challeng-
ing problem.

Using a short example, we briefly want to illustrate how schemata improvements
can enable more powerful reasoning, consistency checking, and improved querying
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possibilities. In particular, in this article we are concerned with learning EL descrip-
tion logic concepts for definitions.

Example 1. The following definition in description logic syntax was learned by our
approach for the class Astronaut1 in DBpedia [23].

Astronaut ≡Person � ∃mission.SpaceMission
� ∃timeInSpace.minute

The definition states that a person who was on a space mission and spent time in space
is an astronaut and vice versa. Adding this definition to an ontology can have the fol-
lowing benefits: 1.) It can be used to detect inconsistencies and quality problems. For
instance, when using the Pellet Constraint Validator2 on a knowledge base with the
above axiom, it would report astronauts without an associated space mission as viola-
tion.3 2.) Additional implicit information can be inferred, e.g., in the above example
each person, who was on a space mission and spent time in space can be inferred to be-
long to the class Astronaut, which means that an explicit assignment to that class is
no longer necessary. 3.) It can serve as documentation for the purpose and correct usage
of schema elements. For instance, in the above example it can be argued that someone
is an astronaut if he is trained for a space mission, whereas the definition requires to
actually take part in such a mission. The definition clarifies the intended usage. Overall,
we make the following contributions:

– first approach to combining logical and lexical ontology learning
– analysis of statistical relevance measures for learning class expressions
– a manual evaluation on a realistic large scale data set

The adapted algorithm is called ELTL (EL Tree Learner) and part of the open-source
framework DL-Learner4 [19] for concept learning in description logics (DLs). The re-
mainder of the paper is structured as follows: In Section 2 we present related work.
Section 3 covers preliminaries such as a definition of the learning problem in logical
ontology learning and a description of the base algorithm we use. Subsequently, in Sec-
tion 4, we describe how statistical relevance measures applied on textual resources can
be integrated into the logical learning framework. Section 5 describes experiments and
insights obtained from them and we conclude in Section 6.

2 Related Work

Since we presented the first approach towards unifying logical (data-based) and lexical
(text-based) ontology learning, we describe related work in both areas.

Ontology Learning from Structured Data. Early work on the application of machine
learning to Description Logics (DLs) essentially focused on demonstrating the PAC-
learnability for various terminological languages derived from CLASSIC. In particular,

1 We omit the namespace http://dbpedia.org/ontology/ for readability.
2 http://clarkparsia.com/pellet/icv/
3 Under OWL semantics, this is not a violation, due to the Open World Assumption, unless we

can infer from other knowledge that the person cannot have taken part in a mission.
4 http://dl-learner.org

http://dbpedia.org/ontology/
http://clarkparsia.com/pellet/icv/
http://dl-learner.org
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Cohen and Hirsh investigate the CORECLASSIC DL proving that it is not PAC-learnable
[5] as well as demonstrating the PAC-learnability of its sub-languages, such as
C-CLASSIC [6], through the bottom-up LCSLEARN algorithm. These approaches tend
to cast supervised concept learning to a structural generalizing operator working on
equivalent graph representations of the concept descriptions. Recently, many approaches
have been proposed that adopt the idea of generalization as search [26] performed
through suitable operators that are specifically designed for DL languages [2,15,21] on
the grounds of the previous experience in the context of ILP. There is a body of research
around the analysis of such operators [22,18] and studies on the practical scalability of
algorithms using them [14]. Supervised learning systems, such as YINYANG [15] and
DL-Learner [19] have been implemented and adoptions implemented for the ontology
learning use case [20,3]. Also techniques from the area of data mining have been used
for unsupervised ontology learning [31]. As an alternative model, a new version of the
FOIL algorithm [29] has been implemented, resulting in the DL-FOIL system [8]. The
general framework has been extended to cope with logical representations designed for
formal Web ontologies [9].
Ontology Learning from Text. Unlike logical approaches which have been developed
to generate ontologies from structured data, lexical or NLP-based methods [32] draw
upon the huge amounts of unstructured text available, e.g., on the web. Many of these
methods combine lexico-syntactic patterns (e.g., Hearst patterns [13]) and linguistic
resources like WordNet with machine learning techniques. While a growing number of
ontology learning methods also leverages linked data or ontologies (e.g. FRED [28]),
the results are mostly limited to atomic entities and simple axioms. An exception to
this are pattern-based approaches to translating natural language definitions into class
expressions such as LExO [30].

Altogether, we can see that attempts have been made to integrate semantic web data
and logical inference into lexical approaches to ontology learning. However, there has
been little if any work on integrating lexical evidence into logics-based ontology learn-
ing algorithms so far.

3 Preliminaries

For an introduction to OWL and description logics, we refer to [1]. In this section,
we focus on giving an overview of the base learning algorithm we draw on. The task
we investigate resembles Inductive Logic Programming [27] using a description logic
knowledge base as background knowledge and EL concepts as target language. In the
ontology learning problem we consider, we learn a definition of a class A, which has
(inferred or asserted) instances in the considered ontology. To define the class learning
problem, we need the notion of a retrieval reasoner operation RK(C), which returns
the set of all instances of C in a knowledge base K.

Definition 1 (class learning problem). Let an existing named class A in a knowledge
base K be given. Analogous to standard information retrieval, the F-Score of an EL
concept C is computed based on precision on recall where the precision is defined as
|RK(C)∩RK(A)|

|RK(C)| and recall as |RK(C)∩RK(A)|
|RK(A)| . The goal of the class learning problem is

to maximize F-Score wrt. A.
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Fig. 1. Outline of the general learning approach in ELTL: Class expressions taking the available
background knowledge into account are generated and evaluated in a heuristic with respect to the
target learning problem. Figure adapted from [14].

Figure 1 gives a brief overview of our base algorithm ELTL (EL Tree Learner), which
follows the common “generate and test” approach in ILP. This means that learning is
seen as a search process and several class expressions are generated and tested against
a background knowledge base. Each of those class expressions is evaluated using a
heuristic, which we will analyze later in more detail.

Definition 2 (refinement operator). A quasi-ordering is a reflexive and transitive re-
lation. In a quasi-ordered space (S,�) a downward (upward) refinement operator ρ is
a mapping from S to 2S , such that for any C ∈ S we have that C′ ∈ ρ(C) implies
C′ � C (C � C′). C′ is called a specialization (generalization) of C.

Refinement operators can be used for searching in the space of expressions. As ordering
we can use subsumption (�), which is a quasi-ordering relation. If an expression C
subsumes an expression D (D � C), then C will cover all examples which are covered
by D. This makes subsumption a suitable order for searching in expressions as it allows
to prune parts of the search space without losing possible solutions.

The approach we used is a top-down algorithm based on refinement operators as
illustrated in Figure 2. This means that the first class expression which will be tested
is the most general expression (�), which is then mapped to a set of more specific
expressions by means of a downward refinement operator. Naturally, the refinement
operator can be applied to the obtained expressions again, thereby spanning a search
tree. The search tree can be pruned when an expression does not cover sufficiently
many instances of the class A we want to describe.

The heart of such a learning strategy is to define a suitable refinement operator and
an appropriate search heuristics for deciding which nodes in the search tree should
be expanded. The refinement operator in the ELTL algorithm is defined and evaluated
in [21] and has several beneficial theoretical properties not further detailed here.
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�

Language

Language �∃ spokenIn.�

Language �∃ spokenIn.Place . . .

. . .

Agent Place . . .

Fig. 2. Illustration of a search tree in ELTL

4 Approach

The learning algorithms in the DL-Learner framework are designed by combining a re-
finement operator with a search heuristic. While the operator itself is ideal with respect
to a set of beneficial theoretical properties as shown in [21], we are investigating and
improving the learning algorithm by incorporating a more intelligent search heuristic.

Learning concepts in Description Logics is a search process. The refinement opera-
tor is used for building the search tree, while a heuristic decides which nodes to expand.
This decision can be done based on different criteria like the number of positive and/or
negative examples covered by the class expression or the length of the concept rep-
resented by the node. While the existing heuristics basically rely on scores based on
metrics according to coverage of the examples obtained via logical inference, we have
observed in previous experiments [20,3] that best coverage does not always result in
the most intuitive class expressions, and the search process can be improved by taking
into account information contained in textual resources. Therefore, we extract statistical
information out of given text, which might give some insights on the relevance of other
ontology entities for the class we want to describe. This idea is substantiated by the as-
sumption that words which are more related to each other tend to co-occur more often
in texts as also expressed in the famous statement to “know a word by the company it
keeps” [10] as frequently quoted throughout the linguistics community. This relevance
score can then be combined with the other metrics in the heuristic and, thus, influence
the navigation in the search tree, which in the end can result in better class descriptions.

Apart from the novel idea of including those relevance measures, one of our main
goals was to evaluate which measure is suitable. In order to measure the relevance of en-
tities for the definition of a given entity, we use popular co-occurrence based association
measures [4]. The measures employed in this paper are Jaccard, Dice, Semi-conditional
Information (SCI), Pointwise Mutual Information (PMI), Log Likelihood Ratio (LLR),
Chi-Square (χ2), T-test, and Significant PMI (sPMI) [7]. The first two measures have
the advantage of being simple to compute and their values always fall into the [0, 1]
interval. The latter five measures incorporate some notion of statistical significance,
by considering the ratio of observed (f(x, y)) and expected frequency assuming inde-
pendence Ef(x, y) of an entity pair x, y. PMI takes into account only the occurrence
probabilities, ignoring the absolute frequency, which results in a tendency to yield high
score values for low frequency pairs. sPMI solves this problem by incorporating cor-
pus level significance, which considers the probability of observing a given deviation
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between f(x, y) and its expected valueEf(x, y). SCI multiplies PMI by the conditional
probability p(y|x), which tends to favor highly frequent pairs, therefore compensating
the PMI’s problem. LLR and χ2 are the only ones which have the null addition property
[4], which means that the measure is affected by the addition of data containing neither
x not y.

Apart from influencing the search process in the learning algorithm, the textual ev-
idence included by relevance measures can also influence the final ranking of class
expressions. Actually, we have two possibilities of how the learning process can benefit
from information contained in texts related to the knowledge base:

External Text Corpus. The first option relies on an external text corpus C. We treat
each document d in the corpus as a separate context and get information about the oc-
currence of the class c we want to describe, the occurrences of each other schema entity
(a class or property) ei, as well as the joint occurrences of c with each ei. The retrieved
information is then processed by the chosen relevance measures. The computation of
the relevance score for each ei is done in advance before the learning algorithm starts,
because we have to normalize the values (we’re doing a min-max normalisation), espe-
cially when we’re using more than one relevance measure. In the current approach, we
check the occurrence of an entity in a text by just taking a human-readable name for the
entity5 and check if it occurs syntactically in the text, i.e., we do not perform any kind
of disambiguation which is planned to be integrated in a future version.

Local Textual Information. The second option uses textual resources which are con-
tained in the underlying knowledge base, e.g., the individuals could be accompanied by
textual descriptions summarizing important facts about them like the birth place of a
person or that an astronaut participated in a particular space mission. This information
can be used to get the relevance of the schema entities ei by checking for the occur-
rences of its labels in the descriptions of instances of the class we want to describe.

5 Evaluation

5.1 Experimental Setup

We performed our experiments on the English DBpedia data set in version 3.9 acces-
sible via a local mirror. The DBpedia data set was extracted from Wikipedia and at
its core consists of resources corresponding to Wikipedia articles and facts extracted
from article pages. DBpedia provides a lightweight OWL ontology, which defines the
different classes and properties used throughout the data set. The DBpedia ontology
contained a total of 529 classes of which 423 are leaf classes, i.e., classes not having
any non-trivial subclasses. Furthermore, the ontology contained 927 object and 1,406
datatype properties. The ontology is also used for extracting the data from Wikipedia
using mappings between infobox templates and ontology classes as described in [23].
The extraction process based on this mapping results in the so-called mapping-based
data set which we use in our experiments. Overall, our experiments data set contained
about 63.5 million triples describing 3,243,481 instances.

5 Usually we use rdfs:label, but it’s of course possible to use any other property.
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On this data set, we used DL-Learner (specifically ELTL) enhanced with the rele-
vance metrics as described above to learn class expressions for the classes contained
in the DBpedia ontology. As a corpus for the relevance metrics the abstracts of all
Wikipedia articles which described concepts modeled by an ontology class were crawled
and then provided for retrieval using a SOLR6 instance. This corresponds to the “Exter-
nal Text Corpus” scenario described in the Section 4. Though we also implemented the
second scenario, we opted to only evaluate the first one which is more generally usable
because it does not rely on greater amounts of textual descriptions in the data set itself.

We generated class expressions for all leaf classes of the DBpedia ontology which
had at least 3 instances (288 out of 423). We then computed a sample set of at most 100
positive examples (instances belonging to the class) and 200 negative examples. For the
negative examples, 100 instances belonging to the sibling classes and 100 instances of
super classes which were not contained in the class to describe were randomly chosen.
After applying DL-Learner, we performed a manual evaluation to find the combination
of relatedness measures which resembles the human perception of intuitiveness of a
class expression best. To do this, we randomly chose 100 of the classes with at least 10
alternative class expressions generated. For each class with more than 50 class expres-
sions, we picked the top-50 expressions ranked by F-score. We handed the generated
lists to four human annotators (two researchers not involved in the research presented
in this submission from the Universities of Mannheim and Leipzig, respectively) along
with the instruction to mark the class expressions which they consider most suitable for
being added to the DBpedia ontology as definitions of the class. Additionally, we ex-
plicitly highlighted the possibility of marking multiple class expressions in cases where
they are equally suitable or no expression if there was no expression close to an accept-
able definition. The evaluation process took two hours per annotator on average. An
example of evaluated class expressions for the class Astronaut is shown in Table 1.

In the second part of the evaluation, we applied several classification approaches
to the F-score and relevance measures values to find a combination which is suited to
reproduce the human assessment of intuitiveness. For this purpose, we employed the
implementations provided by the Weka toolkit [12] in version 3.6.6.

5.2 Results

First, we computed the inter-rater agreement using the Fleiss’ Kappa [11] statistical
measure to get a score of how much homogeneity, or consensus, there is in the ratings
given by judges. We evaluated the agreement on two different levels in terms of granular-
ity. On the class level we expect to have an agreement if the evaluators selected at least
one class expression to be useful as definition for the corresponding class. Here we got
a Fleiss’ Kappa value of 0.51 which can be interpreted as “moderate agreement” [17].
On the more fine-grained class expression level, we assume to have an agreement if
the same class expression was selected as an appropriate class definition. The Fleiss’
Kappa value was approximately 0.28 which can be seen as a “fair agreement”. For the
288 classes processed by DL-Learner on average 51 class expressions have been gener-
ated. The average length of the expressions, which is defined in a straightforward way,

6 https://lucene.apache.org/solr/, version 4.1.0

https://lucene.apache.org/solr/
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Table 1. Excerpt of the 50 class expressions that have been evaluated for the class Astronaut.
The first column denotes the rank of the DL-Learner output without taking statistical measures
into account

# class expression F-score PMI sPMI

1 Person � ∃ selection.� 0.977 0.662 0.529
3 Person � ∃ selection.� � ∃ birthPlace.PopulatedPlace 0.960 0.797 0.549
4 Person � ∃ selection.� � ∃ birthPlace.Place 0.960 0.716 0.518
5 Person � ∃ mission.SpaceMission 0.950 0.493 0.664
8 Person � ∃ selection.� � ∃ nationality.Country 0.947 0.707 0.498

12 Person � ∃ nationality.Country 0.937 0.697 0.489
13 Person � ∃ selection.� � ∃ occupation.PersonFunction 0.937 0.672 0.487
15 Person � ∃ timeInSpace.minute 0.933 0.771 0.571
17 Person � ∃ mission.SpaceMission � ∃ timeInSpace.minute 0.933 0.620 0.643
19 Person � ∃ selection.� � ∃ mission.SpaceMission 0.933 0.584 0.603
21 Person � ∃ mission.SpaceMission � ∃ birthPlace.Place 0.933 0.615 0.599
22 Person � ∃ selection.� � ∃ nationality.Country � ∃ birthPlace.Place 0.933 0.733 0.499
29 Person � ∃ selection.� � ∃ birthDate.date 0.923 0.553 0.466
30 Person � ∃ mission.SpaceMission � ∃ occupation.PersonFunction 0.923 0.571 0.568
31 Person � ∃ mission.SpaceMission � ∃ nationality.Country 0.923 0.605 0.579
41 Person � ∃ selection.� � ∃ birthPlace.PopulatedPlace � ∃ mission.SpaceMission 0.920 0.703 0.596
48 Person � ∃ selection.� � ∃ nationality.Country � ∃ occupation.PersonFunction 0.917 0.701 0.477

namely as the sum of the numbers of concept, role, quantifier, and connective symbols
occurring in the expression was ≈ 10.
Our experiments address the following research questions:
1.) Which relevance measures are particular suitable, and how should they be com-

bined?
2.) Can a combination of statistical relevance measures improve the results of logical

ontology learning?
In order to answer the first question, we cast this task as a supervised machine learn-
ing problem itself in which F-score and the presented relevance measures are features
of a learned definition. A definition is then considered to be a positive example if an
evaluator selected it in our experiment and negative otherwise. Since this leads to a
skewed distribution with more negative examples, we applied random subsampling on
the negative examples. This results in an equal distribution of 302 positive and negative
examples. In a first step, we used these to obtain a suitable classifier. We ran different
types of classifiers (see Table 2a), i.e., support vector machines, decision trees, rules and
probabilistic classifiers, as implemented in the Weka toolkit7, with their default settings
and used 10-fold cross-validation. As a baseline, we used an optimal threshold for the
F-Score, which was determined by the Weka threshold selector meta classifier. An inter-
esting insight is that the inclusion of relevance measures indeed significantly improves
the standard approach of computing F-Score on the underlying RDF data, which allows
us to positively answer the first research question.

The C4.5 decision tree algorithm performed best, so we used it as a base for feature
analysis. This analysis was performed by using standard wrappers for feature subset

7 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 2. Results of relevance measure analysis

(a) Results of 10-fold cross-validation for dif-
ferent classifiers.

algorithm accuracy F-score AUC

C4.5 77.5% 77.1% 79.6%
SVM 73.3% 74.6% 73.3%
Logistic Regression 72.8% 73.3% 79.9%
Conjunctive Rule 69.5% 67.9% 72.5%
Naive Bayes 64.1% 54.3% 75.6%
ELTL Baseline 59.4% 61.7% 63.8%

(b) Accuracy gain for fea-
tures using C4.5.

feature added accuracy

T-test 61.3%
+ F-score 73.5%
+ LLR 77.3%
+ Jaccard 77.0%
+ PMI 78.0%
+ χ2 78.1%
+ SCI 78.5%

selection [16]. In this case, we could exhaustively run all combinations of features in
C4.5 via 10-fold cross-validation and optimizing for predictive accuracy. The best per-
forming feature subset is {F-score, PMI, χ2, Jaccard, LLR, SCI, T-test}. We used this
subset and iteratively removed the feature which caused the least loss in predictive ac-
curacy. This allows us to observe the increase in accuracy obtained by adding features
as shown in Table 2b:

The first three features led to significant improvements in the ability to detect promis-
ing definitions whereas the other features showed only small contributions (even neg-
ative in one case). We also analyzed the weights of normalized features in the SVM
classifier:

3.6477× F-score −2.2027× PMI −0.1476× χ2

+0.7601× Dice +0.8325× Jaccard −0.4517× LLR

+0.2963× SCI +3.7772× sPMI +1.1387× T-test − 4.5916

It is notable here that PMI indeed has a negative weight. We believe this is due to high
PMI values for low frequency entity pairs, so the negative weight along with the high
positive weight of sPMI essentially acts as a noise filter. χ2 and LLR also have negative
weights, which might be related to their null addition property. We also noted that some
metrics have very low values close to zero in the majority of cases and are essentially
only used a tie breaker in the SVM classifier whereas the C4.5 decision tree can make
better use of those values.

5.3 Discussion

During the manual annotation of the created class expressions, the annotators did not
find suitable definitions for the classes in a number of cases. Based on the comments
provided by the annotators and manual inspection of the affected classes, we were able
to find patterns helping to categorize the problems. In the following, we describe the
categories and give examples for each.
Limited Ontology Vocabulary. This problem arises due to relying on the classes and
properties defined in the DBpedia ontology. In these cases, the ontology does not
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provide any entities which could be used to describe the class both accurately and exhaus-
tively. For example, the expressions generated for describing the class Bodybuilder
contained properties as height together with the class Athlete. Obviously, this is a
correct description of a bodybuilder but it also matches all other athletes since the “re-
strictions” are actually properties of the parent class. However, DL-Learner was unable
to choose a better definition since the ontology did not contain single properties or combi-
nations of these specifically able to describe a body builder. This type of problems could
only be solved by manually adding more specific properties or classes.
Limited Usage of Vocabulary. A related problem arose when the ontology contained
an entity usable to describe a class fully which was not created by DL-Learner. For in-
stance, when describing the concept CanadianFootballLeague, DL-Learner cre-
ated definitions like SportsLeague� ∃team.SportsTeam that describes a sports
league but is not specific enough to exclude sport leagues other than Canadian football
league. Replacing SportsTeam in the definition by CanadianFootballTeam
would lead to a flawless definition but is not proposed by DL-Learner. This is because
the positive examples do not contain a significant number of assignments of teams to a
Canadian football league that are also asserted to be Canadian football teams.8 Again,
this problem is hardly solvable when learning expressions but only at the data level.
Superfluous Restrictions. Some class expressions were also not chosen by the an-
notators because they contained superfluous restrictions. This is most often the case
when defining subclasses of Person like Writer and including restrictions on, e.g.,
birthPlace. Clearly, this is not a restricting property for writers all being persons.
Thus, some of these definitions were not chosen by the annotators who tried to choose
the definitions as compact as possible. Most probably, this problem is also caused by the
missing vocabulary to describe some classes suitably. We could try to prevent the gen-
eration of such definitions by considering the domain and ranges of properties and fil-
tering restrictions if properties are defined for super classes of the currently considered
class. However, then we would depend more strongly on the correctness of the schema
whose quality showed to be doubtful in many cases throughout our experiments.

Another interesting example is the definition of an Architect, which uses the
property significantBuilding though from the word meaning this would not be
a definition covering all architects but only the more renowned ones which not only have
regular buildings but also significant ones. DBpedia, as it is derived from Wikipedia,
contains only few data on architects which are not famous for their buildings. A dif-
ferent but less general problem was discovered for classes belonging to the biological
taxonomy in DBpedia. Here, some generated wrong definitions pointed to flaws in the
usage of biology-specific properties like kingdom.

In summary, we discovered a combination of measures for generating more intuitive
class expressions. From the inclusion of textual information, we were able to comple-
ment the purely logical information employed by DL-Learner with additional knowl-
edge about how related specific properties are evaluated by humans. Most problems
detected during the manual annotation can be traced back to missing or underspecified
input data.

8 Only 2 of 10 teams are assigned to be a Canadian football team.
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6 Conclusion

In this paper, we presented first steps towards combining the previously distinct logical
and lexical ontology learning areas. By extending a formerly pure logic based approach
with statistical methods which can be used on text corpora, we were able to foster the
generation of more intuitive class expressions. An extensive manual evaluation with
four human annotators showed that the integration of relevance measures can signifi-
cantly improve results. Nevertheless, we also discovered and analyzed several problems
for which we were partially able to trace them back to data quality issues.

In the near future work, we plan to closely integrate the output of the lexical anal-
ysis into the refinement process. This might positively influence the search in the hy-
potheses space, thus, might result in a faster generation of more intuitive solutions first.
Additionally, we are going to extend our approach by more sophisticated word sense
disambiguation techniques, which will help us to more accurately identify mentions of
ontology entities in the text. We will also include WordNet and other lexical resources
that can facilitate the detection of words which are synonymous to ontology entity la-
bels. Furthermore, we are going to apply our novel combined logical and statistical
approach on more datasets to examine its performance in other domains and use cases.
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